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Abstract

English. Recent works on Sentiment
Analysis over Twitter leverage the idea
that the sentiment depends on a single
incoming tweet. However, tweets are
plunged into streams of posts, thus making
available a wider context. The contribu-
tion of this information has been recently
investigated for the English language by
modeling the polarity detection as a se-
quential classification task over streams of
tweets (Vanzo et al., 2014). Here, we want
to verify the applicability of this method
even for a morphological richer language,
i.e. Italian.

Italiano. Studi recenti per la Sentiment
Analysis in Twitter hanno tentato di creare
modelli per caratterizzare la polaritá di
un tweet osservando ciascun messaggio
in isolamento. In realtà, i tweet fanno
parte di conversazioni, la cui natura può
essere sfruttata per migliorare la qualità
dell’analisi da parte di sistemi automatici.
In (Vanzo et al., 2014) è stato proposto un
modello basato sulla classificazione di se-
quenze per la caratterizzazione della po-
larità dei tweet, che sfrutta il contesto in
cui il messaggio è immerso. In questo la-
voro, si vuole verificare l’applicabilità di
tale metodologia anche per la lingua Ital-
iana.

1 Introduction

Web 2.0 and Social Networks allow users to write
about their life and personal experiences. This
huge amount of data is crucial in the study of the
interactions and dynamics of subjectivity on the
Web. Sentiment Analysis (SA) is the computa-
tional study and automatic recognition of opinions

and sentiments. Twitter is a microblogging ser-
vice that counts about a billion of active users. In
Twitter, SA is traditionally treated as any other text
classification task, as proved by most systems par-
ticipating to the Sentiment Analysis in Twitter task
in SemEval-2013 (Nakov et al., 2013). A Machine
Learning (ML) setting allows to induce detection
functions from real world labeled examples. How-
ever, the shortness of the message and the resulting
semantic ambiguity represent a critical limitation,
thus making the task very challenging. Let us con-
sider the following message between two users:
Benji: @Holly sono completamente d’accordo con te

The tweet sounds like to be a reply to the previ-
ous one. Notice how no lexical or syntactic prop-
erty allows to determine the polarity. Let’s look
now at the entire conversation:

Benji : @Holly con un #RigoreAl90 vinci facile!!
Holly : @Benji Lui vince sempre però :) accanto

a chiunque.. Nessuno regge il confronto!
Benji : @Holly sono completamente d’accordo con te

The first is clearly a positive tweet, followed by
a positive one that makes the third positive as
well. Thus, through the conversation we can dis-
ambiguate even a very short message. We want
to leverage on this to define a context-sensitive
SA model for the Italian language, in line with
(Vanzo et al., 2014). The polarity detection of a
tweet is modeled as a sequential classification task
through the SVMhmm learning algorithm (Altun et
al., 2003), as it allows to classify an instance (i.e.
a tweet) within an entire sequence. First experi-
mental evaluations confirm the effectiveness of the
proposed sequential tagging approach combined
with the adopted contextual information even in
the Italian language.

A survey of the existing approaches is presented
in Section 2. Then, Section 3 provides an ac-
count of the context-based model. The experimen-
tal evaluation is presented in Section 4.



2 Related Work

The spread of microblog services, where users
post real-time opinions about “everything”, poses
different challenges in Sentiment Analysis. Clas-
sical approaches (Pang et al., 2002; Pang and Lee,
2008) are not directly applicable to tweets: they
focus on relatively large texts, e.g. movie or prod-
uct reviews, while tweets are short and informal
and a finer analysis is required. Recent works tried
to model the sentiment in tweets (Go et al., 2009;
Davidov et al., 2010; Bifet and Frank, 2010; Zan-
zotto et al., 2011; Croce and Basili, 2012; Si et
al., 2013). Specific approaches, e.g. probabilis-
tic paradigms (Pak and Paroubek, 2010) or Kernel
based (Barbosa and Feng, 2010; Agarwal et al.,
2011; Castellucci et al., 2013), and features, e.g.
n-grams, POS tags, polarity lexicons, have been
adopted in the tweet polarity recognition task.

In (Mukherjee and Bhattacharyya, 2012) con-
textual information, in terms of discourse rela-
tions is adopted, e.g. the presence of conditionals
and semantic operators like modals and negations.
However, these features are derived by consider-
ing a tweet in isolation. The approach in (Vanzo
et al., 2014) considers a tweet within its context,
i.e. the stream of related posts. In order to ex-
ploit this information, a Markovian extension of a
Kernel-based categorization approach is there pro-
posed and it is briefly described in the next section.

3 A Context Based Model for SA

As discussed in (Vanzo et al., 2014), contextual
information about one tweet stems from various
aspects: an explicit conversation, the user attitude
or the overall set of recent tweets about a topic
(for example a hashtag like #RigoreAl90). In
this work, we concentrate our analysis only on the
explicit conversation a tweet belongs to. In line
with (Vanzo et al., 2014), a conversation is a se-
quence of tweets, each represented as vectors of
features characterizing different semantic proper-
ties. The Sentiment Analysis task is thus modeled
as a sequential classification function that asso-
ciates tweets, i.e. vectors, to polarity classes.

3.1 Representing Tweets
The proposed representation makes use of differ-
ent representations that allow to model different
aspects within a Kernel-based paradigm.
Bag of Word (BoWK). The simplest Kernel func-
tion describes the lexical overlap between tweets,

thus represented as a vector, whose dimensions
correspond to the presence or not of a word. Even
if very simple, the BoW model is one of the most
informative representation in Sentiment Analysis,
as emphasized since (Pang et al., 2002).
Lexical Semantic Kernel (LSK). In order to gen-
eralize the BoW model, we provide a further
representation. A vector for each word is ob-
tained from a co-occurrence Word Space built ac-
cording to the Distributional Analysis technique
(Sahlgren, 2006). A word-by-context matrix M is
built through large scale corpus analysis and then
processed through Latent Semantic Analysis (Lan-
dauer and Dumais, 1997). Dimensionality reduc-
tion is applied to M through Singular Value De-
composition (Golub and Kahan, 1965): the origi-
nal statistical information about M is captured by
the new k-dimensional space, which preserves the
global structure while removing low-variance di-
mensions, i.e. distribution noise. A word can be
projected in the reduced Word Space: the distance
between vectors surrogates the notion of paradig-
matic similarity between represented words, e.g.
the most similar words of vincere are perdere and
partecipare. A vector for each tweet is represented
through the linear combination of its word vectors.

Whenever the different representations are
available, we can combine the contribution of both
vector simply through a juxtaposition, in order to
exploit both lexical and semantic properties.

3.2 SA as a Sequential Tagging Problem

Contextual information is embodied by the stream
of tweets in which a message ti is immersed. A
stream gives rise to a sequence on which sequence
labeling can be applied: the target tweet is here la-
beled within the entire sequence, where contextual
constraints are provided by the preceding tweets.
Let formally define a conversational context.
Conversational context. For every tweet ti ∈ T ,
let r(ti) : T → T be a function that returns either
the tweet to which ti is a reply to, or null if ti is
not a reply. Then, the conversational context ΛC,l

i

of tweet ti (i.e., the target tweet) is the sequence
of tweet iteratively built by applying r(·), until l
tweets have been selected or r(·) = null.
A markovian approach. The sentiment predic-
tion of a target tweet can be seen as a sequen-
tial classification task over a context, and the
SVMhmm algorithm can be applied. Given an in-
put sequence x = (x1 . . . xl) ⊆ X , where x is a



tweet context, i.e. the conversational context pre-
viously defined, and xi is a feature vector rep-
resenting a tweet, the model predicts a tag se-
quence y = (y1 . . . yl) ∈ Y+ after learning a lin-
ear discriminant function F : P(X ) × Y+ → R
over input/output pairs. The labeling f(x) is de-
fined as: f(x) = arg maxy∈Y+ F (x,y;w). In
these models, F is linear in some combined fea-
ture representation of inputs and outputs Φ(x,y),
i.e. F (x,y;w) = 〈w,Φ(x,y)〉. As Φ extracts
meaningful properties from an observation/label
sequence pair (x,y), in SVMhmm it is modeled
through two types of features: interactions be-
tween attributes of the observation vectors xi and
a specific label yi (i.e. emissions of a tweet w.r.t.
a polarity class) as well as interactions between
neighboring labels yi along the chain (i.e. transi-
tions of polarity labels in a conversation context.).
Thus, through SVMhmm the label for a target tweet
is made dependent on its context history. The
markovian setting acquires patterns across tweet
sequences to recognize sentiment even for truly
ambiguous tweets. Further details about the mod-
eling and the SVMhmm application to tweet label-
ing can be found in (Vanzo et al., 2014).

4 Experimental Evaluation

The aim of the experiments is to verify the appli-
cability of the model proposed in (Vanzo et al.,
2014) in a different language, i.e. Italian. In
order to evaluate the models discussed above in
an Italian setting, an appropriate dataset has been
built by gathering1 tweets from Twitter servers.
By means of Twitter APIs2, we retrieved the
whole corpus by querying several Italian hot top-
ics, i.e. expo, mose, renzi, prandelli,
mondiali, balotelli and commonly used
emoticons, i.e. :) and :( smiles. Each tweet ti
and its corresponding conversation ΛC,l

i have been
included into the dataset if and only if the con-
versation itself was available (i.e. |ΛC,l

i | > 1).
Then, three annotators labeled each tweet with
a sentiment polarity label among positive,
negative, neutral and conflicting3,
obtaining a inter-annotator agreement of 0.829,
measured as the mean accuracy computed between
annotators pairs.

1The process has been run during June-July 2014
2
http://twitter4j.org/

3A tweet is said to be conflicting when it expresses both a
positive and negative polarity

As about 1,436 tweets, including conversa-
tions, were gathered from Twitter, a static split of
64%/16%/20% in Training/Held-out/Test respec-
tively, has been carried out as reported in Table 1.

train dev test
Positive 212 61 69
Negative 211 42 92
Neutral 387 72 87

Conflicting 129 26 48
939 201 296

Table 1: Dataset composition

Tweets have been analyzed through the Chaos
natural language parser (Basili et al., 1998). A
normalization step is previously applied to each
message: fully capitalized words are converted in
lowercase; reply marks, hyperlinks and hashtags
are replaced with the pseudo-tokens, and emoti-
cons have been classified with respect to 13 differ-
ent classes. LSK vectors are obtained from a Word
Space derived from a corpus of about 3 million
tweets, downloaded during July and September
2013. The methodology described in (Sahlgren,
2006) with the setting discussed in (Croce and Pre-
vitali, 2010) has been applied.

Performance scores are reported in terms of Pre-
cision, Recall and F-Measure. We also report both
the F pnn

1 score as the arithmetic mean between the
F1s of positive, negative and neutral classes, and
the F pnnc

1 considering even the conflicting class.
It is worth noticing that a slightly different set-
ting w.r.t. (Vanzo et al., 2014) has been used. In
this work we manually labeled every tweet in each
conversation and performance measures considers
all the tweets. On the contrary in (Vanzo et al.,
2014) only the last tweet of the conversation is
manually labeled and considered in the evaluation.

4.1 Experimental Results

Experiments are meant to verify the ability of a
context-based model in the Italian setting. As
a baseline we considered a multi-class classifier
within the SVMmulticlass framework (Tsochan-
taridis et al., 2004). Each tweet in a conversation
is classified considering it in isolation, i.e. without
using contextual information. In Table 2, perfor-
mances of the Italian dataset are reported, while
Table 3 shows the outcomes of experiments over
the English dataset (Vanzo et al., 2014). Here, w/o
conv results refer to a baseline computed with the
SVMmulticlass algorithm, while w/ conv results re-
fer to the application of the model described in the



Precision Recall F1 Fpnn
1 Fpnnc

1

pos neg neu conf pos neg neu conf pos neg neu conf
BoWK

w/o conv .705 .417 .462 .214 .449 .109 .690 .438 .549 .172 .553 .288 .425 .390
w conv .603 .580 .379 .375 .507 .435 .701 .063 .551 .497 .492 .107 .513 .412

BoWK+LSK
w/o conv .507 .638 .416 .000 .493 .402 .793 .000 .500 .493 .545 .000 .513 .385
w conv .593 .560 .432 .368 .464 .457 .736 .146 .520 .503 .545 .209 .523 .444

Table 2: Evaluation results of the Italian setting.

Precision Recall F1 Fpnn
1

pos neg neu pos neg neu pos neg neu
BoWK

w/o conv .713 .496 .680 .649 .401 .770 .679 .444 .723 .615
w/ conv .723 .511 .722 .695 .472 .762 .709 .491 .741 .647

BoWK+LSK
w/o conv .754 .595 .704 .674 .486 .804 .712 .535 .751 .666
w/ conv .774 .554 .717 .682 .542 .791 .725 .548 .752 .675

Table 3: Evaluation results on the English language from (Vanzo et al., 2014)

previous sections with the SVMhmm algorithm. In
the last setting, the whole conversational context
of each tweet is considered.

Firstly, all w/o conv models beneficiate by the
lexical generalization provided by the Word Space
in the LSA model. In fact, the information derived
from the Word Space seems beneficial in its rela-
tive improvement with respect to the simple BoW
Kernel accuracy, up to an improvement of 20.71%
of Fpnn

1 , from .425 to .513. However, it is not al-
ways true, in particular w.r.t. the conflicting class
where the smoothing provided by the generaliza-
tion negatively impact on the classifiers, that are
not able to discriminate the contemporary pres-
ence of positive and negative polarity.

Most importantly, the contribution of conver-
sations is confirmed in all context-driven models,
i.e. w/conv improves w.r.t. their w/o conv coun-
terpart. Every polarity category benefits from the
introduction of contexts, although many tweets an-
notated with the conflicting (conf ) class are not
correctly recognized: contextual information un-
balances the output of a borderline tweet with the
polarity of the conversations. The impact of con-
versational information contribute to a statistically
significant improvement of 20.71% in the BoWK
setting, and of 1.95% in the BoWK+LSK setting.

In (Vanzo et al., 2014) a larger dataset (10,045
examples) has been used for the evaluation of con-
textual models in an English setting. The dataset
is provided by ACL SemEval-2013 (Nakov et al.,
2013). Results are thus not directly comparable,
as in this latter dataset, where even tweets with-
out a conversational contexts are included, only

the target tweet is manually labeled and the labels
of remaining tweets have been automatically pre-
dicted in a semi supervised fashion, as discussed
in (Vanzo et al., 2014). Additionally, the conflict-
ing class, where a lexical overlap is observed with
both positive and negative classes, is not consid-
ered. However, results in Table 3 show that the
BoWK setting benefits by the introduction of the
lexical generalization, given by the LSK, with a
performance improvement of 8.29%. When the
focus is held within the same Kernel setting, in
both BoWK and BoWK+LSK, the conversational
information seems to be beneficial as increases of
5.20% and 1.35%, respectively, are observed.

5 Conclusions

In this work, the role of contextual information in
supervised Sentiment Analysis over Twitter is in-
vestigated for the Italian language. Experimental
results confirm the empirical findings presented in
(Vanzo et al., 2014) for the English language. Al-
though the size of the involved dataset is still lim-
ited, i.e. about 1,400 tweets, the importance of
contextual information is emphasized within the
considered markovian approach: it is able to take
advantage of the dependencies that exist between
different tweets in a conversation. The approach
is also largely applicable as all experiments have
been carried out without the use of any manual
coded resource, but mainly exploiting unannotated
material within the distributional method. A larger
experiment, eventually on an oversized dataset,
such as SentiTUT4, will be carried out.

4
http://www.di.unito.it/~tutreeb/sentiTUT.html
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