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Preface

This volume contains the 71 papers accepted for presentation at the workshops hosted
by the 18th International Conference on Image Analysis and Processing, held in
Genova, Italy, September 7–11, 2015, organized by the Istituto Italiano di Tecnologia
(IIT).

The International Conference on Image Analysis and Processing (ICIAP) is a
conference organized every two years by the GIRPR, the Italian group of researchers
affiliated with the IAPR. The aim of these conferences is to bring together researchers
working on image analysis, image processing, and pattern recognition from around the
world.

Seven individual workshops — three one-day and four half-day — were selected by
the workshop chiars, Marco Cristani and Carlo Sansone, to complement ICIAP 2015 in
Genova:

– BioFor 2015, International Workshop on Recent Advances in Digital Security:
Biometrics and Forensics

– CTMR 2015, Color in Texture And Material Recognition
– RHEUMA 2015, Medical Imaging in Rheumatology: Advanced Applications for

the Analysis of Inflammation and Damage in the Rheumatoid Joint
– ISCA 2015, Image-Based Smart City Application
– MADiMa 2015, First International Workshop on Multimedia Assisted Dietary

Management
– SBMI 2015, Scene Background Modeling and Initialization
– QoEM 2015, Workshop on Image and Video Processing for Quality of Multimedia

Experience

The International Workshop on Recent Advances in Digital Security: Biometrics
and Forensics (BioFor 2015) organized by Modesto Castrillón Santana, from Uni-
versidad de Las Palmas de Gran Canaria, Spain, Matthias Kirchner, from Binghamton
University, USA, Daniel Riccio and Luisa Verdoliva, both from Università Federico II
di Napoli, Italy, provides a forum for researchers from academia and industry to
develop and foster synergies between biometrics and forensics. Attacks to biometrics
systems are also becoming very frequent, and ever more sophisticated, aiming both at
committing commercial frauds and acts of terrorism. A similar scenario involves the
world of digital media, by now pervasive in our daily life, where images and videos can
be manipulated for various evil purposes, including both crimes against intellectual
property and against national security. Although the goals of biometrics and media
forensics are different, they have strong similarities in purposes and tools. They both
aim at supporting law enforcement and investigation, and both draw on methodologies
and technologies that change and evolve on a daily basis. Increasingly, new scenarios
arise where techniques designed for biometrics can be utilized for forensic purposes or

stefano.cagnoni@unipr.it



vice versa. The eight papers accepted for presentation to BioFor reflect a good scenario
of the field from both the scientific and applicative point of view.

The study of texture and material recognition have a long history in image analysis
and computer vision. Recent works that deal with large collections of images taken
from the Internet or that exploit large-scale machine learning techniques have renewed
the interest in these topics. The most relevant intuition is that features from other
domains, such as object recognition, may achieve comparable or at times better per-
formance than those achieved with features specially designed for texture and material
classification. Moreover, while for some artificial materials color and texture are
independent properties, for natural materials they are strongly related. Whether or not
color information is useful for texture and material classification is still an open issue
especially “in the wild” where imaging conditions such as lighting color and direction,
orientation, sensor type, etc., are unpredictable. The Color in Texture and Material
Recognition (CTMR 2015) workshop, organized by Claudio Cusano - University of
Pavia, Italy, Paolo Napoletano and Raimondo Schettini - University of Milan- Bicocca,
Italy, and Joost Van De Weijer - Autonomous University of Barcelona, Spain, explores
these topics by providing new insights for understanding color in texture and material
recognition. The seven accepted papers cover different areas, including color science,
computer vision, computer graphics, and machine learning.

The aim of the RHEUMA 2015 workshop — Medical Imaging in Rheumatology:
Advanced applications for the analysis of inflammation and damage in the rheumatoid
Joint — is to provide an overview on the development of new medical imaging
methods for the early diagnosis and therapeutic control of rheumatic musculo-skeletal
diseases. The goal of the RHEUMA organizers, Silvana Dellepiane and Marco A.
Cimmino - University of Genova, Italy, and Gianni Viano - Softeco Sismat S.R.L., is to
promote the use of alternative techniques such as MRI and US, which can even be used
in a combined manner. The workshop focuses on the development of appropriate
techniques for data analysis and 2D/3D visualization, in order to increase and improve
the information available to the doctor during the diagnostic process and follow-up.
The results of the research can also be verified at the workshop through the presentation
of experimental demonstrators and database collections of case studies that can be used
as a reference for training and validation sessions. The technical program featured six
accepted research papers and two invited speakers, Mikael Boesen, from the Depart-
ment of Radiology and Parker Institute, Bispebjerg and Frederiksberg Hospital,
Copenhagen (Denmark) and Zbisaw Taborm from the Faculty of Physics, Mathematics
and Computer Science, Cracow University of Technology, Cracow (Poland).

The term “smart city” is generally used to conceptualize an urban space in which
digital technologies are used to enhance quality of life while saving resource con-
sumption. The main characteristics of a smart city are participation, cooperation, and
inclusiveness of citizens, which must be engaged more effectively and actively. For this
purpose, a strong integration between human, collective, and artificial intelligence is
necessary in a smart city, in order to improve city performance and well-being,
reducing resource consumption. Of course, ICT represent a critical aspect for smart city
design and implementation and innovative solutions are necessary to monitor and
improve many aspects of a city life in real time, and hence to make possible the
development of knowledge-intensive collaborative activities capable of adapting
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themselves to manage uncertainty and maximize the problem-solving capability of the
city. The ISCA 2015 — Image- Based Smart City Application — workshop focuses on
the innovative image-based applications for smart city that of course involve a wide
range of key sectors including intelligent mobility, health care and active aging, energy
saving, e-government, tourism, e-justice, urban safety, etc. Featuring 16 accepted
papers, ISCA 2015 was organized by Giuseppe Pirlo, from the University of Bari, Italy,
Donato Impedovo from Dyrectalab, Italy, and Byron Leite Dantas Bezerra from the
University of Pernambuco, Brazil.

The prevention of onset and progression of diet-related acute and chronic diseases
requires reliable and intuitive dietary management. The need for accurate, automatic,
real-time, and personalized dietary advice has been recently complemented by the
advances in computer vision and smartphone technologies, permitting the development
of the first mobile food multimedia content analysis applications. The proposed solu-
tions rely on the analysis of multimedia content captured by wearable sensors,
smartphone cameras, barcode scanners, RFID readers and IR sensors, along with
already established nutritional databases and often require some user input. In the field
of nutritional management, multimedia not only bridges diverse information and
communication technologies, but also computer science with medicine, nutrition, and
dietetics. This congruence brings new challenges and opportunities on dietary man-
agement. MADiMa2015, organized by Stavroula Mougiakakou - University of Bern,
Switzerland, Giovani Maria Farinella - University of Catania, Italy, and Keiji Yanai -
The University of Electro-Communications, Tokyo, Japan, aimed to bring together
researchers from the diverse fields of engineering, computer science, and nutrition who
investigate the use of information and communication technologies for better moni-
toring and management of food intake. The technical program featured 19 papers,
carefully selected by the Program Committee, as well as two invited speakers, Prof.
Edward Sazonov from the University of Alabama (USA) and Gerald Cultot, Research
Programme Officer of the European Commission.

In scene analysis, the availability of an initial background model that describes the
scene without foreground objects is the prerequisite, or at least can be of help, for many
applications video surveillance, video segmentation, video compression, video in-
painting, privacy protection for videos, and computational photography. The aim of the
Scene Background and Modeling Initialization — SBMI 2015 — Workshop is to bring
together researchers interested in scene background modeling and initialization (also
known as bootstrapping, background estimation, background reconstruction, initial
background extraction, or background generation) in different application areas, in
order to disseminate their most recent research results, to advocate and promote the
research into scene background modeling and initialization, to discuss rigorously and
systematically potential solutions and challenges, to promote new collaborations
among researchers working in different application areas, and to share innovative ideas
and solutions for exploiting the potential synergies emerging from the integration of
different application domains. Jointly organized by Lucia Maddalena, from the
National Research Council, Italy, and Thierry Bouwmans, from the Université De La
Rochelle, France, SBMI 2015 featured nine accepted papers and an invited presenta-
tion, titled “Motion Detection: Unsolved Issues and [Potential] Solutions,” by
Pierre-Marc Jodoin from the University of Sherbrooke, Canada.
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Tremendous technological advances in the area of video compression and com-
munication made image/video over the Internet and wireless mobile networks an
inevitable part of our lives. Indeed, video traffic is exploding over the Internet, and is
becoming a dominant application over 3G/4G mobile systems. The necessity for
seamless access and exchange of a large amount of multimedia content anytime and
anywhere by mobile users is driving intensive research within this field as it provides a
number of business opportunities through commercial multimedia application provi-
sioning. High user satisfaction with multimedia services is the most meaningful quality
evaluation criterion. For this reason the set of issues encompassed by the term quality
of experience (QoE), i.e., the quality perceived subjectively by the end-user, is key to
service providers, network and software engineers, developers, and scientists. To
address the ever-increasing consumer requirements, the emerging solutions for multi-
media delivery over next-generation networks have to rely on the state of the art in
multimedia processing and communications. The goal of the workshop on Image and
Video Processing for Quality of Multimedia Experience — QoEM 2015, organized by
Nicu Sebe - University of Trento, Italy, Ben Herbst - Stellenbosch University, South
Africa, and Dubravko Culibrk - University of Trento, Italy / University of Novi Sad,
Serbia — is to give an overview of the recent technologies and system solutions, as
well as create a forum to exchange ideas and address challenges emerging in this field.
The technical program featured oral presentations of all six accepted regular papers.

On the whole, the addressed topics constituted a good mix between current trends in
computer vision and the fundamentals of image analysis and pattern recognition.

September 2015 Vittorio Murino
Enrico Puppo
Diego Sona

Marco Cristani
Carlo Sansone
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Abstract. In this paper we present a comparative test of different approaches to 
gait recognition by smartphone accelerometer. Our work provides a twofold 
contribution. The first one is related to the use of low-cost, built-in sensors that 
nowadays equip most mobile devices. The second one is related to the use of 
our system in identification mode. Instead of being used to just verify the iden-
tity of the device owner, it can also be used for identification among a set of 
enrolled subjects. Whether the identification is carried out remotely or even if 
its results are transmitted to a server, the system can also be exploited in a mul-
tibiometric setting. Its results can be fused with those from computer-vision 
based gait recognition, as well as other biometric modalities, to enforce identifi-
cation for accessing critical locations/services. We obtained the best results by 
matching complete walk captures (Recognition Rate 0.95), but the implicit limi-
tation is represented by the fixed number of steps in the walks. Therefore we al-
so investigated methods based on first dividing the signal into steps. The best of 
these achieved a Recognition Rate of 0.88. 

Keywords: Biometrics · Gait recognition · Accelerometer · Mobile devices 

1 Introduction 

Biometric recognition is attracting increasing interest, since in many environments it 
can provide efficient means of identity recognition. Some biometric traits can be con-
sidered as strong, since they allow robust authentication especially in controlled  
settings. Examples are face, iris, and fingerprints. Strong biometrics often concern 
physical traits. Other traits, mostly behavioral ones, can be less reliable, for example 
because they can be affected by emotional conditions. At present, gait recognition, i.e. 
recognizing people from the way they walk, is often classified in the latter category. It 
can be used to complement other strong or soft traits in a multibiometric approach, 
and is one of the recent attractive topics in biometric research. Gait recognition mod-
alities can be categorized into three groups based on the technological setting they 
require: a) machine vision-based: these approaches suffer from typical image 
processing issues, e.g., occlusions and illumination variations; b) floor sensor-based: 
these approaches require specific ambient equipment, therefore cannot be used eve-
rywhere and require a preliminary complex set-up; c) wearable sensor-based: these 
approaches can be further distinguished according to the number and kind of sensors 
exploited (more accelerometers, accelerometers plus gyroscopes, etc.). 
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Given the limitations of the first two groups of techniques in terms of feasibility 
and ready availability, we will focus on the third group. Even in this case, we aim at 
exploiting the simplest possible set-up. It is easy to assume that such set-up should 
use off-the-shelf, widespread equipment, and possibly exploit only one sensor of one 
kind, to keep the method feasible on a wide range of devices. Moreover, it would be 
desirable to exploit the least computationally demanding procedure. 

We present the results obtained using the accelerometer built in the OnePlus One 
mobile phone, and compare different matching algorithms to evaluate the better com-
promise between accuracy and computational cost. The latter would allow performing 
recognition both locally, e.g., on a smartphone, or remotely on a computer receiving 
gait data. Moreover, we will test these techniques in identification modality (no iden-
tity is claimed by the user). This also allows combination with other biometrics to 
secure the access not only to personal devices but also to locations or services. On the 
contrary, most approaches in literature use (implicit) verification: the identity claim is 
implicit in the preliminary enrollment of a single user, namely the owner of the de-
vice, and the algorithms aim at verifying if the user keeping the device is the owner. 
In identification, assuming open set mode (probe user may not be known to the sys-
tem), a template distance threshold regulates acceptance as in verification; in addition 
the right subject has not only to be close enough, but also to be the closest one. 

2 State of the Art for Accelerometer-Based Gait Recognition 

During the last years, among the approaches mentioned above, the gait recognition 
based on wearable sensors is becoming increasingly popular in respect to the others. 
This is because, on one hand, the related techniques used for recognition are less 
computationally expensive, and wearable sensors have a cost much lower than cam-
eras and floor sensors; on the other hand achieved results are similar or even better. 
Wearable sensors do not suffer from the problems normally raised by computer vi-
sion-related techniques, e.g., occlusion, and illumination. In addition, differently from 
approaches based on floor sensors, the subject can be followed in any place without 
the need to equipping the environment. Last but not least, nowadays the most com-
mon wearable sensor used for gait recognition, the accelerometer, is practically built 
in most portable devices such as mobile phones and tablets. This avoids the use of 
expensive ad-hoc equipment. The reader can find in [1] a comprehensive survey on 
present approaches to gait recognition divided into the three mentioned main groups; 
[2] provides a review of present vision-based technique, the most used so far.  

In most papers about gait recognition by accelerometer, the aim is to identify the 
owner of the phone. The recognition modality is verification: the identity claim is 
implicit, since only the owner is enrolled. Performances are usually measured by 
computing all-against-all matching results in a set of subjects. For verification, the 
performance measures are False Acceptance Rate (FAR), False Reject Rate (FRR) 
and Equal Error Rate (EER) given by the acceptance threshold were FAR=FRR. 

In [3] the authors use the low sampling rate accelerometer that is built-in in Google 
G1 phone. Their system achieves an EER of 20% with a dataset of 51 volunteers.  
The algorithm uses cycle detection, computes average cycle and uses Dynamic Time 
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Warping for matching. The EER is not that low, however this is also due to the very 
low quality of the used accelerometer. As a matter of fact, in [4] a pair of the same 
authors improve their previous results using a better accelerometer, Motion Recording 
100, which is not built in a mobile personal device. They perform some preprocessing 
operations, such us outlier steps removal, before matching performed by  
Dynamic Time Warping (DTW). The dataset size is increased to 60 users and the 
achieved EER is 5.7%. In comparison with this approach, we compute the average 
cycle to discard outliers, but we do not use it for matching. In addition, we also test 
our system in identification mode, which in some cases might be more challenging. 
While verification just requires sufficient similarity with the claimed identity, in iden-
tification one also has to avoid confusion between candidate identities, i.e., the right 
subject must not only be close enough, but also be the closest one. For both verifica-
tion and identification the degree of similarity must be very high to obtain a correct 
answer of the system. However, consider a person that in identification modality is 
close enough but is not the closest one to the right one, and hence is not erroneously 
identified, e.g., as the owner of the device. This person, in verification modality, 
could be erroneously interpreted as the owner of the device if the similarity is just 
sufficiently good. 

The recognition technique presented in [5] uses an accelerometer which is a standard 
in nowadays mobile devices, with sampling rate of 100 samples/second. They achieve a 
5% of EER using histogram similarity and a 9% of EER using cycle group matching. 
However, though using the same accelerometer as in the preceding work, they use a 
smaller dataset (21 users). They do not report results for identification. 

The work in [6] presents a framework for gait recognition using an Android mobile 
phone to get the accelerometer and gyroscope raw data. Verification is carried out on 
a desktop computer to recognize if the person who is walking with the phone is the 
enrolled user. The framework uses continuous wavelet transform time frequency 
spectrogram analysis for feature extraction and ciclostationarity analysis for match-
ing. The tests achieve a 99.4% of verification rate at 0.1% of FAR for pace walk VS 
pace walk, 96.8% for fast walk VS fast walk, and a 61.1% for pace walk VS fast walk 
on a dataset of 36 users. This work achieves good results but uses the gyroscope too. 
In [7] the authors use Hidden Markov Model (HMM). They achieve a 10.42% of 
False Non Match Rate and a 10.29% of False Match Rate on a dataset of 48 users. 
The system uses only one enrolled user for training the HMM. All the registrations for 
all users are used as probe to test performance of verification. The performances 
achieved by this method are not competitive with the above ones. 

The work in [8] exploits a signature point based method for identification. The user 
is recognized among a set of enrolled subjects. The system exploits five accelerome-
ters attached in various parts of the body. This method does not use the cycle division 
as the others discussed above. It achieves a high recognition rate (96.7%) with a data-
set of 30 users. In [9] an evolution of the previous method is proposed, and is  
used for both identification and verification modalities. It uses clustering to prelimina-
rily group the signature points. The authors have also created a huge dataset (with 175 
different subjects) of raw acceleration data, which is publicly available for  
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non-commercial use1. On this dataset they achieve a Recognition Rate (RR) of 95.7% 
for identification and a 2.2% of EER for verification. This method achieves the best 
results among the mentioned ones, but uses a very complex equipment. 

3 The Approaches We Tested 

We now describe the different approaches we tested, starting from the best perform-
ing yet more constrained one, and releasing constraints afterwards. As for most papers 
in Section 2, the matching algorithm exploits DTW (in its basic version). 

In order to capture the gait information, we chose 3-axis accelerometer as other re-
lated works. This sensor seems to better monitor the exact movement of a subject in 
the space, and nowadays is widespread and simple to set up, being built in most nor-
mal Android phones. The components exploited by our system are a OnePlus smart-
phone equipped with a 3-axis accelerometer and a desktop computer with Java Virtual 
Machine. We have not addressed interoperability issues yet, therefore the devices for 
enrollment and testing need to be of the same model. 

Among the apps for monitoring and recording the accelerometer data, we chose 
Physics Toolbox Accelerometer, available on Google Play2. This application has a 
number of advantages among which the instant saving of data in Comma Separated 
Values (CSV) format. Moreover, the app is light, very fast, and compatible with any 
device with an accelerometer, including less recent versions of Android or less per-
forming devices. Android captures accelerometer information automatically in an 
intelligent way: once the designer has set a minimum threshold of time to acquire the 
information, the data capture along the three axes is done according to a sampling 
density that depends on the displacement of the device relative to the previous posi-
tion, i.e., the lower the variation the sparser the sampling and vice versa. Many ap-
proaches include time interpolation to obtain fixed intervals, but we avoid this step.  

3.1 Enrollment Phase 

In enrollment phase, our goal is to obtain a uniform enough data capture, which is quite 
usual in most applications. Therefore we decided to standardize the movements for each 
recording according to the following procedure: 1) the subject is asked to put the phone 
in the belt, either on the right hip or on the left one, in vertical position with the screen 
facing out (because recording is ended by tapping on the screen), in about the same 
position for all users; 2) the subject is then asked to keep feet together and start walking 
by the leg opposite to phone location; 3) the system records 10 steps along a straight line 
in the most natural way. For each enrolled user a folder is created on the desktop com-
puter, where data is transferred (manually by now), and results of possible processing 
are stored. At the moment, we acquire data for three different user walks that during 
tests are used from time to time as probe or as gallery (during identification, probe data 

                                                           
1 http://www.ytzhang.net/datasets/zju-gaitacc 
2 https://play.google.com/store/apps/details?id=com.chrystianviey
ra.android.physicstoolboxaccelerometer&hl=it 
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is matched with data from two different instances of walk). However, all approaches can 
handle a different number of templates per enrolled user. At present the dataset has 26 
users, wearing different shoes (but no high heels). 

In order to have each walk signal starting from a relevant point, we discard all ini-
tial local maxima created by noise. To do this, we use a threshold experimentally set 
at 1.05 on y axis (this value is device dependent). After the procedure finds the first 
value greater than the threshold, the system searches for the first relative maximum 
from that point. Once this has been identified, it is saved and will be the starting point 
of the vector that will be used by matching. A similar procedure is used to identify the 
useful end of the signal. As for now, the same threshold is used. 

The system uses the DTW separately for each axis. In order to investigate an effec-
tive fusion of the three results for each comparison into a final similarity, we prelimina-
rily studied the plots returned and performed some tests. In most cases, and considering 
that axes depend from the device position, our y-axis is the most important for recogni-
tion, followed by z-axis. The resulting weights are very similar to those used in other 
works in literature. The x-axis of our device has very little impact on the recognition. 
All walks achieve a very similar value on that axis, mainly because it assumes specific 
meanings only in case of strong jerks or jumps, that are generally absent in natural walk-
ing. We perform a linear combination of the three values using experimentally deter-
mined weights that depend on the processing method (see below). 

3.2 Testing Phase and Experimental Results 

As for testing, we investigated different possibilities, that we will denote according to 
the way walk data is pre-processed and to the way matching is performed: Walk, Best 
Step and Best Step VS All, AllSteps VS All, and Steps Sliding Window. The pre-
processing described above applies to all. We apply essentially two strategies. The 
first one exploits the overall signal for matching, and is implemented only in the Walk 
method. All the others rely on a preliminary segmentation of the walk signal into 
steps, and on the possible discarding of outliers. This further pre-processing phase is 
applied to both gallery templates and to the probe. We first identify the starting and 
ending points of the useful portion of the signal using the thresholds mentioned 
above. Afterwards, for each walk belonging to the same user, maxima are extracted 
and ordered by amplitude. We underline that, thanks to the way we ask the user to 
walk, we can assume a certain distribution of maxima within the signal. In particular, 
each step is generally characterized by a first higher peak, corresponding to moving 
the leg with the accelerometer, and a second higher peak corresponding to moving the 
other leg. Moreover, it contains many further local maxima corresponding to noise. 
For each walk in the gallery, local maxima are extracted and ordered. In doing this, 
we consider the #walks sequences captured for a user all together. The value of the 
local maximum in position 10*#walks of this ordered list is taken as the threshold for 
step segmentation for the user at hand. Maxima higher than such threshold are taken 
as the starting points of new steps. In this way, we obtain on average 10 steps per 
walk for each user, unless some error happens. Moreover, we discard outliers. After 
dividing the walk into steps, we use DTW to compute pairwise differences and dis-
card steps showing a distance from the others higher than the average distance plus 
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the variance. In our case, we have an average of 20 steps per registered user. For each 
user, the threshold identified for step segmentation is stored together with the whole 
walk as well as the identified steps, with and without the outliers. At present, we as-
sume closed set identification (the user is in the database) but setting a threshold is 
sufficient to pass to open set identification (the user might be unknown). 

Walk. In Walk method, it is assumed that the probe contains the same number of 
steps as the gallery templates. The probe walk is matched against all stored walks (at 
present, two for each enrolled user). The system returns the labels of the candidates 
ordered by decreasing distance of each walk from the probe (the two walks for the 
same user are not necessarily close in the returned list). We use the following weights 
to combine results from the axes: x-axis=0, y-axis=0.8, z-axis=0.2.  

Notwithstanding the simple approach, Walk modality achieves very interesting 
identification results. Notice that Recognition Rate (RR) is above 0.95 in the best test. 
However, the limitations given by the strictly controlled acquisition, especially the 
fixed number of steps, make this method not much appealing for real-world settings. 

Best Step and Best Step VS All. These methods are a first attempt to overcome the 
limitations of Walk. They use step segmentation and outlier elimination, also for the 
probe. A further information is stored during the enrolling phase: the centroid of steps 
for each enrolled user is computed using DTW-based distances, and is saved in the 
gallery. It should represent the average user’s step. During testing by Best Step, this 
centroid step of each user in the gallery is matched against the centroid step of the 
probe. For each matching operation, the probe is segmented into steps using the seg-
mentation threshold stored in the gallery for the user to match. This algorithm 
achieves much lower performances with respect to Walk, with a RR of only 38.5%. It 
is reasonable to assume that this is due to the reduced size of the matched signal (a 
single step) which is the only information used to determine the final distance. We 
also tried to match the centroid step of each enrolled user to all steps of the probe, to 
take the minimum distance as result (Best Step VS All). However, this achieved the 
worst result of all algorithms we tried (a very poor RR of 23.1% in the best test).  

AllSteps VS All. In AllSteps VS All method (AllSteps for short), we perform seg-
mentation as described above and discard outliers, also for the probe. The identifica-
tion phase is more articulated in this modality. For each gallery user, we divide the 
probe walk according to the user-specific threshold. For each step so obtained, we 
compute the minimum distance from the steps of that user. The final distance will be 
the average of all probe step minimum distances. The linear combination of results 
from the three axes is performed using the following weights: x-axis=0.1, y-axis=0.7, 
z-axis=0.2 (yet with very little performance decrease with the same Walk weights).  

The reverse of the medal for all methods allowing much more freedom in the probe 
walk, i.e., that avoid setting in advance any number of steps in testing operations, is a 
decrease in performance, which is lower for this one, i.e., a RR of above 0.88 is 
achieved in the best test that corresponds in any case to a very promising result. 

Steps Sliding Window. This method tries to recover some of the accuracy achieved 
by Walk. It uses segmentation just to compute the number of steps in the signal to 
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match, and of course does not discard outliers, since matching is performed on se-
quential portions of the signals. We consider a window of x steps, where x is the min-
imum between the total number of steps of the probe and the total number of steps for 
the enrolled user being matched. The method applies DTW by sliding the shortest 
window over the longest one, and returning the minimum distance found. The weights 
assigned to axes are: x-axis= 0, y-axis=0.6, z-axis=0.4. This is the computationally 
most expensive among the tested algorithms and achieves a RR of 84.6% in the best 
test. In fact, it is slightly worse than AllSteps and also more onerous. 

Figure 1 summarizes the achieved results in terms of Cumulative Match Curves 
(CMCs) in the best test. Since Walk returns ordered walks, while the others return 
ordered identities, the plot for Walk spans more ranks. We also performed  a kind of 
3-fold validation, with each gallery template playing in turn the role of probe. To 
stress the Walk experimental setting, we did not repeat it three times with a balanced 
number of templates between the identity corresponding to the probe and those of the 
others: in each experiment we picked one template per user as probe (so that only two 
were left in the gallery) and matched it against all three templates of the other users. 
Results were only slightly worse, with similar relative performance of methods. 

We tested the system for verification too using an all-against-all procedure. We as-
signed to each probe the identity of all enrolled users in turn (claim). Impostors were 
obviously much more than genuine users (|probe|*|gallery-1| impostors and |probe| 
genuines). The results confirm the relative performance for the different methods. We 
achieved the following ERR values: 7.69% for Walk, 30.46% for Best Step, 30.92% 
for Best Step VS All, 10.46% for AllSteps, and 15.38% for StepSlidingWindow. This 
confirms that the use of the centroid step is the worst strategy for verification too. 
Walk confirms to be the best method while the two methods with less restriction, i.e., 
AllSteps and StepSlidingWindow, achieve an acceptable result. 

3.3 Discussion and Conclusions 

This work presented a preliminary investigation on biometric identification by gait 
recognition via smartphone accelerometer. We tested different methods, starting from 
Walk that requires a fixed number of steps, but achieved the best results (RR above 
0.95, EER 7.69%). The best compromise between low constraints and good accuracy 
is AllSteps (RR above 0.88, EER 10.46%). Identification results are confirmed in a 
kind of 3-fold validation. Methods achieving better results for verification used a 
more complex equipment and/or more expensive computational methods. 

The only method in related work achieving better results in identification modality 
(RR 95.5% with no limitation on walk length) uses 5 accelerometers, therefore it is 
not suited for use with personal mobile devices. Moreover, the reported results using 
only the accelerometer located on pelvis, which is the same setting as our, only reach 
an RR of 73.4%, yet with a larger gallery. We will test further modalities and future 
work will address a number of issues. We will study how to make the method intero-
perable, by devising a kind of signal normalization procedure allowing to match sig-
nals from different accelerometers. We will also extend the database in less controlled 
or adverse conditions, i.e., by shoes with heels, and at different walking pace. 
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