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Abstract

Like other spectroscopic methods XPS and AES shawsacteristic chemical shifts
depending on the elemental matrix of a compoundgeher, a satisfactory rationalization of
the variance of such values is often difficult. &y extension of a previous approach we
present a theory in a unifying equation which camebiseveral parameters - some of them
resulting from DFT calculations - which influendetenergy of the outgoing electrons and
thereby seemingly the binding energy. By calcuaBader charges, atomic volumes and site
potentials we have produced a data basis for af $#talcogenides and halides of Ba, Zn, Pb
and Cu to rationalize the spread of measured bijneinergies and Auger energies. It has
thereby become possible to quantify different fexseparately which bias the measurement
of the kinetic energies of the outgoing core etatdt both the photo-emitted and the Auger
electrons. Such an analysis can also trace sgeataires of an open-shell configuration and
even show up effects of a semiconductor-type.

1 Introduction

X-ray fluorescence (XFS) and X-ray photoelectroectpscopy (XPS) together with Auger
electron spectroscopy (AES) are well known anadyticethods to explore the elemental
composition of materials. Well tabulated charasteriX-ray or electron energies emitted by
the material under inspection allow identifying tregious atomic species more or less
unambiguously, and the intensity of such emissioag well be used for quantification of the
elements after calibration of the respective methtmvever, when looking up the energies in
an atlas of XPS data we do not find discrete datadnges of values depending on the
oxidation state of the elements and of the typeoafipounds, i.e. the elemental association
and the bonding type.

An exact analysis of the kinetic energy of emitéettrons (B by comparison with the
excitation energy of the X-rays\hh where k + E, = hv, should give detailed information
about the binding energy {En various energy levels in the electron shelofatom, thereby
characterizing unambiguously every element. Thdibmenergy of the electrons in different



states (core-levels), i.e. the internal energyll&een which the electron is finally transferred
to the “exterior”, is to be measured with respectame well-defined reference level. As for
free atoms and molecules the natural reference ietlee vacuum level of the spectrometer,
and for metals the most easily accessible referlavet is the Fermi level, i.e. the binding
energy is measured with respect to the bindingggnefra Fermi-level electron with the
metallic sample and the spectrometer being un@etredal equilibrium. As for insulating
samples the problem of the reference level is camagd by charging of the sample under X-
ray irradiation and by the difficulty to localizleda Fermi level within the energy band gap of
the sample. There are methods that can be agplieape with these difficulties and to get
reliable binding energy data also for insulatingples referenced to the Fermi level of the
spectrometer, and this reference can be scaledsagaiown binding energies to fix the zero
point and the linearity of the energy scale. (Forendetails the interested reader may consult
Ref.1a, chapter 2.6, pp. 303-326 or Ref. 1b, cldytdn a first step we may then assume that
the binding energy of a core-electron will be giwgnthe equation "= hv — B, where It

is the photon energy and'Eis the kinetic energy of the photoelectron measwrigd respect

to the spectrometer Fermi level. However, therenaraerous effects which can influence the
energy of the outgoing electron, and in applying #guation we thereby seemingly
experience changes of the energy level of the odispecore electron by them.

It is well known that such core-level “shifts” afl @atom result from so-called initial- and
final-state effects [1a]. The relative contributiointhe two effects is subtle and only partly
experimentally accessible. According to Koopmaheotem we expect that the XPS spectra
observed represent the electronic states of elecirothe atom before the photoemission
process (initial state). The initial state effd&H) is first a static shift in the orbital energjie

in the ground state of the atom before core ioromadue to a specific bonding situation of the
atom, i.e. it has a direct relationship with théuna of the chemical bonds in which the atom
is involved. But then the given electronic situataround the nucleus also affects the process
of leaving of the electron induced by the impingradiation. The number of electrons present
and their kind of distribution in space will inflnee the shielding of the attractive force of the
nucleus and thereby favour the ionization moreess.| A change in the environment may
modify the ground state valence charge of an atodrtlzerefore the ability of the valence
electrons to screen the final state hole.

As a final state effect (FSE) we may first consither “response” of the electronic system of
the atom to the creation of a core hole by relaxgtirocesses. This will transfer additional
energy to the outgoing electron and seemingly redine binding energy. Further analysis is
complicated by final state effects related to tegrde to which the extra-atomic environment
can polarize in response to the ionization of leenaconcerned. During the photo-ionization
process such changes in the electronic environthento the creation of the core-level
vacancy also play a large role in influencing theasured binding energy. We imagine that
such a polarization is essentially a movement @ftebn charge towards the core-ionized
atom in the final state, and this again influenbesionization process.

Photoemission processes occur at time scalesisutfic slow to influence exiting electrons
via attraction of the core-ionized atoadiabatic limit), but there are also fast processes
where the electron is emitted before the core-mhiatom relaxes(dden limit). So, on the
whole, for a correct interpretation of the measwaldes the perturbation of the electronic
environment during the photoemission must be adealior.

This paper will therefore begin with a more detitescription of initial- and final-state
effects and of the diverse factors of influencectSutroductions into the topic have been
given in literature before [1-5]. To keep a longrgta little shorter we will therefore explain



some items in more detail in appendices to prorantierstanding. In this paper we venture to
include new results from DFT calculations givinguaes, electron densities and site
potentials in such detailed interpretations. Weehtmpshow how electron densities or charges
of the atoms and potentials created by the suriageglay an important role as initial state
effects, and we will also discuss how they contelio specific final state effects. We venture
to describe how properties of the ligands will ugihce the final state in a forthcoming paper.

2 Theory
2.1 Initial and final state contributions

The core-level binding energies are a most impoftagerprint of the atoms in different
environments. For an extensive discussion we tef&ef. 1b (section 2). We present this
survey on effects influencing XPS measurementsich ®inding energies by comparing the
situation of an isolated atom in the gas phase thigh of an atom embedded in chemical
interactions in a solid. Fig.1 gives a schematespntation of initial- and final-state effects
for both cases in such a way as to show how theggievel of a core electron seemingly
“moves” with respect to a chosen reference leveljipylying various corrections to eliminate
different effects. (The height of the steps ingbhbeme is only qualitative in order to show the
respective trenfiWhen “eliminating biases” produced by nucleus Iglimg, different electron
densities, charges, site potentials etc. we shendidup with the same energy of a specific
core level in relation to our reference for botkaps, free atom and atom in the solid. As
said before, the reference level for the gaseoesiep is the vacuum level and that for the
solid is the Fermi level of the spectrometer, dnd difference has also to be accounted for in
the end.
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Fig.1 A pictorial description of theontributions of initial and final state effects




Starting on the left side we describe the situafiwrihe single atom. Given a certain
excitation energy () the measured kinetic energy of the leaving ebectian be converted to

a binding energy )’ -*® = hv - E¢g)""**®. However, this value is “wrong” by the amount to
which the other electrons around this nucleus Isanvelded its attracting charge and thereby
increased the kinetic energy of the photoelectrahsseemingly decreased the binding energy.
Therefore, we must add a first correction term (@adQ° for reasons described below)
moving the energy level downwards and further afsay our reference point. A second
effect has also to be considered. The electrorsteay will subsequently relax when the core
hole is produced, and the total energy changeeoélbctronic system is added to the outgoing
electron biasing our initial measurement in the esaimection. So again we must add another
term (named RQ°, see below) to move the energy level downwardsgarela higher

binding energy. We have then arrived at the “treieérgy of the core level Egﬁf‘orand could
define a” true” theoretical binding energy by itstdnce from our reference and consequently

also a theoretical kinetic energy of the exitingtaim B """

On the right side we start with the experimentautefor the atom in a solid. We now
measure in relation to the Fermi level, and - & alaove - for the comparison with the single
atom we have to relate this zero-level to the vatiavel used before by the so-called work
function of the solid®). Going to the left we see several steps downwairdgich shielding
effects by a different number of electrons compaoetthe single atom (kQ) and consequently
also a different relaxation energy;{R) are again part of the story. We now have to iciems
relaxation effects induced by the polarizationhef surrounding atoms (name&Rvhich

again accelerate the outgoing electron and - latsieast - the Madelung potential induced at
the site of the atom by the whole collective ofmasan the crystal as a “helping hand” for the
emission in the case of a cationic species (oowddwn effect for anionic ones). (The graph
in Fig. 1 gives the situation for a cationic speaith a negative value foryW) The energy
level (E(c)™®) which we now arrive at by all these “correctioisthe same as in the case of
the free atom. We could calculate the experimewitading energy of an atom in the solid
starting from the measured value for the free ddgmmoving in just these steps from left to
right by first adding the different terms mentiorat then subtracting other terms again to
go up all the steps reversely which bias the kinetiergy of the outgoing electron. The signs
in this graph at the diverse steps refer to justkind of process.

The differenced between the experimentally derived core level gieerE(c)™® and E(cf™?
represents the “chemical shift” of the atom embeéddehe solid as compared to the free
atom, and this is the information we are interestesthen doing XPS.

To give it a concise mathematical description tbeagal expression of the binding energy
referenced to the Fermi level for the creation obee hole left behind photoemission of the
electron orbital cin a solid may be expressed as

En(c) ™ (atom/solid) = (c)"" (free atom) + RQ® — kQ + Wy - Psoiia — R(G) (1a)

where E(c) " (free atom) is the binding energy of the free ateferenced to the vacuum

level [5]. J and Q are the valence charges (in units of numbelectrons) of the free atom

in the gas phase and of the atom in the solid saomder study, 9Q° (free atom) and kQ
(atom/solid) represent the contribution of theewale electrons to the core-ionization energy
with the factors %and k that depend on the inverse of the valenek sttlius of the free atom
and the atom in the solid, respectively, and winngy be seen as shielding constants between
the nucleus and the leaving electron by the valetextrons. A more detailed explanation for
the terms “RQ° — kQ” is given in a separate Appendix A in the Slement.



There is an important connection between the pasas® and k. A reduction of electron
numbers due to electron transfer on bondintp(@) also leads to a contraction of the electron
cloud in the cationic species. Since k =1/r, thisams that k< k. So, the two effects are in a
way counteracting. This will be discussed in mog&ad in paragraph 5.2.

Vw is the Madelung site energy (based on the chaggegen by a different number of
valence electrons as compared with the free atdh QQx Qa), and®sq is the work
function of the solid sample that must be adddubiee, to a good approximation, the binding
energy referenced to the Fermi level of the sadithgle which we assume to be in electrical
equilibrium with the spectrometer. This term wid dealt with in an own section below
(paragraph 5.4 and Appendix C in the SupplemenitYha&se quantities described so far are
related to the so-called initial state effects (LISE

Since we focus on charges calculated by DFE{@nd Madelung potentials based on just
such charges, we may present Eg. (1a) also irfexetit form:

Ep(c) ™ (atom/solid) = i(c)"" (free atom) + Gk°—k) + kQuac + Vi — Psoiid — R(G) (1b)
where the term \ is negative for a cation or positive for an anion.

The last term in these equations represents thratbn energy which is to be respected
when trying to calculategof the atom in the solid from the binding enerd§yh@ core level

G in the free atom. In general relaxation energ@gan an atomic and an extra-atomic part,
so : R(§ = Ri(c) + R4c), and these contributions to the photoelectrorgse are described
as final state effects (FSE).

Our equation describes the “movement” from the &&en to the one in the solid, as
indicated in Fig.1, so the terms describing thexalions should describe the “changes of
relaxation during that movement”. The total relétcontributions can be formulated as:

Rr(c) = R¥(c;, free atom) + R = R(c;, free atom) + [RQ) — R(Q")] + R*{(c;, atom/solid).
(1b")

The first part was “generated” by the relaxatiorQBfalence electrons and all the other core
electrons. However, this first part must be omitiedause we have already registered it as
internal part of the measureg(€)""-. So this leaves us with R{dor the atom in the solid.
We prefer to express such terms as product ofuh#er of “acting” electrons times a
relaxation per electron;R These terms can be calculated when considerangttnge of the
number of “acting” electrons when going from theefratom to the one in the solid:

R(c) = [R(Q) — R(Q"] + R¥{extra-atomic) = - B+(Q%-Q) + RYextra-atomic) =
= - R%Qcac + RPextra-atomic), Do

i.e. some of the atomic relaxation energy is fosthe cationic species because the valence
electrons are Q and nof @s for the free atom. The full expression of eipmatla) will then
be

Ex(c)™(atom/solid) =
Eb(Ci)VL(free atom) + R(QO_ kQ + [VM - qJsolid]"' R1a°QcaIc' Rea(extra—atomiC) (10)

or
Ex(c)™(atom/solid) =



Eb(Ci)VL(free atom) + @(ko_ k) +kQ:a|c + [VM - (Dsolid] + I:Qla'Qcalc - Rea(eXtra'atomiC) (1d)

A similar discussion as the one given in Appendi(s@e Supplement) for the meaning of
k°QP - kQ leads us to understand the difference of mtoetaxation energiesRlepending on
which core level is ionized. It is known that tletarxation energy is small for orbitals whose
principal quantum number n is smaller than thaheforbital from which photoemission
takes place. The relaxation energy is not verydaither for orbitals where the principal
guantum number n equals that of the orbital fronictvithe electron is emitted. This too is a
consequence of the Gauss-theorem applied to thiestiueture of the atom. When a charge
outside a concentric sphere containing electroobasged this will not influence the field
inside the sphere. An exact evaluation of thederdifices is extremely difficult. We therefore
adhere to the simple definition of a mean relaxaétiect per electron.

The Egs.(1a and 1b) are a generalization and @am&ixh of previous equations suggested by
Broughton and Bagus [2a] and Fadley et al. [6prhter to appreciate their approach we
present it in a short form in Appendix A (in thegplement).

In Appendix B (Supplement) we present the applicatf Eq.(1b) to specific cases that may
be of interest: a free atom, a free ion and an atotime metallic state.

In the next sections we will demonstrate how singpld effective the use of our Eq.(1c) can
be. However, we have first to show how to calculatefinal state effects, R{cby using the
Auger parameter concept introduced by C.D. Wagmé&®i72 [7]. It makes use of the
experience that the kinetic energies of Auger ebest show even larger chemical shifts than
the () core electron binding energies. The analyticéityibf the X-ray exited Auger
transitions was first pointed out by Wagner [7]st@and Epler [8] and Shirley [9a].

2.2 Auger parameter

As mentioned before, the energies measured in B eéperiment should be defined with
respect to a known reference, i.e. vacuum or Flawel, as shown in Fig.1. In the case of
insulating and semiconductor-type solids a sigaiftmnet positive charge accumulates on the
surface and these “charging phenomena” make meuasuts difficult [1]. The C 1s binding
energy (284.8 eV) from condensing background hyahtmans onto a charged surface has
been used for the Fermi level referencing of insuggand semiconducting samples. To cope
with the charging phenomena C.D. Wagner defineateafied Auger parameter[3, 7]

which he defined as the difference between thetkim@ergies of the photoelectron and the
accompanying Auger electron. It is based on thetfet there is a fixed difference between
two line energies (Auger and photoelectron) ofdhme element in the same sample, and that
charge corrections to the individual peak measunesrend work function corrections are
unnecessary because they cancel during the catcul&urthermore, vacuum level data can
directly be compared to Fermi level data. Latefdumd it more useful to calculate a so-called
modified Auger parameter merging the binding energy of a core level with kinetic

energy of an associated Auger electron as givahdygeneral equation

o' = B (Cr) + BTH(Cices) = BN (cr) + ExH(C165C3) 2)

where grepresents an electron core orbital of a given dfome atom, atom/metal,
atom/solid), andtand g are two core electrons of the same atom. (As ®cHses where
and g may be a core electron and a valence electromy@walence electrons, see comments
in Ref. 3.) This relation of energies related iftedent reference levels may at first seem



surprising. It must be kept in mind that accordinghe definition of kinetic energies and
binding energies the work function cancels out wloeming these sums. So, the kinetic
energy of the Auger (C.Cs) electron and the binding energy of a core electifathe atom
under study, recorded in the same spectrum, aredaddether to obtain a quantity that does
not depend on the reference level (the vacuum or the Fermi level) and, in the case of
insulating or semiconductor-type solid®st on any charging phenomena either.

A schematic presentation of the processes involvadiimotoemission of asccore-electron
and in the Auger (c,C3) process is shown in Fig.2.
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| I e
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Fig.2 Schematic presentation of kinetic and binding giesrinvolved in the photoemission of
a (g) core-electron and in the Augerggcs) process

The kinetic energy of Auger electrons itself giagklitional information on the chemical state
of an atom. Wagner [7], Castle and Epler [8], ahdI&y [9a] were the first authors who
pointed out the analytical utility of the X-ray ebed Auger transitions in XPS, having
observed for several elements in different chenstates larger chemical shifts for the
(cicoc3) Auger electron kinetic energy with respect to¢hemical shift of the (¢ core

electron binding energy. The combination gf'fc;) and E™-(c;c,c3) is therefore even more
valuable.

For present purposes we shall apply Eq.(2) to BaZR and Cu compounds in which the
outer orbitals gand ¢ are the same (see Supplement).

The kinetic energy of the Auger transition may béten as
B (C1C2Cs) = By (C1) - By (C2) - By (Ca) — U(Gac) (3a)

where U(gcs) represents the effective repulsion energy betvieers and g holes in the



final-state of the Auger process (see Fig.2). Ghigntity may be written to a good
approximation as [3, 5]
U(CzC3) = Rr(C2) + Rr(Cs) — Rr(CaCs) + F(CaC) (3b)

The term F(c,c3) represents the LSJ-dependent bare repulsionyebetgieen thesand g
electrons (holes), depending only on the atom a@mn its chemical state.

For the free atom the kinetic energy of the Augangition and the effective repulsion energy
between thecand g holes in the final state may be written as

EkVL (C1C2C3)free atom= EbVL (C1)free atom- EbVL (Co)free atom= EbVL (C3)free atom— U(GCa)free atom  (3C)

and

U(C2C3)tree atom= RE(Co, free atom) + R, free atom) — Rcocs, free atom) + cocs)  (3d)

The Auger parameters for the atom in the solid ustleldy, and for the free atom, according
to EQ.(2) can be written as

a'(atom/solid) = B H(c1CxC3) + By (Cy) = [Ep (Cy) - By (C)] +[ Ep (cy) - By (Cs)] — U(GoCs)

(4a)
and
a (\];[ee atom) = |<:—VLV(IE31C2C3)free atomt EbVL(Cl)free atom= [EbVL(Cl)free atom~ EbVL(CZ)free atond +
[Eb (Cl)free atom™ Eb (Cs)free aton] - U(CZCB)free atom

(4b)

The difference between the binding energies ofdeep core levels of the atom in two
different chemical states is, to a good approxiamtan atomic constant, i.e. the two levels
have the same chemical shift that is independent the chemical staf8]. Therefore

assuming [E-FL(Cl) - EbFL(CZ)] % [EbVL(Cl)free atom~ EbVL(CZ)free atorg, and [EbFL(Cl) - EbFL(C3)] =
[EbVL(Cl)free atom~ EbVL(Cs)free aton] we can write

a'(atom/solid) -a'(free atom) = — U(gs) + U(CC3)free atom (5a)
Considering the Egs. (3b and 3d) we may write thgek parameter shift as

a'(atom/solid) -o'(free atom) = - R(c,) - Rr(cs) + Ry(cacs) + R(cy, free atom) + Rcs, free
atom) — R(c.cs, free atom) (5b)

that according to the equatior(B) = R¥(c;, free atom) + R({F becomes
a'(atom/solid) o'(free atom) = - R{) - R(®) + Ry(caC3) — R(c.c3, free atom) (5¢)

Considering R = [R(Q) — R(Q%] + R*¥extra-atomic) = - +(Q°-Q) + RYextra-atomic)
we see that RE = R(@) = R(c) = - R%(Q%Q) + R extra-atomic).

It is also evident that within the approximationscdssed above the total relaxation energies
are related to each other by the following relation

Rr(cy) = Rr(c) + As(cico)
Rr(cy) = Rr(cs) + As(C1Ca)
RT(Cz) = RT(C3) + A]_(C2C3) (56)



where A(ciCy), Ai(ciCs) and A(coc3) are atomic constants independent of the chersiate.

The relaxation energies are dominated by clas§ioalomb interaction so that we can assume
that

Rr(caC3) = 4 Rr(C2) + Ax(CoC3) (5)

R%(cocs, free atom) = 4 Rc,, free atom) + A(C,C3) (59)
where A(c,C3) is an atomic constant independent of the chersiedt.
The Auger parameter shift becomes

a'(atom/solid) -a'(free atom) = 2 R(¢ (6)

Finally, Eq.(6) shows that differences in the rak@gon (or polarization) energy, which is a
valuable piece of chemical information, can be mleté experimentally by using the Auger
parameter shift between the two chemical states.

2.3 Wagner plot

The kinetic energy of the {&.cs ; >*'L;) Auger electron, the binding energy of the (ore
electron, and the Auger parameter, (c,Cs ; 2>, can be displayed in a diagram called the
Wagner plot (WP), which is of considerable anabitidtility. Such a kind of plot was first
proposed by Wagner in 1979 [7], and such plotsdespread since [3-5]. Note that in this
plot the abscissa,,E(cy), is oriented in the negative direction. (Undex #pproximations

used to derive Eq.(6), it is evident that the Auggrameter for the atom under study could be
calculated by adding the kinetic energy of the nmtginse and sharpi(zcs) Auger transition

to the binding energy of a chosercore level, B - (c1), depending on what is the most
suitable core level accessible with the availableysource.)

In case the relation [E-(cy) - B (c)] = const is not valid, as in case of P and Saiairig
compounds - where the 2p core levels of S and Bpatally modified by alteration of the
atomic environment and can only be considexrd-like and not true core-type as the 1s
electrons - a different approach is necessaryntothe Auger parameter shift with the
relaxation energy, as discussed in Ref. 3 and bhrtéacher et al.[10].

The natural reference chemical state is, of cotlngefree atom state. To put the free atom
data in the Wagner plot for the atom in solid commpits we move the free atom binding
energy of the core electron and the kinetic enefgiie Auger electron from the vacuum
level to the Fermi level of the bulk metal accogitn Eq.(1a), considering k 2kQ = G,
Vu=0,andR=0:

En(c) (free atom) = Ecy)"-(free atom) Ppetal (7a)
EM(c1Co65) (free atom) = B (cic03) (free atom) D nmetal (7b)

The following equations describe the rationale bdhhe Wagner plot and show how it can
be used to estimate initial- and final-state effect

By using Egs. (1b) and (6) [3-5] it is possibledEmonstrate that
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B (C1CaCs) = I' — 3B,75(ca) 8

where the quantity I’, called thaitial state parameter, is given by the equation
I'(atom/solid) =a'(free atom)+ 2[E,""(free atom) + Ek°—k) + kQ.aic + Vi — Psoic] (9a)

The initial state effect is due to the static ditwaof the system, i.e. the energy levels of the
electron states in question before the excitatioegss which are influenced by internal
mutual interaction of core and valence electrontherone hand and by external effects such
as charge formation and external potentials by etedrbonding on the other hand.

Eq.(8) shows that a set of compounds, with sinmlgial-state effects at the core-ionized site,
may be described in a Wagner plot by a straiglet\With a slope of -3 though, on account of
the aforementioned inversion of the abscissapitddike a line having a slope of +3.

The intercept of the straight line of Eq.(8) wiltetordinate, calculated for a given chemical
state as I'= E-(c1cC3) + 36, 5(co), is given by the sum of two quantities separaietof
Eq.(9a): &'(free atom)+ 2 [B,"" (free atom) + RQ°]}, which depends only on properties of
the free atom, and 2 [— kOQ KQcaic + Vm — Psoiig |, Which depends only on the initial-state
properties of the core-ionized atom in the solidemstudy.

An experimental confirmation of the relation R ~ 4 R (and of R = R = R(g) = R(@))
can be found in the Wagner plots of several elemérawn using the NIST database [11]. A
common finding is that a class of compounds withilgir initial-state contributions present
Auger kinetic-energy shifts three times largerizesand of opposite sign, compared to the
binding energy shifts (see the WP for Ba, Pb, Zth@ao compounds shown in Fig.4).

The initial-state parameter of the free atoeferenced to the Fermi level, is obtained from
Eq.(9a) considering that Q 2Q° = k, Viy = 0, and®sgig = Prmetal

I'(free atom) =o'(free atom)+ 2 B,"(free atom) — et (9b)

The initial-state parameter shift of the atom ia folid compound with respect to the initial-
state parameter of the free atom is

Al = 2 [(K°Q° + Preta) + kQaic— K @ + Viy — Psoia | (10)

It is important to note that in a Wagner plot acfeatompounds with the same relaxation
energy (constant Auger-parameter values, see Equil)be shown, according to Eq.(2), on
a common line with a slope of -1, (again, appayentth a slope of +1).

According to Egs.(1b) and (6) the Auger-parametdt §.e. the final-state shift) with respect
to the free atom is

Ad' =2 R = -2 QueR? + 2 R{extra-atomic) 11§

The two quantities on the right side may be catedlaising quantum-chemical and
electrostatic models, and the results are fourgbod agreement with Auger parameter shifts
[12, 13].

(In previous work [12] an application of an elestiaiic model for estimating Auger
parameter shifts in an analysis of the local emritent was presented. It could be shown that
the calculated shifte\g') are a function of the number, local geometry eledtronic
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polarizability of nearest-neighbour atoms of theseimnized one. This model describes the
final-state polarization process at the core-iothiae®m by a classical electrostatic calculation
involving the total electric field “felt” by thediands, i.e., the one generated by the central
positive charge plus the one due to the inducedlelipn the ligands in the first coordination
shell. We will not go into further details here.)

3 Preview

We give a first resumé. As noticed above it willdiicult to extract values for several of the
different terms in all these equations from XPS sneaments. The definition of the Auger
parameter and especially the use of Wagner pltm ais to separate initial and final state
effects and to extract at least possible rangesigdition of binding energies and Auger
energies influenced by them.

Quantum chemical calculations give a possibilitgstimate energy levels and their
differences, and a comparison with measured bindimgggies may be helpful, at least on a
relative scale. The work presented here focussdiseoapplication of results of DFT
calculations to quantify several of the terms in(EEa) more accurately, and this pertains
especially to the electron densities or charg@sa(@ Q) and the dimensions of electron
clouds (as addressed in tHegd k values). There is a strong debate wheth@r DF
calculations are appropriate to calculate XPS spg2b]. We must emphasize that our
approach is not to be compared with other resei¢sribed in literature where DFT methods
were used to define energies of electron core $evidley have been used successfully to
study core-level spectroscopies and, especiallgetermine the main XPS peaks of organic
molecules. However, DFT is inherently a one elettonfiguration theory, and more
complicated multiplets and multi-configurations am easy to handle with such methods.
We repeat that this is not the scope of our ingasitns. We only use DFT to estimate some
of the parameters needed for the solution of ouaggn.

Furthermore, we present values for Madelung siter@ls resulting from the specific
structures of compounds and the charges calculateda Bader analysis of the electron
densities. Thorough studies on the effect of Mauglenergies on binding energies have been
published before [14, 15], however, the authorsehased formal oxidation states as charges
for their calculations, and, consequently, theylalgpmany inconsistencies of their approach.
It will be shown here that charges resulting fréva Bader analysis of the electron
distributions give far better consistencies witl H#ariations of binding energies by Madelung
effects. The subtle interaction of the differemtrie contributing to initial state effects can
well be demonstrated by dint of such parametersa #et of compounds for such a
demonstration we have chosen the mono-chalcogeaidethe di-halides of the main group
element Ba and of Zn as representatives of closell onfigurations and of Pb because of
its special electron configurations ad aement. Additionally, we have included compounds
of the monovalent transition element Cu and then abmpounds of divalent Cu as open
shell representatives to show how specific electanfigurations modify the general picture.

4 Experimental

All calculations within the Density Functional Thigdormalism were performed using the
VASP 5.2 package [16, 1#gether with the projector-augmented-wave (PAW)hoe of
Blochl [18]and the GGA functional as proposed by Perdew, BarkeEnzerhof (PBE) [19].
In some cases we have also repeated the calcatsamg GW functionals as supplied with
the VASP package to estimate the possible varigtion
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A cutoff of 550 eV for the expansion of the planawss basis set was defined, and the
integration in the Brillouin zone was done ovdr-aentred mesh of equally spaced k-points
within the irreducible part of the Brillouin zonsing the Tetrahedron method with Blochl
corrections [20]. Convergence of the total energthe calculated structures with the number
of k-points has been checked. Atoms were alloweaeltx to a residual force < 0.01 eV/A.
The subsequent Bader analysis was performed oevéopsly calculated charge density grid
using the Bader Charge Analysis Code [21, 22].

The same code also gives the volumes of the elebtsins, a value which we have used to
define a radius of the respective electron clouldghvis needed for the k values in Eqg.(1a) by
approximating the volumes by a spherical form. $tn of the radii thereby calculated will
eventually exceed typical atomic distances requftiom the fact that electron density is not
spherically distributed and may in part bulge algghe interatomic connection vector. We
feel that such k values nevertheless give a gotha=.

The onsite-potentials were calculated using thel@&Bartaut method as implemented in the
programme COUPOQOT [23]. The transition parameteindej the split between calculations in
direct or reciprocal space was optimized so aate lan equal number of terms in both parts.
Variations on further changing this procedure dtinesult in changes > 0.001 eV.

When discussing the relation between theanid the kQ terms in Eq.(1a) in the following
paragraphs we show how the topology of the diffestmuctures influences this relation, and
we introduce a so-called “geometric factor” GF euéerizing the different crystal structures
of our compounds generally given by GF /¥, q being the formal charge of the ion. We
instead use the chargeQ= (Q*-Q) as calculated by DFT (see Eq.(1d) to calciateand
then also to define this factor as GF #/Q.a The relation of GF to the usual terms used in
the discussion of Madelung energies may be givdalkasvs.

The total Madelung factor (MF) of a structure is sum of Partial Madelung factors (PMF)
describing the contribution of the individual ioms different crystallographic sites, MF =
YPMF. A “reduced” Partial Madelung factor is defir@slPMF= PMF/ Q., and
correspondingly a “reduced total Madelung factsrgjiven by MF* =X PMF*. It is common
practice to relate these values to the shortestatdmic distance R. The relation between the
local Madelung energy and PMF is given by

PMF = -(R/2) * Qac*Vm Or (PMF/R) * (2/ Qud = -Vum = GF* Qe
(12a)

Since PMF/ Q& is PMF*, we can write
(2/R) » PMF* = - GF. (12b)

So, this geometric factor GF is a kind of shortdhaotation of the topology of a structure
scaled to the shortest interatomic distance anidcharges.

The binding energies and the Auger energies ustddsipaper have been chosen from
literature and from the NIST data base [11] as dwmnted in the tables reported in the
Supplement. Table 1 presents all calculated dad unsthe following discussions.

Table 1 List of compounds and related data (Note thabénfiith column we report the
product kQ with Q = &— Q.ac)
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Madelung | Geometric Auge_r A’ WF

c Cation | Cation k= energy factor GF Binding A_uge_r fna:er * (eV)
om-d charge |volume (14\./1)1/r kQ term at the energy kinetic )

poun Qalc (A% ((:in A) | (ev) cationic (eV) E, (eV) ?:\f)rgy a (eV)

site (eV) (eV)
Zng 10.12 1028.9 974.4 2003.3 0
Zng 9.73 1021.7 992.1 2013.8 | 10.5| 4.45
Zn0O-w 1.2 10.31 10.67| 8.53 -14.35 -11.96 | 1022.1 987.7 2009.8 6.5 5.79
ZnO-s 1.16| 10.62| 10.56| 8.87 -13.65 -11.77| 1022.1| 987.7| 2009.8| 65| 579
ZnS-w 0.81 13.24 9.81| 11.67 -8.18 -10.23 | 1021.6 989.7 2011.3 8| 5.26
ZnS-s 0.80 13.45 9.76 | 11.71 -8.06 -9.95| 1021.8 989.7 2011.3 8| 5.26
ZnSe-w 0.67 14.97 9.42 | 12.53 -6.5 -9.7| 1022.0 989.5 2011.5 8.2| 5.12
ZnSe-s 0.65 15.11 9.39| 12.68 -6.34 -9.75| 1022.0 989.5 2011.5 8.2 5.12
ZnTe 0.43 17.3 8.98| 14.1 -3.85 -8.95| 1021.6 991.3 2012.9 9.6| 494
ZnF,-r 1.46 8.15 11.53| 6.23 -15.78 -10.81| 1021.8 986.2 2008 47| 7.84
ZnFy-a 1.43 7.98 11.62 | 6.62 -15.25 -10.66 | 1021.8 | 986.2 2008 4.7 | 7.84
ZnCl, 1.03 12.66 9.96| 9.66 -7.71 -7.49 | 1023.7 986.2 2009.9 6.6| 6.74
ZnBr, 0.86 14.01 9.63 | 10.98 -6.44 -7.49| 1023.4 987.3 2010.7 7.4 6.35
Znl, 0.64 16.01 9.21 | 12.53 -4.53 -7.08 | 1022.5 988.7 2011.2 79| 5.88
Bag 5.83 788.7 576.8 1365.5 0
Ba 5.84 780.6 601.0 1381.6| 16.1| 2.68
BaO 1.48 25.13 7.93 4.1 -13.36 -9.03 779.4 597.8 1377.2| 11.7| 4.49
BaS 1.42 28.91 7.56| 4.38 -11.19 -7.88 779.3 599.2 1378.5| 13.0| 4.08
BaSe 1.36 30.14 7.46| 4.77 -10.38 -7.63| - - - 3.97
BaTe 1.34 31.72 7.33| 4.84 -9.63 -7.19| - - - 3.83
BaF, 1.68 25.50 7.89| 2.52 -14.72 -8.76 780.0 595.8 1375.8| 10.3| 6.62
BaCl, 1.6 26.94 7.74| 3.09 -11.92 -7.45 780.4 596.5 13769 | 11.4| 5.69
BaBr, 1.55 27.54 7.69| 3.46 -11.03 -7.12 | - - - - 5.36
Bal, 1.49 30.18 7.46| 3.80 -9.86 -6.62| - - - - 4.96
Pb, 8.18 144.3 81.3 225.6 0
Pb, 7.3 136.7 96.3 233.0 7.4| 3.89
PbO-t 1.15 29.66 75| 6.38 -11.85 -10.22 137.7 92.6 230.3 45| 5.42
PbS 1.02 25.11 7.93| 7.77 -8.61 -8.44 137.5 94.6 232.05| 6.45 6.5
PbSe 0.81 27.84 7.66| 9.12 -6.65 -8.21 137.6 94.8 232.35 6.8| 4.79
PbTe 0.63 29.88 7.48 ] 10.25 -4.87 -7.73 | 137.25 95.5 232.7 7.1 4.62
PbF, 1.56 22.45 8.23| 3.62 -14.4 -9.12 138.5 90.6 229.1 3.5 7.5
PbCl, 13 24.90 7.95| 5.55 -9.97 -7.67 138.9 92.1 231.0 54| 6.44
PbBr, 1.16 27.21 7.72| 6.48 -8.65 -4.79 138.8 92.6 231.4 5.8| 6.07
Pbl, 0.93 28.67 7.58| 8.11 -5.53 -5.95| 138.35 93.4 231.7 6.1 5.62
Cu, 13.4 939.7| 900.7| 1840.4 0
Cu, 10.18 932.63| 9186 1851.2| 10.8| 4.48
Cu,0 052| 1448 9.52| 4.57 -6.637 -12.76 | 932.18| o917,0| 18492 gg| 533
Cu,S * 038| 13.17| 9.83| 6.09 -3.93 -10.02 | 932.62| 917.2| 1849.8| g4 5
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CuySe * 0.26% | 13.03*| 9.87*| 7.30* -1.91* -7.34%| 9325| 917.8| 18503 99| 491
Cu,Te 0.11| 1556 9.30| 8.28 -0.835 -7.59 - - - -| 479
Cudl 0.58| 1545 9.35| 3.91 -5.813 -10.02| 932.34| 9152| 18475| 71| 6.09
CuBr 046| 16.74 9.07| 4.90 -4.431 9.63| 932.27| 9157| 1848.0| 76| 5.83
Cul 03] 17.94 8.87| 6.21 -2.654 -8.85| 932.5| 9163| 18488| 84| 55
CuFeS, 0.55| 1335 9.79| 4.40 -5.963 -10.84| 932.14| 9180 1850.2| 9g| 5.14
Cuo 0.96| 11.02| 10.43]10.85 -11.595 -12.08| 933.76| 917.6| 1851.3| 109| 5.1
Cus-1 046 | 14.46 9.53 | 14.68 -5 -10.86| 932.2| 918.1| 1850.3| 9.9| 5.28
Cus-2 051| 1369 9.70| 145 -4.97 -9.74| 932.2| 918.1| 1850.3| 9.9| 5.28
CuSe-h-1 033| 16.46 9.13| 15.25 -3.613 -10.95| 932.0| 918.4| 1850.4| 10.0| 5.14
CuSe-h-2 038| 1544 9.32 | 15.10 -3.527 -9.28| 932.0| 918.4| 1850.4| 10.0| 5.14
CuSe-r-1 033| 1573 9.27 | 15.48 -3.734 -11.32| 932.0| 918.4| 1850.4| 10.0| 5.14
CuSe-r-2 039| 1533 9.35| 15.5 -3.561 -9.13| 932.0| 9184 1850.4| 10.0| 5.14
CuTe 0.13| 1366 9.71| 18.16 -0.380 -2.92 - 3 - -| 4.96
CuF, 1.29 9.76 | 10.86| 7.71 -14.024 -10.87| 936.38| 9154| 1851.7| 113| 7.86
Cucl, 0.84| 1384 9.67 | 11.22 -6.755 -8.04| 9353| 9151| 1850.4| 10.0| 6.75
CuBr, 0.66| 15.19 9.37 | 12.56 -4.905 -7.43| 9345| 9161 1850.6| 10.2| 6.37
Cu(OH), 119| 1051| 10.60| 858 -13.815 -11.61| 934.67| 9163| 1850.9| 105| 6.66
CusSO, 118 | 1038| 10.64| 8.72 -13.09 -11.09| 936.0| 9159 1851.9| 115| 6.69
Cu3(PO4),- 113

1 11.76 | 10.21| 8.88 -14.616 -12.93| 935.85| 915.8| 1851.6| 11.2| 6.39
§u3(P04)2_ LI 4183 | 1019] 9.07 -15.307 379| 93985 9158 18161 11, 639
Cu(NO3), 112 1118 10.38| 9.3 -10.083 9| 93551| 9150| 1850.5| 10.1| 7.05

w wurtzite-type s sphalerite-type r rutype ao-PbO-type
h hexagonal-type r orthorhombic-type

-1 or -2 different sites in the same structure

* arithmetic mean of many different sites in thensastructure

- not available or modification unclear
5 Discussion

The influence of bonding type has long been disigs XPS studies, (see e.g. Ref.1b
Chapter 3.1). All approaches consider the chargdseatoms or - more generally speaking -
the degree of iconicity as an important factor, #imslis verified in the following plot (Fig.3)
where we show how measured binding energies ifotine of Auger parameters and cation
charges calculated by DFT correlate ohEeN scale using Pauling’s electronegativity values
for the Zn compounds under study. To demonstraéabcuracy” of Auger parameters we
give mean values and variations for the Zn Augeampaters found in literature for the
respective Zn compounds. (We have assembled XRSrdat literature for all compounds
discussed in this paper in a Supplement to showthewalues may vary depending on
measuring conditions. We have also selected daa this list which we believe to be more
reliable for our investigations.) Furthermore, et shows how little calculated Bader
charges change on using different potentials irDR& calculations (GGA and GW). The
influence of charge as the resultA®N on the Auger parameters is clearly seen, howéver
correlation is not univariate or linear.
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Fig. 3 Auger parameters and Bader charges plotted wdr@hegativity differences for Zn
compounds. Triangles give calculated charges oZtheations for GW and GGA potentials,
circles give mean Auger parameters, squares destrbspread of data in literature. The
right scale gives the Bader charges and the |efttlb@ Auger parameters in eV (see text).

In the following paragraphs we will therefore examWagner plots of Ba, Zn, Pb and Cu
compounds and then analyse initial and final-séftects in more detail in view of the results
of our DFT calculations. It will become evident htive outcome of such calculations
contributes to a deeper understanding of the medsialues of binding energies.

5.1 A first overview by Wagner plots

The plots in Fig.4 (a-e) give an overview of theasweed XPS data in the form of Wagner
plots for Ba, Zn, Pb and Cu compounds. (The dat&€tohave been expanded to other than
chalcogenides and halides in order to demonstnatsttiking difference between Cu(l) and
Cu(ll) compounds.) All data on thg™(c,) core-electron binding energy, the Auger electron
E."(cico05) Kinetic energy and the Auger parametet EF(c.c.c5) + By H(cy) are reported in
the Supplement (note that thgog core levels are 3@/ 3ds.for Ba, 4%,/ 4fs;,for Pb, and
2ps2/ 2psi2for both Zn and Cu). The dashed reference linés siope +1 give the orientation
of constant Auger parameters ranging from the veduéhe free atomo( (ga,zn,pb,cuy) to the
one for the element in the respective saligst, znpb,cupy, @nd the other set with slope +3
should unite compounds with similar initial statkeets.

As said before, we see that the sequence of ahs@dses, i.e. the relation of binding
energies of an element in different compounds, matlmeet our expectations with respect to
bonding type and charges. The scatter is quitguteg. However, this parameter is at least
appropriate to classify chalcogenides and halidekfferent groups, the former all having
lower binding energies of the respective core kwWls also interesting to see that different
structural modifications of a compound may resuldifferent positions of the respective
ticks, i.e.the structure of the atomic environment influences the binding energy.
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The situation is a little better when we move aaflarto the twan” lines from the one giving
the free atom data to the other for the metal. Yéescthe values for the different compounds
in a sequence which is similar to the sequencéeafrenegativity differences but only on an
ordinal scale. However, there are still some instancies.

A similar scan across the diagrams with a line sitpe +3 gives quite different results for
the three series of compounds. The ticks even dmetside the range given by the values for
the free atom and the elemental metal. We may sesak tendency of all ticks aligned along
a line with this slope. But the scatter is quitesy. The halides of Zn and Pb can be grouped
as having similar initial state effects, but hdre fluorides are out of the line. This tells us
that the various contributions to the initial anthf states add up quite differently in these
compounds. We will therefore study the differemirte given in Eg.(1a) in more detail.

Fig.4 Wagner plots for a) Ba, b) Pb, ¢) Zn, d and e) Aludata used to draw the plots are
reported in the Supplement.
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Cu Wagner plot
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5.2 Initial state effects

As stated above the contribution to the initiateseffects is given by the quantity J®"-k) +
KQcaic + Vi - Psoiig] Which within the framework of our simple model yrae calculated
according to Eq.(1b) and Eq.(6)

Ep(c) -(atom/solid) - B(c)" (free atom) Aa' /2 = Q(kk) + kQuaic + Vi - Psoii (13)

As said before, the term°@®°-k) gives a correction term for the effect of th@oge from the
total electron set of the free atom to that ofdtam in the solid which has led to a change of
the binding energy, and the last term is a cowaedictor to transfer the energies from the
vacuum level to the Fermi level of the solid. Tieigves us with two terms representing the
situation in the solid, kQic and Ms(Qcaid), i.€. the valence charge density of the atonmén t
solid and the local Madelung site potential indubgdhe total surrounding structure of the
solid which will then either help or hinder thetgoing photoelectron to leave a cationic or
an anionic species respectively. The balance skth®o terms and the question which of the
two outbalances the other one is decisive for thetlic energy of the outgoing electron.

Surprisingly, these two parameters have quite amvidlues and they compensate each other
more or less. We describe their relation in théed#int compounds by the sulre kQgac +
Vm(Qea) (Which is essentially a difference in the caseaifons becauseywis a negative
guantity at a cationic site). Fig.5 summarisesdt@snpensatory effects for the Zn
compounds under study as an exmple.
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Fig.5 The balance of k@ vS. Vm(Qcal) for Zn compounds

The situatiom\ = 0 is depicted by the straight line in this dagr The kQ,c term overrides
the potential term for most of the halidésX 0). Both terms are quite balanced for most of
the chalcogenides. Zpltes only slightly in theA > O field. In plots for the other elements
under study (not shown here) here we see somegsiraieviations from tha = 0 line. PbO
is a very special case insofar as this compouddisictly “out of balance” and we find that
some Cu(ll) compounds have mostly moved intoARkeO field, and this merits an own
discussion as given below. These “misfits” giveaclevidence that a specific electron
configuration andhe respective structures of the compounds play a decisiverole.

Crystal chemical discussions focus very much oe mations of atoms and ions. The typical
tetrahedral coordination in most of the Zn compauadd the high coordination numbers for
the Ba and Pb compounds are an outcome of sudforslaTogether with the particular
charges of the ions the respective topology okthectures governed by such size relations
leads to a specific potential at an ion sitg (&). DFT calculations provide another set of
sizes, i.e. the volume of the electron clouds, Whie use in this approach to define a radius
for the calculation of k values. As said abovesthsizes may not be congruent with the
typical ionic radii as documented in tables (elgar$on et al. [24]) since the electron
distribution in basins will not be exactly spheticathe different structures. Fig.6 gives some
examples for the size and form of electron basirations in different coordination
environments, the geometric form of a basin alwasiag the dual form of the respective
coordination polyhedron.
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Fig.6 Electron basins of cations within typical coowtion spheres as examples

19

The “competition” between kQ.and s comes down to a comparison between a local
topology of electron density and a potential budtfrom a collective arrangement of charge
points. It is surprising to see how they matchant and how they deviate in some cases. To
emphasize the effect of topology we have chose&tinunate the charge effect and to contrast

k values with a so-called geometric factor (GF)iwing the structural information in a

distinct form. GF is calculated by dividing the @otial at the ion site by the charge (see
Experimental, Eq.(12b)). So, the diagrams in Fag&/in a sense a magnified view of such
ones like Fig.5 showing in more detail the influeré the geometry of the structures on the
deviations from the kQ/Vm balanceA = 0 which is marked as dotted lines. The othexdin
should give help to the eye to group halides aradcogenides.
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Ba, b) Pb, ¢) Zn and d) Cu compounds



20

For an interpretation we must keep in mind thatciii@rges — and consequently also the
potentials — will grow with the electronegativitiffdrences AEN) of the elements in a
compound, and with growing charges the electrondsdmf the cations will contract, i.e. 1/r
will increase. With increasingEN we should move along a negative diagonal upwards
these diagrams, and this is generally the cask seres.

The Ba chalcogenides — all having a rocksalt typectire with six-fold coordination of the
cation - are well assembled on a line mostly inAk® field. The potential dominates less
when going from the oxide to the telluride, i.edweed potential values and larger interatomic
distances “improve” the k/GF balance. For the leidall having the same Pb®@ype

structure with 7+2 coordination of the cation - tioks move closer to th& = 0 line in the
opposite potential/distance relation. Bdas a fluorite-type structure with eightfold
coordination of Ba, and it is far on the other sidi¢heA = 0 line. This structure type has a
large Madelung-factor, and consequently the looédmtial is large.

The chalcogenides of Zn and Pb show the same tidm®y. move closer to the = 0 line with
reduced potentials and larger interatomic distarities electron configuration of Pb is inert
in these cases. The isostructural chloride and k@it Pb behave like the respective
isostructural Ba compounds. However, the Pb halidege faster to the left with increasing
ionicity which nevertheless does not lead to tlspeetive contraction of the electron clouds
in these cases, evidently due to the lone pairigordtion. Pb iodide with a different
structure and a different Madelung-factor is outhi$ line. The heavier halides of Zn with
fourfold cation coordination stay well out of batenn theA > 0 field. The Zn-fluoride
modifications with coordination number 6 are quliéerent. The rutile structure is a “more
favourable” geometric arrangement with a larger &adg-factor, so these ticks move to the
left and closer to tha = 0 line.

PbO behaves quite differently. The lone pair agtiof Pb is clearly mapped in this diagram.
The large potential and a large geometric factercantrasted by a “seemingly huge” electron
cloud. In the Wagner plot given in Fig.4b we fitng tPbO tick at a smaller binding energy
compared to the other compounds, perhaps similgrtoriPbTe. The binding energy is much
lower than expected. The k values of these comporematesenting the size of the electron
clouds are quite similar also. However, in theslaibmpound the Aglectron pair is rather
inert, whereas in PbO it is a lone pair with laeyeentricity. The general trend as given by
AEN is out of order in the case of PbO, and thismststency might tempt us to speculate that
the non-spherical electron distribution in the dasiresponsible for it. This peculiarity will

be dealt with in another context in the final “cluston” section.

The diagram giving the 1/r vs. GF relation for e compounds seems to be quite different
at first sight. This is because it contains otlt@mpounds than halides and chalcogenides and
that not all chalcogenides have been included lsectheir XPS data are not available.
Furthermore, we note that the ticks of compoundk different formal oxidation numbers are
separated in this field. The more ionic Cu(ll) caapds are assembled in the upper part of
the diagram. The dihalides follow a common trend/img closer to thé\ = 0 line with
increasing ionicity like the other cations discuksabove. The Cu(l) halides, on the contrary,
move away from the equilibrium line with increasicetionic charge. They behave
surprisingly like the chalcogenides of Ba, Pb andhe general difference between Cu(l)
and Cu(ll) compounds will also be an important itenthe following paragraphs dealing with
final state effects and in our “Conclusion”.

To summarize we can state that the delicate balagiveeen k@,c and M, is an important
contribution to the initial state effects. The sa®gty surprising scatter of the various ticks in
Wagner plots may well be rationalized considerimgresults of such DFT and Madelung-
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type calculations. It becomes evident thattonly the local electron density but also the
topology of the solid structures plays a decisiverole.

To finish up this paragraph we focus once morehergraph for Ba compounds in Fig.7. XPS
data for non-hydrated Ba-halides are not availasl@ently because they are deliquescent
compounds and difficult to handle. To show the @ft# water in the first coordination sphere
we have also included ticks calculated for a knomdrate of the di-iodide and of a hydroxy-
iodide. The ticks of the water containing compouaswell off the line for the Ba halides
and much higher than for Baitself, just as one would expect due to the higimarges
induced by a larger meaEN, and with a higher charge the electron cloudaese contracted
changing the initial state contribution. Furtheredhe coordination sphere is now different.
The coordination number is 7 (Bain Bak, 8 (Bal(H:0)sOH) in Bal(OH)+4H0 and finally
even 9 (Baj(H20),) in Bak*2H,0O. The change in ligands and the increase of lighstdnces
will now also influence the R term in our fundanmedrgquation, i.e. the final state effect. So,
the hydration will have considerable effect bothtlom initial state terms k@. and M, and on
the final state term and thereby on measured XR& d@his will often be the cause for
differing XPS data of hygroscopic materials.

5.3 Final state effects: atomic and extra-atomic caributions

The last term in Egs.(1a and b), R, calculated raieg to Eq.(11), describes the relaxation of
the electronic system after the excitation by thpinging radiation:

Ad'/2 = R = - QaeR:* + R4 extra-atomic) (14)

- QcaeR:? represents the modification of the atomic relaagnergy due to the valence
charge difference between the atom under studyhanfiee atom. Ris the contribution
arising from the relaxation of electrons of neighbatoms (extra-atomic). To a first
approximation for the atom in the solid compoundemstudy we assume that

R,%(free atom) represents the atomic relaxation eneggyalence electron.This quantity may
be estimated from the nonrelativistic numericaltkge-Fock calculations of core electron
binding energies for free atoms and ions reporteBroughton and Bagus [2a] to obtain
atom-ion core level shifts for use in analyzing XdRfa. The unrelaxed (Koopmans’ theorem)
Eigenvalue and the relaxefiSCF) core-ionization energies are calculated byelativistic
self-consistent Hartree-Fock programs.

The difference between the Eigenvalue andM&EF value represents the atomic relaxation
energy:

ASCF = Eigenvalue - R (15a)

Considering Eq.(1a) applied to a free ion, it isgible to write

AASCF = E(c) " (free ion) - B(c)"(free atom) =AEigenvalue -AR? (15b)
AEigenvalue = ¥Q°- kQ ()5¢
AR? = [R(Q) - R(Q)] = - Qeaic*Ry® (15d)

where R representthe atomic relaxation energy per valence electron.
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AASCF = RQ%- kQ + QucR:?
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(15e)

The results of these calculations on Ba(g), Pi{gjg) and Cu(g) free atoms, and orf&tg),
PIr*(g), Zrf*(g) and CW/ICU™(g) free ions are reported in Table 2. In thiseal also report
the values of kin eV and of the atomic radiugin A (k°= 14.4/g).

Table 2 Relaxation energy per valence electrogf(fiee atom), for Zn a), Pb b), Ba ¢) and Cu
d) free atoms calculated from the relaxation emsrgeported by Broughton and Bagus [2a].
In the table we also report th&\alues (eV) for the free atoms calculated accardtin
Egs.(15a-15e). The atomic radiggin A) is estimated by the relatioi& 14.4/g .

a) Zn free atom and Zrf* free ion with a 2p core hole:

NJ

Free atom and ion | ASCF Eigenvalue |R® R:* (eV) k(eV) | r(A)
(eV) (eV) (eV) ™) ™)

Zn (3d%4<) 1031.605/ 1059.223 27.61¢ 1012 1.4

Zn** (3d") 1054.099| 1079.462 25.361

AASCF 22.494

A Ra 2.255 R(s)a: 1.13

Q=Q=0

Qcalc = Qcalc(s): +2

(*) AASCF = RQ° — kQ + Quaigs)Ris)

AASCF(Zt" - Zn) = 22.494 = k° x 2 + 2Rsf , then k.’ = 10.12 eV andzro= 1.42 A,

b) Pb free atom and PB" free ion with a 4f core hole:

76

Free atom and ion | ASCF Eigenvalue |R? R:* (eV) keV) |rA)
(eV) (eV) (eV) ™) ™)

Pb (636p°) 165.660 | 179.120 13.467 8.177] 1.

PE* (65) 183.550 | 195.476 11.926

AASCF 17.890

AR 1.536 | R()=0.768

Q= QJ: 0

Qcarc = Qeaip) = +2

(*) DASCF = RQ% - kQ + Quaic p)R1pf

AASCF(PB* - Pb) = 17.890 =#¢’ x 2 + 2R, then ke’ = 8.177 eV andpho= 1.76 A.



c) Ba free atom and B&' free ion with a 3d core hole:
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Free atom and ion | ASCF Eigenvalue |R? R:* (eV) k(eV) | r(A)
(eV) (eV) (eV) ® 1™

Ba(6%) 808.757 | 827.306 18.544 5833 2.4]

Ba’" [Xe] 821.798 | 838.971 17.173

AASCF 13.041

AR 1.376 | R(f=0.688

Q=Q=0

Qcalc = Qcalc(s) =+2

(*)AASCF = RQ° — kQ + Qas)Rucs)

AASCF(B&" - Ba) = 13.041 =’ x 2 + 2Rsf , then k.’ = 5.833 eV andgeo= 2.47 A,

d) Cu free atom and CU and Cu** free ions with a 2p core hole:

Free atom and ions| ASCF Eigenvalue |R? R (eV) kV) |r(A)
(eVv) (eV) (eVv) (eV) *)
*)
Cu (3d%s) 941.514 | 969.235 27.721 13.4 1.07
Cu’ (3d") 951.265 | 977.693 26.424 18.3 0.787
AASCF 9.751
A Ra 1.293 R(S)a: 1.29
Q=Q+Qy=0+1
Qcalc= Qcalc(s) =+1
cu”(3d) 972.028 | 996.052 24.024
AASCF 30.514
A Ra 2.404 R(d)a: 2.40
Q=Q+Q=0+0

Qcarc= Qcalc(s)‘"Qcalc(d)
=+2

(*) AASCF = RQ” - KQ + QaicsRu(s + Quac@Ru()’

AASCF(CG" - Cu) = 30.514 =& x 2 + Rysf + Ry, then k.’ = 13.4 eV anddi,o= 1.07 A.

AASCF(CU - Cu) = 9.751 =k X 2 - keys + Ry(sf', then key. = 18.3 eV anddy.= 0.787 A.

AASCF(CA* - CU") = 20.763 = ku+ + Ry, then k. = 18.4 eV anddy+= 0.784 A.

Considering the information containedAn'/2, according to Eqg.(14), we can now estimate
the two parts of the relaxation energiésaRd R®separately since®® - Q.q*R1? gives the
atomic part and the differencean’/2 (i.e. R*=Aa'/2 + Q.aeR:%) the extra-atomic one.
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Fig.8a shows the two parts in comparison for the@mpounds as an example. With growing
cationic charge the total relaxation decreasessardbes the atomic and - to a lesser extent -
the extra-atomic part of it. This is to be expedgtte the tendency to retain electrons in an
atomic interaction depends on the electronegatreiigtion, and a growingEN is correlated
with the charge. Furthermore, we see that theioaldtetween the two contributions changes
continuously with growing charge. The halides differy little from the chalcogenides, and
there is a linear relation between both relaxati#yms and the charge.
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Fig.8 A comparison between atomic and extra-atomic e¢lar energies with measured
differences of Auger parameters with respect tdre atom for a) Zn compounds and b) Pb
compounds.

This is to be compared with the relaxation in Pimpounds where we may expect
differences. Fig.8b gives the corresponding plboe §eneral aspect of the relaxation for Pb
compounds is quite the same as for the Zn compoexdspt that the span of values for the
total relaxation and for Ris distinctly smaller (compare scales). The défere between
halides and chalcogenides is now a little largenwkler, there is one clear distinction. PbO
and PbBs have about the same cationic charge, but for xigedhe total relaxation energy
and its extra-atomic part are both distinctly seralvhereas the atomic relaxation energy fits
smoothly into the general trend in these compouwtsnotice again the special effect of the
lone pair which strongly biases the “interactionthwneighbouring ligands.

The corresponding plots for a set of Cu compounegien in Fig.9 where we have
highlighted the two formal oxidation states.



25

o AG2
® RSQ
9 A R°
] .
a Cu(ll) compounds *-%
LI
7 e
"’.’
6 - o™
> 2 ® . =" =
54 __qmm o ® . - "
iy L O o
1 -~ _f' o m g Cu(l) compounds
4 o
4 A.’i_.\
3 g
T Al
] 9‘{(2 compounds ~~a__ Cu(ll) compounds
5 "'-‘k_*\“A'l \’ti_\-"

Fig.9 A comparison of atomic and extra-atomic rateon energies with measured differences
of Auger parameters for Cu compounds

These plots differ considerably from the other oése we focus on the difference between
the oxidation states. The total relaxation (blagleses) changes very little with increasing
charge (see the energy scale). Values farR assembled together on the lines in the lower
part of the diagram where we see a great differéetween Cu(l) and Cu(ll) compounds?R
values for the chalcogenides and the halides of) Qued balls) are assembled slightly below
and above the line describing their trend respelstivi he picture is completely different for
the Cu(ll) compounds. The total relaxation - angeegally the extra-atomic part of it -
increases with cationic charge. The 3d open sbelliguration clearly changes thé/R*®
relation in these compounds.

When looking at the general trend of the relaxaéinargies for the Zn and Pb compounds we
observe that their contribution decreases wigh. Q' he total electronic system seems to
“stiffen” with increasing charge. The same is tfaethe atomic relaxation part of both Cu(l)
and Cu(ll) compounds. However, the extra-atomiaxafion R?is hardly affected by the
charge for the Cu(l) compounds - we see an almarstdntal line describing their trend with
the chalcogenides slightly above and the halidghtyf below it — whereas this extra-atomic
contribution increases considerably which growihgrge in the case of the Cu(ll)
compoundsAs expected, the open shell systems are definitely more prone to external

influences.

A simple model that correlates the Auger paramtdt with the ground state Bader valence
charge has been developed and applied by us t9 &dICu(ll) compounds and to Ba(ll),
Pb(Il) and Zn(ll) compounds [25]. The model is aldeestimate in a good approximation the
slope of theha’ vs. Qqac linear relationship for the closed shell Cu(l)(BaPb(ll) and

Zn(ll) ions. The Auger parameter shift for the oghell Cu(ll) compounds is instead
independent of Qicand close to thex(cue)— 0 cu(g) value.

5.4 Work functions

Many years ago, Shirley [see 6 and 9b, p.140] dt&fene deduction of atomic charge in
solids from core-level shifts is very elusive. Wiefts are small, there is no suitable reference
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level, and relaxation effects may be important. @chnmore promising approach lies in the
analysis of the most tightly bound valence orbitalsimple solids. For binary solids such as
the 1ll-V and 1I-VI compounds the second and thiedtlralence peaks are separated by an
“antisymmetric gap” that is closely related to taeicity (Pollak et al. Phys. Rev. Letters
1972, vol. 29, p. 1103)".

It is evident that our approach, i.e. the use &.Efyd, 6 and 14) in a sort of retro-calculation
(see Conclusion), may represent an advancemene iditection of the deduction of the
atomic charge in solids from core-level shifts.raal point, however, is the knowledge of
the term describing the work function.

With good electrical contact of the sample to thectrometer charging effects play no role in
the case of metals. Photoelectrons must neverthielage certain energies to pass the surface
of the sample into vacuum. The term “work functiodsscribing such energies is nowadays
used not only for metals but for all kinds of saeIThe physical mechanisms for this
retarding effect on outgoing electrons are compledt may be classified into bulk and surface
contributions, the former having to do with the igy&tics of the total electronic system and
the latter with the special surface features ofdiverse crystallites which make up the
sample. Structural relaxations and reconstructiomsart of the atomic arrangements will
induce local dipoles which will interact with thatgoing photoelectrons, and this will even
lead to varying work functions for different facafssingle crystals.

The work functions of insulating or semiconductswids are generally not known. In
principle there are ways to access work functioqeeamentally by varying an electric field
between sample and detector entrance so as tadslw or stop the movement of the
emitted electrons in a controlled manner. Furtheemihe low energy cut-off of kinetic
energies of the outgoing electrons in comparisdh thie energy¥of the impinging
radiation will give an estimate fdr (for metallic samples!). Meanwhile many work funats
for metals have been tabulatddyalues are even given for different crystallogiagurface
layers of single crystals. However, such invesiuyet are generally tedious, and therefore
experimental work functions are not available f@ary compounds. It was therefore
necessary to find ways to predict them using othemwn experimental parameters.

Theories how to define bulk work functions haverbkeown since quite a long time [26-30].
The basic concept of such approaches is the assumtpat the retarding effect on
photoelectrons may be compared with the tendenegtitact electrons in a bonding
interaction between atoms, i.e. the electronedegs/of the elements sum up to a specific
bulk effect in the solid when we assume that tiheeesort of electronegativity equalization
between all the atomic components, and that - doogpito Density Functional Theory — the
electronegativity may be seen as the negativeethiemical potential of the electrons [31].

Chen et al. [27] reported an empirical and remadekeddationship between the metal work
function and the absolute electronegativity of Nkalh of a free metal atom in the gaseous
state,®y~ X m. The absolute electronegativity is calculatethasaverage of the ground state
first ionization energy and the electron affinityeegy § = (I, + A)/2). The same authors
describe an empirical relationship useful to est&nhe work function of insulating and
semiconducting solids as first reported by Nethe28]: the Fermi energy of binary
compounds, MX, can be taken as the geometric miethre @lectronegativities of the two
components, &' = A Xxl’Z. It is important to notice that is then determined solely by the
electronegativities of the constituent elementsiartence not structure or coordination
sensitive, and that is - in our opinion — a weakpm this approach.
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The same relationship was also used by Poople @&3lto estimate the work function of

MX, compounds employing atomic electronegativitiegftbe scales proposed by Pauling
and by Sanderson. We may recall that the eleagaingty scales proposed by Mulliken and
Sanderson, as well as scales proposed by othasrautire to a good approximation linearly
related to the scale of Pauling [31]. For our psgsowe use the relation proposed by Chen et
al. to estimate the work function of all the solgladied with our model.

The relation to the experimental measurements thestabove may be explained by the
photoelectric threshold energy defined hY € B + 1 E and representing the electrons
ejected from the maximum of the valence bandsihe experimental band gap energy to be
measured by other spectroscopic methods. In treeafess metal A the band gag £0, so

Since experimental work functions of metals werst fio be known their relationship to
electronegativities was first noticed, and thistiedhe theories described here. Fig.10
presents the relations of the described termsiffarent materials in a schematic plot. It is
common use to locate the Fermi level in semicoratadh the band gap at a position where
there is a 50% probability to find an electron ispecific energy state.

Mulliken absolute electronegativity : x=(1 +A)/2
1
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Fig.10 Scheme representing the position of the vacuued Eevd the Fermi level on an energy
scale. (Note that# = @ for the metal and for conductors and that for lataus and
semiconductors =1, =0 + % g, i.e.® =l - L = A+ % E)

We now try to use this approach to estimate theimgselemen® in our theory. In Appendix
C (Supplement) we report the Mulliken electronegagis of the component elements and
their geometric mean of the components of eachiesdusblid. It is assumed that according to
the principle of electronegativity equalization thierk function of the M) solid is given by
Duxn = (Xm XY™, These values may be then used as a crude estimtagecalculations
according to Eq.(1a). However, as described irfdhewing paragraph, we propose to apply
them in a slightly different context.
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6 Conclusion

Many spectroscopic experiments such as NMR or Mdissbspectroscopy deal with so-
called chemical shifts where typical atomic stated the energy differences between them
are influenced by the interactions with surroundatgms, and their interpretation is based on
sound theories since long times. In photoelectpatsoscopy, too, the binding energigoE
electrons originating from different energy statas vary considerably for the same atomic
species depending on their embedment in differatioes. At a first glance such chemical
shifts seem to follow known trends such as eleegativity differences or polarizabilities of
neighbouring atoms. However, the correlations ateati univariate, and plots of binding
energies or Auger electron energies versus sucnyers very often present an
unintelligible scatter as demonstrated in the dismn of the Wagner plots above.

Since the pioneering work of Kai Siegbahn thereshaeen several approaches to found a
theoretical basis of understanding [see Ref.1 afetences therein] of such chemical shifts.
By a generalization of previous approaches [2an@] of us has presented a simple
theoretical model some time ago [3-5] combiningesalvparameters which can influence the
energy of the outgoing electrons in a unifying e@gurasuch as the one presented in the
introductory paragraphs of this paper where scedakhitial state effects and final state effects
are combined and the free atom data are takemasieal reference for the core electron
binding energy shift (Eq.(1b)):

En(c)™ (atom/solid) = B(c) " (free atom) + Qk°~k) + KQuac + Vi — Psoia — R(G),
and in Eq.(1c) the last term is further specifiecatbomic and extra-atomic relaxation energies
R(G) = - R®*Qcac+ R°*{extra-atomic)

In the work presented here we try to “feed” theedse terms of such equations with the
results of theoretical DFT calculations in ordetdst the validity of this theoretical approach.
To do so we have chosen a series of compounds,@Bd&b and Cu which represent
different types of electronic states on the onedrerd which mostly crystallize in simple
structures with few crystallographic sites on thigeo hand. By calculating Bader charges,
atomic volumes and site potentials (and therefoeddcal Madelung energy term) for
chalcogenides and halides of these elements wepradeced a data basis to rationalize the
spread of measured binding energies and Auger iesdrgcomparison with the results of this
theory.

It has thereby become possible to quantify diffefactors separately which bias the kinetic
energies of the outgoing electrons termed initialles(ISE) and final state effects (FSE) (see
Fig.1). Special attention was thereby directech#interplay of electron numbers and
electron densities in the valence shell with tlavileg electrons described by such terms as
kQ (atom/solid) or ¥Q°(free atom) with the ground state valence chargergby Quc= Q@ —
Q. As a second key aspect we have investigaterhfiiience of site potentials as derived by
Madelung-type calculations on the basis of the Batarges, and finally we use the
information contained in the shift of the Auger g@eter to estimate the atomic and extra-
atomic relaxation energies (see Eq.(11)). The obafghe binding energies of the single
atoms in the gaseous state to those in the digers@ounds can thereby be attributed to
several distinct influences. Two of these paransgie®@ and ;) vary strongly with the
charge of the atom, which clearly has the strongkstt on the chemical shift in XPS and
AES (see Appendix D and Fig.11 in the Supplement).
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A proof of principle

In the following we present a sort of “crucial tefstr the validity of our fundamental
equation. Fig.12 may give a pictorial presentatibthe effect of the different “correction
terms” in our unifying equation by reversing thedwement” insinuated in Fig.1 from
Ebg) P to Bys) = ®in solving this equation the other way round fae Zn compounds as an
example, i.e. “moving back” the energy values mea$ior the solids in the direction of the
gaseous state. The arrows from the ticks of thesored energies (exp), black squares) to
the ones “corrected” by ISE and FSE(((calc), red circles) are all correctly directed
towards the Eg) value at about 1029 eV. A last step would daddontribution of the work
functions to give values which should be closehhinding energy for Zn in the gaseous
state.
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E,(9)
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% i
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Fig.12 The shift of real measured binding energies (btapkares) towards the binding energy
value of the free Zn atomyff) by application of the corrections terms of Eq)((red circles)
(see text).

It is interesting to note that the two series ahpounds respond differently to the application
of the diverse terms of our equation. For the agdaides the terms k& and \, in Eq.(1c),
related to the charge, volume and site potentilalnave the measured binding energies closer
to that of the free atom than in the case of thielés (excepting Znfy. On the average the
potentials are higher for the halides. However,gbemetric factors are lower, so the
advantage of higher potentials is evidently cowattd - at least in part - by the topology of
the structures. The gap between the “calculatéitidias” E,(g) value and the measured one
closes for both series of compounds when movirggber charges of the Zn cation
(equivalent to higheAEN), and the two series behave differently witharelto the size of

the missing gap and the gradient of the lines. Bhlsaviour may be explained by looking at
the Figs.5 and 7c in our paper.

We find the Zn halides in th&e > 0 field and the chalcogenides in the& 0 region. We have
stated that the two terms k£ and \{, counteract and partly balance each other. FoZthe
halides the 1/r term wins, so the effect @f,V.e. the effect of the local potential at thei@at
site, is weakened. The overall correction is redu®d less dependent on the potential term.
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This leads to the line for the halides being belb/other one in our Fig.12 and less steep in
the diagram.

When finally adding the contribution of the worknfttions as defined in the foregoing
paragraph we do approach thg,£-** value. Furthermore, the difference between the two
lines joining either the chalcogenides or the ledi¢hot plotted here) has almost disappeared.
However, in many cases we overshoot the experirhealize for the binding energy of the
single atom more and more with increasing caticherge, and this is to be expected since
these work functions increase, whereas the renwgap mentioned before decreases with
charge. So, this merits a closer look at the waynwveduce the WFs calculated from the
Mulliken electronegativities.

As said above it is common use to formally lochteEermi level in semiconductors in the
band gap at a position where there is a 50% protyatoi find an electron in a given energy
state, The definition of the threshold value by €had Nethercot as'E= E"+ % E, fixes

the Fermi level halfway between the valence bankimmam (VBM) and the conduction band
minimum (CBM), and therefore its position is markedhe middle of the band gap in Fig.10.
However, as indicated in this plot, its positiompeeds on the type of material and it may vary
in the gap between the VBM and the CBM dependinthersemiconductor type. For p-type
compounds the “distance” to the vacuum level walllé@rger by up to ¥2fand for n-type

ones it will be even smaller by up to *%tBan from the level halfway in between. We
therefore propose to use the “Mulliken” valuesviark functions in a different way. The
following Fig.13 gives a selection of Cu compounds an example - where we compare
known values for Kg)'" with those calculated first by our retro-calculatiacluding the
“Mulliken ®” and then also by using such a kind of “adaptedfkafunction depending on

the type of semiconductor.

The black squares give the experimentally meadbireting energies and the red circles give
a fictitious E(g)"" value resulting from a retro-calculation includithg Mulliken work
function. The arrows show the shift to “correct&{g)’" values (blue triangles) when
assuming the compounds to be n-type (as for thendnPb compounds) or p-type
semiconductors (as for the Cu(l) compounds). (Resilsuch calculations for all the
compounds under study in this paper are givenartdahle and in additional graphs in
Appendix E in the Supplement.)
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Fig.13 A comparison of experimental binding energiesgaseous single atoms(g)"" and
the respective values resulting from a retro-caliwoih for a) Cu(l) (blue triangles) and b)
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Cu(ll) compounds. (See text!) The “correction arsdbare shown when band gap values were
known. These results are also presented in a tafouia in the Appendix E (Supplement).

For the Cu(l), Zn and Pb compounds our correctéaeganow line up quite satisfactorily with
the experimental value as shown in Fig.13 a (aaddcd in Appendix E in the Supplement)
respectively. For Zn and Pb the fit is best for¢beection by -%2 E i.e. assuming an n-type
material. For the Cu(l) compounds we must addy"A\fe could therefore venture to say that
such a detailed analysis of the XPS spectra inctudn experimental work function would
probably allow a prediction of the type of semicoaciwdr.

This is not true for the series of Cu(ll) compountse corresponding graph in Fig.13 b does
not include values resulting from an additionalreotion by the position ofEn the band

gap. The chalcogenides CuS and CuSe surprisirigbefier than the other compounds even
without any further correction. In fact, the mago@heasurements and the Cu2p XPS spectra
show that in these compounds Cu is virtually indkiglation state +1, and a close inspection
of the structure shows up some very short S-Sristaalso indicating a partial oxidation of
the anion lattice.

The deviation of the other compounds amounts ug-td eV, which is more than the
possible band gap correction applied in the othses. Looking at the structures we find
highly anisotropic surroundings for the @ation mostly in the form of a square planar
arrangement or in tetragonally distorted octahedra.

It may be assumed that such results for the retloutations are due to the open shell
configuration of these Cu(ll) cations. There is ¢&ren in our fundamental equation which is
prone to effects of a non-radial electron distiitwit We have introduced the ternf§Rand

kQ as factors describing the shielding of the charfgthe nucleus by valence electrons, and
we have pointed out above that thécosfiguration in some Pb(ll) compounds (especikly
PbO) leads to unusual experimental binding enexgie=n there is a pronounced lone pair
eccentricity. A similar effect may influence theempshell systems where the total electron
configuration is not radial-symmetric. We therefprepose to consider such effects by a
formal reduction of shielding power in a modifientrh k(Q<) for such cases. In a retro-
calculation the position of the “band gap correctaliie” will then move up less in our
graphs in Fig.13. It would be ever so interestmgerive the terma from a close comparison
with experimental data, however, it does not makess to start this study as long as we are
forced to rely on such crude data resulting fromehtimation of work functions from
Mulliken electronegativities. To really evaluater @pproach we need binding energies from
XPS and AES experiments and experimental work fanstderived from measurements on
the same instrument. We would like to encourageengentalists to produce this important
information and we hope to find such data in tharrieture.

To finish our “Conclusion” we may point out thatrdundamental equation has successfully
been used also in other contexts. In previous \W&kwe reported\a’ vs. Q.ac plots for the
same Cu(l), Zn(ll), Ba(ll) and Pb(ll) samples (aported above such a plot for Cu(ll)
compounds is to a good approximation a line pdralléhe x-axis). Our simple model
presented in Ref. 25 links the Auger parametet shih the local ground valence charge
obtained by DFT calculations and the Bader changdyais code. This is an important
achievement because - as said above - the Augampéer may be easily measured even on
samples prone to charging phenomena (insulatorseméconductors). It is also independent
of the reference level employed to measure thdrele&inetic energies of core and Auger
electrons (the Fermi or the vacuum level). Thelleaéence charge, on the other hand,
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represents a valuable piece of chemical knowlealge its determination has been an
objective of X-ray photoelectron spectroscopy (E$&iAce the early days of its discovery
[Ref.1 and references therein].

All'in all, we see that there is a delicate balaofcdifferent terms adding up in a calculation
of binding energies whose results cannot be foresHeeir contribution and balance are
responsible for the - sometimes unintelligibleatser of data in Wagner plots, and their
substantiation - as presented in this paper - coeilol to rationalize the results. It may be
surprising that the topology of the individual stures plays such a large role in the balance
of the different terms of our equation. In the gaegh devoted to such topics (5.2) we have
demonstrated how the local effect of electron dgregian atom on the one hand and a
potential built up from a collective arrangementbérge points in a certain topology on the
other hand interact to a combined initial state&ff\We have demonstrated that this
topological effect can also be described more bldnr contrasting it in the form of so-called
geometric factors with the respective electron dgmgven as reciprocal sizes of the electron
clouds.

We may summarize that the results of DFT calcutatioelp to demonstrate the bearing of
our unifying equation which describes the influenoéseveral factors on binding energies
and kinetic energies of Auger electrons. This lohdcientific cross-breeding opens up new
possibilities to rationalize the spread of XPS ARS data of the same element in different
compounds.
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Supplement

Appendix A: On the derivation of the terms KQ° and kQ in the Egs. (1a and 1b) and the
previous approach by Broughton and Bagus.

This appendix is aimed to illustrate in more detaiine terms of Eq.(1a and 1b) taking the
influence of the electron cloud into account offbthte free atom and the atom in a solid
respectively on the leaving photoelectron, andsib @onsiders the site potential induced by
the charge distribution of the surrounding atomthensolid — all being aspects of the initial
state effects. The term8@ and kQ result from a simplistic model of the shi&t charge
distribution in the electron cloud of an atom asswgthem in conducting spheres with radius
ry, r, I3, ..., Up to the “valence” sphere with radigsach sphere has a negative charge
according to the respective number of electronsup to the “valence” sphere with charge -
Q%. According to the Gauss’ theorem, the potemtiidin an individual sphere (say: number
3)is

Vs (free atom) = (LAeo)[(+ Qn— Q1 — Q@ — Q) el — Qel— ... — J el
and the “binding energy” for the electron in thédege number 3 will therefore be

Ep (3, free atom) = e)free atom).

Charge (e) and radius (r) may be combined in thma fof k values (i = 3,4,...,0) and written
as

ki (joule) =(e’/4me,)/r; and k (eV) = 14.4 (eVA)ir(A).

Applying the same approach to a positive ion (Q°%tfe potential at the sphere number 3
will be

V3 (freeion) = (L/4e)) [(+ Qr- Q1 — Q- Q@) elb— Qely— ... —Q elr]

where the number of terms is the same as befotéhbuadius of the outermost shell is now
different (r < ). The shift of the binding energy (ion vs. atorhjan electron emitted from
shell number 3 will therefore be

En(3, free ion) - (3, free atom) = eY(free ion) - e\{(free atom) = - kQ +%Q°,

and this is included in Eq.(1a) to allow for theedthing effect of the different number of
electrons in both cases.

The Egs. (1a and 1b) are a generalization of pusvemjuations suggested by Broughton and
Bagus [2a]. These authors describe the core-lewétation potential IP of an atom A as
follows:

IPa =-€na— (BEcat+ KGa + Eiowa)
Enia = Ena(gas) + bg + Eva

According to them IR, may be calculated considering the following citnifions :

- €niis the eigenvalue of the core level nl (obtainexifra Hartree-Fock calculation on the
molecule or bulk material);

- Ec a1s the local contraction energy on the neutral atom A;

- Enow a 1S the extraatomic relaxation (or polarization) energy;
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- kgais a correction term for the amount of charge anvhlence levels of atom A, k being
assumed constant and q being the charge on the atom;

The last three terms on the right-hand side of kk).ére collectively termed “relaxation
energy”, and of these terms,i& approximated by the local or gas-phase atonaxadion
energy. The eigenvalue, Eq.(1e), mirrors initiatsteffects such as the charge on the ionized
atom and Madelung potentials, while the IP inclubeth initial-state and final-state (i.e.
polarization) effects:

- enia(gas) is the gas-phase, neutr@im eigenvalue;

- Ema is the potential on atom A due to its environm@fiien approximated in bulk systems
by the Madelung potential);

- bga is a correction term for the charge g on the afotneing assumed constant).

Appendix B: Application of Eqg.(1d) to several casethat may be of interest.

Eqg.(1d) is related to the atom in a solid samgiat(tnay be in general metallic,
semiconducting and insulating):

En(c)"™(atom/solid) =
Ex(c) " (free atom) + @ (k%= k) +kQuarc + Vi - Pegiia + Ri*Qearc - REYextra-atomic)

As for the atom in the metal solid (Q £ &1d R*Qca. = 0) the equation becomes

Ep(c) -(atom/metal) = Bc)""(free atom) + Ek°—k) — Prmea— R extra-atomic)

The binding energy of the free atom referenceth¢éoRermi level of the spectrometer, which
is in equilibrium with the Fermi level of the atamthe metal solid, may be written as
Ex(c) ™ (free atom) = B(c)"" (free atom) -Dpetar

Note that in the free atom the valence charge dstarell outside the core, while in a
monoatomic solid it is normalized to the electiiga@eutral Wigner-Seitz cell. Such a
compression of the valence charge into the cetesponds to a reduction of the metal core
electron binding energy (see R.E. Watson, M.L.rRan, J.F. Herbst, Phys. Rev. B 13 (1976)

2358-2365) represented in Eq.(Al) by the t€fgk’—k), with k > K because the atomic radius
of the atom in the solid metal is less than thenitaadius of the free atom (r 9r

The binding energy for a free ion, consideringtzdl J valence electrons removed, becomes
En(c)V"(free ion) = E(c) " (free atom) + RQ® — R(g)
where R(g = - R® Q°

The binding energy for a free ion, considering di@y— Q) valence electrons removed,
becomes

En(c) " (free ion) = B(c) V" (free atom) + RQ° — kQ — R(®)

where R(§ = - R® (Q° = Q) = - R%*Qcarc
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Appendix C: Estimation of the work function of the studied samples by the Mulliken’s
absoluted electronegativity and the principle of tle electronegativity equalization.

In the following table we report the ground stataellMen’s electronegativity of the
components M, Y and X elements present in our stidamples. The geometric mean of
these values, according to Refs. 27-30, can baetak@n estimate of the work function of the
solid MyY pX,. This is justified within the Density-functionah&ory by the principle of
electronegativity equalization, meaning that byittearporation of the free atoms into a solid
the electronegativity of all the elements becorhessame and is then equal to the negative
value of the chemical potential of the electrorg [Blote the meaning of the symbols in the
empirical formula: e.g. in the case of Zn compouas(M= Zn; n =0), ZnO (X =0; n = 1),
ZnF(X = F; n = 2). (The ground state electronegaegtieported by Chen et al. [28] are
somewhat higher because they add half the valtleeagum of the promotion energies for the
ionization potential and the electron affinity dttited to a particular type of bonding, i.e. the
valence state is being considered.)

Zn, Ba and Pb X v/ ev Xx/ eV BPrxn ~ (X m X) 7L JeV
compounds MX

Zn 4.452 4.45
Zn0O 7.540 5.79
ZnS 6.219 5.26
ZnSe 5.887 5.12
ZnTe 5.490 4.94
nk 10.41 7.84
ZnCl, 8.290 6.74
ZnBr, 7.589 6.35
Znl, 6.755 5.88
Ba 2.678 2.68
BaO 7.540 4.49
BaS 6.219 4.08
BaSe 5.887 3.97
BaTe 5.490 3.83
Bak 10.41 6.62
BaCb 8.290 5.69
BaBr, 7.589 5.36
Bal, 6.755 4.96
Pb 3.890 3.89
PbO 7.540 5.42
PbS 6.219 4.92
PbSe 5.887 4.79
PbTe 5.490 4.62
PbR, 10.41 7.50
PbCb 8.290 6.44
PbBn 7.589 6.07
Pbb 6.755 5.62
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Cu(l) and Cu(ll) xwm/ eV and xx/ eV Praybxn =
compounds MY uXn X v/ eV (XMaXYbXnX)ll(n+a+b)/eV
Cu 4,481 4.48
C,,0 7.540 5.33
CwS 6.219 5.00
Cu,Se 5.887 4.91
CuTe 5.490 4.79
CuCl 8.290 6.09
CuBr 7.589 5.83
Cul 6.755 5.50
Fe 4.027

CuFe$ 6.219 5.14
CuO 7.540 5.81
CuS 6.219 5.28
CuSe 5.887 5.14
CuTe 5.490 4.96
Cuk 10.41 7.86
CuCh, 8.290 6.75
CuBr, 7.589 6.37
H 7.176

Cu(OH), 7.540 6.66
CuSQ 6.219 7.540 6.70
P 5.617

C(PO), 7.540 6.39
N 7.232

Cu(NGy), 7.540 7.05

Appendix D: The variance of the parameters in thedndamental Eq.(1d) depending on
the charge of the atom
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The plot in Fig.11 summarizes the different ISE &&E contributions for all compounds
discussed here as described in Eq.(1a) in rel&tidime charges of the cations. The work
functions show a small rising trend with growingaalfe. As expected, both kQ ang V
depend strongly on the cation charge. Their vdrtghvill therefore dominate the chemical
shift in XPS.

The ticks showing the kQ values are nicely assedndtea line with negative slope with ZnF
at its high charge end. In a second line lyindtkelbelow we find ticks for Pb compounds
and at the highest charges those of the Ba comgouihgé Pb compounds have proven to be
exceptional due to their specific lone-pair or tn@ir electron configuration, and the Ba
compounds all excel due to their high ionicity d@he high coordination numbers leading to
smaller k values. The kQ values of Cu(l) compouar@sall assembled at lower charges and
energies in the range of 4 to 7 eV because therelysl valence electron in the game.

The ticks giving the potentials at the cation éitee local Madelung energy) show some
spread due to the great differences in the topotddlye structures which is also mirrored in
the so-called GF factors described above (seeosest?). However, the general trend of a
falling line is clearly seen as expected.

The ticks of theAa” values as representatives for relaxation effglotsv two trends, a slightly
decreasing line and a second one moving upwardsformer series represent the
compounds of Zn, Ba and Pb and also those of Gukigreas the latter one represents the
Cu(ll) compounds as already discussed above indhtext of Fig.9. The open shell
configuration is especially noticeable in the rel#on terms, and the extra-atomic part
dominates the game. Its contribution to the gerterat R(c) grows with increasing charge of
the Cu(ll) cation making the Auger parameter shliitost independent of the chemical state.

Appendix E: A comparison of experimental and retroealculated E,(g) values

Com poun d E(g)exp Eb(g)retro Eg [33] Eb(g)retrc—rec A(retrc—rec—exp}
ev) |[(ev) ev) | (ev) (eV)

Zng 1028.9

ZnO-w 1033.78 3.35 1032.11 3.21

Zn0O-s 1033.42 3.35 1031.75 2.85

ZnS-w 1030.57 3.91 1028.62 -0.28

ZnS-s 1030.49 3.54 1028.72 -0.18

ZnSe-w 1030.01 2.82 1028.60 -0.3

ZnSe-s 1030.00 2.82 1028.59 -0.31

ZnTe 1029.05 2.25 1027.93 -0.97

Ph, 144.3

PbO-t 147.24 1.94 146.27 1.9

PbS 145.69 0.41 145.49 1.19
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PbSe 145.20 0.27 | 145.07 0.71
PbTe 144.23 0.32 | 144.07 -0.23
PbCh 147.20 3.9 145.25 0.95
PbB#p, 146.54 3.2 144.94 0.64
Pbb 144.35 2.32 | 143.19 11
Cug 939.7

Cu,0 939.74 2.6 941.04| 1.34
CwS 938.96  1.93 939.93] 0.23
Cu,Se 937.17 1.23 937.79] -1.91
CuCl 938.31] 3.3 939.96] 0.26
CuBr 937.83 3.0 939.33[-0.37
Cul 937.68  3.05 939.21] -0.49

The second column shows the measured binding eselii)"" for the gaseous elements
and the third column gives the value for the rembéeulated ones starting from the binding
energies of the respective compounds. The fiftbrool contains retro-values corrected by
subtracting ¥z E(for Zn and Pb) or adding this value (for Cu(l§)given in column four, and
the deviations between calculated and experim&ataks are given in the last column. (See
text!)

The experimental and the calculatedd}’™ values agree quite well excepting the Zn-oxides
and PbO. (The low fvalues for ZnO have been questioned in literatiie.known that this
compound is non-stoichiometric depending on syighasd the same is true for lead
chalcogenides. The special feature of PbO is désmlim the closing section of this paper.)

o = EbieV) d) " Eb(eY)
& Eb{g) calc 1504 e Eb{g)calc
4 Eb{gcalc-Egl2 4 Eb(gjcalc-Eg/2
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A pictorial comparison of experimental binding egies for gaseous single atomgd3’" and
the respective values resulting from a retro-caliwoih for ¢) Zn and d) Pb compounds (blue
tringles). (See text!) The “correction arrows” atewn when band gap values were known.

Appendix F: Wagner plots, literature data and comnents.

The following tables contain the XPS data repomteithe literature for the Ba, Zn, Pb and Cu
compounds investigated in this work (In blue colate evidenced the data employed to draw
the Wagner plot).

The work functions for the metals Ba, Pb, Zn and Gecessary to change the reference of
the binding-energy of core electrons and the kinetiergy of Auger electrons of the free
atoms from the vacuum level to the Fermi level,abiained from the Handbook of
Chemistry and Physics 87th ed. 2006-2007, CRC Tayld Francis, (D. R. Lide, Editor-in-
Chief), p.12-114 Dgys)= 2.52 eV Dppi)= 4.25 eV Dzns)= 3.63 eVidcys)~ 5 eV( this
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value was obtained considering the work functioessared on low Miller index crystal
faces: (100¥cyis)= 5.10 eV, and (1113cys) = 4.94 eV).

The binding-energy and the kinetic-energy datantepan the tables below have been
standardized to an energy scale that assumesFueiithi level referencing, the following
binding energies: Au 4% = 84.0 eV, Ag 3¢, = 368.27 eV, Cu 2p = 932.67 eV, and C 1s
(for hydrocarbon or hydrocarbon groups) = 284.8 @¥ie C 1s value has been used for the
Fermi level referencing of all the insulating saegplThe precision of most reported energies
is generally not better than 0.1 eV.

Ba Wagner plot: Ba (3d2) and Ba (MaN4sNas)

o’ = Ep (30k/2) + B (M4N4sNas)

Data from literature:

References an@ompounds

30/ eV

M4N45N45/ eV

a/eV

Ao’ [ eV

a) M. Kellokumpu, H. Aksela,
Phys. Rev. A 31 (1985) 777-782;
b) A. Mantykenttd, H. Aksela, S.
Aksela, J. Tulkki, T. Aberg, Phys.
Rev. A 47 (1993) 4865-4873.

Ba(g)
Note: [B, (3c) - B, (402)] =
690.4 eV.

788.7

576.8

1365.5

Data from NIST database [11]:

References an@ompounds

3d5/2 [ eV

MaN4sNas / eV

a/eV

Ad’' [ eV

H. van Doveren, J.A.Th
Verhoeven,

J. Electron Spectrosc. Relat.
Phenom. 21 (1980) 265

Ba(s)

779.3

602.0

1381.3

15.8

BaO

779.1

598.4

1377.5

12.0

W.V. Lampert, K.D. Rachocki,
B.C. Lamartine, T.W. Hass

J. Electron Spectrosc. Relat.
Phenom. 26 (1982) 133

Ba(s)

779.8

601.9

1381.7

16.2

C.D. Wagner, W.M. Riggs, L.E.
Davis, J.F. Moulder, G.E.
Muilenberg

Handbook of X-Ray Photoelectror
Spectroscopy, Perkin-Elmer
Corporation, Physical Electronics
Division, Eden Prairie, Minn.
55344 (1979)

N

BaO

779.85

597.50

1377.35

11.8

R.P. Vasquez, J. Electron

Spectrosc. Relat. Phenom. 56
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(1991) 217-240.

BaS

779.3

599.2

1378.5

13.0

BaO

779.4

597.8

1377.2

11.7

BaF;

780.0

595.8

1375.8

10.3

BaC|2

780.4

596.5

1376.9

11.4

BaBr,.2H,0

780.4

596.8

1377.2

11.7

Bal,.2H,O

780.6

597.3

1377.9

12.4

The following data have been
collected critically by C. D.
Wagner in “Practical Surface
Analysis” (Second edition) , J.
Wiley &Sons, Ltd 1990. Appendix
5 Photoelectron and Auger

Energies and the Auger Parameter.

A Data Set, Barium p.617.

=

M.F. Koenig, J.T. Grant, Appl.
Surf. Sci. 20 (1985) 481-496.

Ba(s)
Note [E, (3c12) - B (402)] = 690.4
eV

780.6

601.0

1381.6

16.1

BaO

Note[Ey (3dk/) - By (452)] = 690.1
eVv.

779.9

598.0

1377.9

12.4

H. Seyama, M. Soma, J. Chem.
Soc., Faraday Trans. |1 80 (1984)
237-248.

BaCI2.2H20

781.6

594.9

1376.5

11.0

BaF,

781.7

594.9

1376.6

11.1

Pb Wagner plot: Pb (4f,,) and Pb (NsO4504s)

o’ = Ep (4f7/2) + BEc (N6O45045)

Data from literature:

References an@ompounds

4f7/2/ eV

NeO4s0a4s5/ eV

o /eV

Ao’ [ eV

M. Patanen, S. Urpelainen, T.
Kantia, S. Heindsmaki, S. Aksela
and H. Aksela, Phys. Rev. A 83
(2011) 053408-1-5.

Pb(g)

144.3

81.3

225.6

Data from NIST database [11]:

References an@ompounds

4f7/2 [ eV

NeO45045/ €V

aleV

Ad’' [ eV

J. A. Taylor and D. L. Perry, J.Vac.

Sci. Technol. A 2 (1984) 771-774.
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Pb(s)

136.7

96.3

233.0

7.4

PbO rhom.

137.6

92.8

230.4

4.8

PbO tetra.

137.7

92.6

230.3

4.7

C.J. Powell,
J. Electron Spectrosc. Relat.
Phenom. 185 (2012) 1.

Pb(s)

136.82

95.8

232.62

7.0

C.D. Wagner, W.M. Riggs, L.E.
Davis, J.F. Moulder, G.E.
Muilenberg

Handbook of X-Ray Photoelectror
Spectroscopy, Perkin-Elmer
Corporation, Physical Electronics
Division, Eden Prairie, Minn.
55344 (1979)

Pb(s)

136.80

96.25

233.05

7.5

The following data have been
collected critically by C. D. Wagne
in “Practical Surface Analysis”
(Second edition) , J. Wiley &Sons
Ltd 1990. Appendix 5
Photoelectron and Auger Energies
and the Auger Parameter. A Data
Set, Lead p.623.

-

L.R. Pederson, J. Electron
Spectrosc. Relat. Phenom. 28
(1982) 203-209.

Pb(s)

136.80

96.25

233.05

7.5

PbTe

137.25

95.45

232.70

7.1

PbSe

137.60

94.75

232.35

6.8

PbS

137.50

94.55

232.05

6.5

PbO

137.25

92.85

230.10

4.5

Pbl,

138.35

93.35

231.70

6.1

PbBrz

138.8

92.6

231.4

5.8

PbCl,

138.9

92.1

231.0

5.4

138.5

PbF,

90.6

229.1

3.5

Zn Wagner plot Zn (2ps2) and Zn (L3M 45M 45)

o’ = Ep(2psr) + B (LsMasMas : 'G)

Data from literature:

References an@ompounds 2pz2/ €V

LsMgsMys : 1G/ eV

o /eV

Ao’ [ eV

H. Aksela, S. Aksela, H. Patana
Phys. Rev. A 30 (1984) 858.

Zn(g) 1028.9

974.4

2003.3




Data from NIST database [11]:
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References an@ompounds 2pz2l €V | LsMasMys: ‘Gl eV | o’ [ eV Ad’ [ eV
J.C. Klein and D.M. Hercules

J. Catal. 82(1983) 424

ZnCl, 1021.9 989.4 2011.3 8.0
Zn(s) 1021.7 992.3 2014.0 10.7
ZnO 1021.9 088.2 2010.1 6.8
B.R. Strohmeier and D.M.

Hercules

J. Catal. 86(1984) 266

ZnO 1021.2 988.9 2010.1 6.8
Zn(s) 1021.0 992.4 2013.4 10.1
ZnS 1021.7 989.6 2011.3 8.0
S.P. Kowalczyk, L. Ley, F.R.

McFeely, R.A. Pollak, D.A.

Shirley

Phys. Rev.B 9 (1974) 381

Zn(s) 1021.9 991.8 2013.7 10.4
S.P. Kowalczyk, R.A. Pollak,

F.R. McFeely, L. Ley, D.A.

Shirley

Phys. Rev.B 8 (1973) 2387

Zn(s) 1021.6 991.9 2013.5 10.2
G. Schoen

J. Electron Spectrosc. Relat.

Phenom. 2 (1973) 75.

ZnO 1021.6 988.5 2010.1 6.8
Zn(s) 1021.9 992.5 2014.4 11.1
C.D. Wagner,

Discuss. Faraday Soc. 60 (1975)

291

ZnkF, 1022.8 986.7 2009.5 6.2
ZnBr, 1023.4 987.3 2010.7 7.4
Zn(s) 1021.9 992.0 2013.9 10.6
C.D. Wagner, W.M. Riggs, L.E.

Davis, J.F. Moulder, G.E.

Muilenberg

Handbook of X-Ray

Photoelectron Spectroscopy,

Perkin-Elmer Corporation,

Physical Electronics Division,

Eden Prairie, Minn. 55344 (1979)

Zn(s) 1021.65 992.20 2013.85 10.5
D.W. Langer, C.J. Vesely

Phys. Rev.B 2 (1970) 4885

ZnO 1021.4 988.9 2010.3 7.0
ZnS 1022.0 989.9 2011.9 8.6
ZnSe 1021.8 988.4 2010.2 6.9
ZnTe 1021.6 990.6 2012.2 8.9
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J.M. Mariot, G. Dufour
Chem. Phys. Lett. 50 (1977) 219

Zn(s) 1021.6 992.3 2013.9 10.6
C.J. Powell,

J. Electron Spectrosc. Relat.

Phenom. 185 (2012) 1; 182

(2010) 11

Zn(s) 1021.76 992.40 2014.16 10.9
P.S. Wehner, P.N. Mercer, G.

Apai

J. Catal. 84 (1983) 244

ZnO 1022.0 088.1 2010.1 6.8
Zn(s) 1021.7 992.1 2013.8 10.5
T.D. Thomas and P. Weightman

Phys. Rev. B 33 (1986) 5406

Zn(s) 1021.60 992.22 2013.82 10.5
R. Islam and D.R. Rao

J. Electron Spectrosc. Relat.

Phenom. 81 (1996) 69.

ZnSe 1022.2 989.1 2011.3 8.0
L.S. Dake, D.R. Baer, J.M.

Zachara

Surf. Interface Anal. 14 (1989) 71

ZnO 1022.3 088.1 2010.4 7.1
ZnS sphalerite 1021.8 989.7 2011.5 8.2
ZnS sphalerite 1021.8 989.8 2011.6 8.3
ZnCl, 1023.7 986.2 2009.9 6.6
Zn(s) 1021.6 992.2 2013.8 10.5
G. Deroubaix and P. Marcus

Surf. Interface Anal. 18(1992) 39

ZnS 1022.0 989.4 2011.4 8.1
ZnO 1022.1 088.2 2010.3 7.0
Zn(s) 1021.8 992.1 2013.9 10.6
The following data have been

collected critically by C. D.

Wagner in “Practical Surface

Analysis” (Second edition) , J.

Wiley &Sons, Ltd 1990.

Appendix 5 Photoelectron and

Auger Energies and the Auger

Parameter. A Data Set, Zinc

pp.608-609.

R. Hoogewijs, L. Fiermans and J.

Vennik, J. Electron Spectrosc.

Relat. Phenom. 11 (1977) 171

ZnTe 1021.6 991.3 2012.9 9.6
ZnSe 1022.0 989.5 2011.5 8.2

S.W. Gaarenstroom and N.
Winograd, J. Chem. Phys. 67
(1977) 3500
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ZnS 1021.6 989.7 2011.3 8.0
ZnO 1022.1 987.7 2009.8 6.5
Znl, 1022.5 988.7 2011.2 7.9
ZnF; 1021.8 986.2 2008.0 4.7
S. Evans, Surf. Interface Anal. 7

(1985) 299

Zn(s) 1021.7 992.1 2013.8 10.5
Cu Wagner plot Cu (ps2) and Cu (LsM 45M 45)

o = Ep(2p3r) + B (LsM4sMas : 'G)

Data from literature:

References an@ompounds 2psol eV | LsMasMus:'G/eV o' /eV | Ao’/ eV
S. Aksela, J. Sivonen, Phys. Rev] A

25 (1982) 1243.

H. Aksela, S. Aksela, H. Patana,

Phys. Rev. A 30 (1984) 858.

Cu(qg) 939.7 900.7 1840.4 0
M.C. Biesinger, Surf. Interface

Anal. 49 (2017) 1325.

Cu,O 932.18 916.99 1849.17, 8.8
CuCl 932.34 915.18 184751 7.1
CuBr 932.27 915.72 1848.00 7.6
Cul 932.50 916.34 1848.84) 8.4
CuFeS 932.14 918.04 1850.18 9.8
Cu,S 932.62 917.23 1849.84 9.4
CuO 933.76 917.57 1851.33 10.9
CuF; 936.38 915.36 1851.74, 11.3
CuCl, 935.30 915.08 1850.37, 10.0
CuBr, 934.50 916.10 1850.60 10.2
Cu(OH), 934.67 916.25 1850.92 10.5
CuSQO, 936.00 915.91 185191 11.4
Cu3(PQy), 935.85 915.76 1851.61] 11.2
Cu(NOg)2*3H,0 935.51 914.98 1850.49 10.1
Cu(s) 932.63 918.61 1851.24, 10.8
Data from NIST database [11]:

References an@ompounds 2psol eV | LsMusMus:'G/eV [ o'/ eV | Aa’/ eV
R. Romand, M. Roubin and J. P.

Deloume, Electron Spectrosc. Relat

Phenom. 13 (1978) 229

CuSe 932.0 918.4 1850.4| 10.0
D. Cahen, D. J. Ireland, L.L.

Kazmerski and F.A. Thiel, J. Appl.

Phys. 57(1985) 4761
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Cu,Se 932.5 917.8 1850.3] 9.9
D.L. Perry and J.A. Taylor, J. Mat.

Sci. Letters 5 (1986) 384.

Cu,S (chalcocite) 932.4 917.5 1849.9) 9.5
CusS (covellite) 932.2 918.1 1850.3] 9.9
The following data has been collected

critically by C. D. Wagner in

“Practical Surface Analysis” (Second

edition), J. Wiley &Sons, Ltd 1990.

Appendix 5 Photoelectron and Auger

Energies and the Auger Parameter. |A

Data Set, Cu p.608.

R. Romand, M. Roubin and J. P.

Deloume, Electron Spectrosc. Relat

Phenom. 13 (1978) 229

Cu,Se 931.9 917.6 1849.5/ 9.1




Highlights

We discuss factors determining chemical shifts of measured binding energiesin XPSin a
unifying equation, and we quantify different factors separately which bias the measurement of
the kinetic energies of the outgoing €l ectrons.

We present atheory combining several parameters resulting from DFT calculations which
will influence the energy of photoel ectrons and we thereby help to rationalize the scatter of
data points in diverse presentations such as Wagner plots. .

We show how Bader charges and basin volumes resulting from DFT calculations as well as
site potentials give a data basis to rationalize the spread of measured binding energies and
Auger parameters.

We demonstrate how the structural topology of a crystalline solid is mapped in the variations
of the kinetic energy of photoelectrons.

We show how an estimate of work functions resulting from Mulliken el ectronegativities can
be included in such a unifying approach and how even types of semiconductors can be
foreseen.
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