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Abstract

Word Sense Disambiguation (WSD) is the task of associating the correct meaning with a word in a given context. WSD provides explicit semantic information that is beneficial to several downstream applications, such as question answering, semantic parsing and hypernym extraction. Unfortunately, WSD suffers from the well-known knowledge acquisition bottleneck problem: it is very expensive, in terms of both time and money, to acquire semantic annotations for a large number of sentences. To address this blocking issue we present Train-O-Matic, a knowledge-based and language-independent approach that is able to provide millions of training instances annotated automatically with word meanings. The approach is fully automatic, i.e., no human intervention is required, and the only type of human knowledge used is a task-independent WordNet-like resource. Moreover, as the sense distribution in the training set is pivotal to boosting the performance of WSD systems, we also present two unsupervised and language-independent methods that automatically induce a sense distribution when given a simple corpus of sentences. We show that, when the learned distributions are taken into account for generating the training sets, the performance of supervised methods is further enhanced. Experiments have proven that Train-O-Matic on its own, and also coupled with word sense distribution learning methods, lead a supervised system to achieve state-of-the-art performance consistently across gold standard datasets and languages. Importantly, we show how our sense distribution learning techniques aid Train-O-Matic to scale well over domains, without any extra human effort. To encourage future research, we release all the training sets in 5 different languages and the sense distributions for each domain of SemEval-13 and SemEval-15 at http://trainomatic.org.
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1. Introduction

Word Sense Disambiguation is the task of associating a meaning, selected from a fixed set of concepts, with a word in a given context [1]. It is a key task in both computational lexical semantics and in artificial intelligence more broadly [2], inasmuch as it addresses the lexical ambiguity of text by making the meaning of words occurring in a given context explicit. Indeed, removing the ambiguity of words in a text can be beneficial to a variety of different NLP applications, such as: machine translation, where the meaning information for the target word can be helpful to choose the correct translation; hypernym extraction, which requires a disambiguation step in order to pick the right hypernym of a word which otherwise
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might have different hypernyms depending on the context; semantic search, which, in contrast to lexical search, takes advantage of synonymy and polysemy to provide more accurate results.

The NLP community conducts two main lines of research in WSD: knowledge-based and supervised WSD. Knowledge-based approaches exploit the structural information contained in a general-purpose lexical semantic knowledge resource like WordNet [3] to identify the correct sense of a target word in a context, i.e., a sentence or a text. Knowledge resources are usually structured as a graph, where the nodes represent the concepts and the edges the relations among those concepts. Taking advantage of the graph structure, different graph algorithms have been developed to disambiguate a target word in a sentence or document. For example, a PageRank-based algorithm can be used to determine the probability of reaching any sense in the graph starting from the senses of other words in the context. Recent approaches of this kind have been shown to obtain competitive results [4,5], which can be further improved when a large set of syntagmatic relations is added to the reference knowledge base [6].

Tripodi and Pelillo [7], instead, formulated the problem as a game where words are the players and they have to choose their best sense in terms of similarity with the senses selected by the other words in the context. This formulation still exploits a knowledge resource in order to identify the set of concepts for each word and to compute the similarity between senses. The most recent effort in terms of knowledge-based WSD is [8] which exploits topic modeling techniques, i.e., Latent Dirichlet Allocation, and the whole document in order to identify the sense for a target word. The main inherent limits of knowledge-based approaches arise from the fact that they tend to adopt a bag-of-word approach hence discarding the word ordering information and giving the same importance to all the tokens regardless of their distance from the target word; moreover, they do not include function words.

In contrast, supervised WSD frames the problem as a classical machine learning task [9-11], in which, first, a model for each word is trained from sentences annotated with word senses, and, second, these models are then used to disambiguate each target word in previously-unseen sentences separately. Raganato et al. [12], instead, used a single sequence-to-sequence model for all the words, which, given a sequence of words, outputs a sequence of words and senses.

Supervised WSD has an additional difficulty with respect to other classification problems as the classes to choose from (i.e., the senses of the target words) vary for each word, therefore requiring either a separate training process to be performed on a word by word basis, or, alternatively, the handling of a very large output vocabulary. As a result, hundreds of training instances are needed for each ambiguous word in a language's lexicon. This would necessitate a million-item training set to be manually created for each language of interest, an endeavour that is currently beyond reach even for resource-rich languages like English. Another issue that arises when a supervised approach is chosen is the balancing of the training data. It is common, in fact, for machine learning algorithms to overfit towards the most frequent class in the training set (i.e. the Most Frequent Sense (MFS) of a word in our case). This is even more exacerbated in WSD, as word senses follow a Zipfian distribution, i.e., the least frequent senses appear exponentially fewer times than the most frequent ones. Pilehvar andNavigli [13] and Postma et al. [14], indeed, proved that knowing the sense distribution on the test set would increase the performance of supervised systems by more than 10 points.

In this paper we investigate, firstly, how to put knowledge bases at the service of supervised systems in order to reduce the knowledge acquisition bottleneck, and, secondly, how to perform on-the-fly domain adaptation by learning the word sense distribution of the text to disambiguate. In this context we present Train-O-Matic [15,16], a language-independent method for generating huge high-quality training sets for all the words in a language's vocabulary. We provide an in-depth extrinsic evaluation of the method, testing a WSD system trained on our automatically generated data in multiple languages. We also extend our approach by proposing a semi-supervised neural variant for estimating the probability of a sense appearing in a sentence. Furthermore, given the high impact on performance of the number of examples assigned to each sense [14], we also present two knowledge-based methods for learning the distribution of word senses given a raw corpus of sentences [17]. Our experiments show that Train-O-Matic is able to generate high-quality data for all the languages we tested, and, when coupled with word sense distribution learning, can adapt the generated training set to the target domain autonomously. This paper extends [15] and [17] by providing the following novel contributions:

- A semi-supervised neural approach to compute the probability of a synset appearing in a given sentence.
- A method for the automatic domain adaptation of the training sets generated by Train-O-Matic.
- Extensive experiments on the influence of word sense distribution in the training set on supervised systems, where, thanks to the automatic balancing of training sets and ad hoc baselines for computing the most frequent sense of a word, we obtain state-of-the-art results on domain-specific experiments.
- In-depth extrinsic evaluation of all the proposed approaches on multiple languages that proves, for the first time, how effective the learned MFS baselines are and how they can be used to improve state-of-the-art performance on both multiple-language and domain-specific evaluation.

2. Train-O-Matic: building a training set from scratch

In this Section we present Train-O-Matic [15,16], a language-independent approach to the automatic construction of a sense-tagged training set. Train-O-Matic takes as input a corpus C (e.g., Wikipedia) and a semantic network \( G = (V, E) \) where \( V \) is the set of concepts (i.e., synsets) and \( E \) the set of edges which represent the semantic relations between nodes.
We also define the function \( \text{Senses}(w) \) that, given a word \( w \), returns the set of vertices in \( V \) that contain \( w \) among their senses, e.g., given the word \( \text{match} \), \( \text{Senses}(\text{match}) \) returns all the synsets in \( G \) that contain \( \text{match} \) among their senses.

Train-O-Matic consists of three steps:

- **Lexical profiling**: for each vertex (i.e., synset) in the semantic network, we compute its Personalised PageRank vector, which provides its lexical-semantic profile (Section 2.1), i.e., a vector where all vertices in the network appear with a score expressing their probability of being reached if we start surfing the graph from the starting node.
- **Sentence scoring**: given a target word and the list of sentences it appears in, we compute a distribution over its senses.
- **Sentence ranking and selection**: Train-O-Matic ranks each sentence \( \sigma \) for a sense \( s \) of a word \( w \in \sigma \) according to the difference between the first and the second sense in the distribution we computed at the previous step (Section 2.3).

### 2.1. Lexical profiling

The first step aims at computing, for each node in the semantic network, a probability distribution over all the nodes in the graph conditioned to a single given synset. Such distribution can be interpreted as a relatedness measure between the starting synset \( s \) and all the nodes \( s' \) in the graph (including \( s \) itself). Thus, for each vertex \( v \), we define its lexical profile over the graph \( G = (V, E) \) as the output of the Personalised PageRank (PPR) algorithm. The personalised variant of PageRank [18] collapses the restart probability on one vertex only, which is equivalent to performing random walks restarting always on the same node thereby concentrating more probability mass in the surroundings of the starting vertex neighbours.

Formally, \((P)\text{PR}\) is computed as follows:

\[
\nu^{(t+1)} = (1 - \alpha) \nu^{(0)} + \alpha M \nu^{(t)}
\]

where \( M \) is the row-normalized adjacency matrix of the semantic network, the restart probability distribution is encoded by the column vector \( \nu^{(0)} \), \( \nu^{(t)} \) is the column vector with the probabilities of each node at time step \( t \), and \( \alpha \) is the well-known damping factor usually set to 0.85 [18]. If we set \( \nu^{(0)} \) to a unit probability vector \((0, \ldots, 0, 1, 0, \ldots, 0)\), i.e., restart is always on a given vertex, PPR outputs the probability of reaching every vertex starting from the restart vertex after a random number of steps. This approach has been used in the literature to create semantic signatures (i.e., profiles) of individual concepts, i.e., vertices of the semantic network [19], and then to determine the semantic similarity of concepts. Instead we use the PPR vector as an estimate of the conditional probability of a word \( w' \) given the target sense\(^2\) \( s \in V \) of word \( w \) as was also done by Pilehvar and Collier [20]:

\[
P(w'|s, w) = \frac{\max_{s' \in \text{Senses}(w')} v_s(s')}{Z}
\]

where \( Z = \sum_{w''} P(w''|s, w) \) is a normalization constant, \( v_s \) is the resulting PPR vector with restart probability on node \( s \), and \( v_s(s') \) is the vector component corresponding to sense \( s' \). We prefer the \( \max \) operator instead of \( \sum \) as we are more interested in capturing the maximum possible relatedness between \( s \) and any of the senses of \( w' \), rather than the relatedness between \( s \) and the word \( w \) intended as the sum of its meanings. This will be further clarified in Section 2.2.2, where we explain how we compute the probability of a sense appearing in a sentence.

To explain this step with an example, given the vector \( v \) of the lighter sense of \( \text{match} \) in Fig. 1,\(^3\) we compute the probability of the word \( \text{cigarette} \) given the sense \( s \) and the target word \( \text{match} \) by picking the highest score of a synset in \( v \) with \( \text{cigarette} \) among its senses (i.e., \( \text{cigarette}_1 \)). Thus \( P(\text{cigarette}|\text{match}_1, \text{match}) = 0.03 \). To fix the number of iterations needed to have a sufficiently accurate vector, we follow Lofgren et al. [21] and set the number of iterations to 100, 000. As a result of this lexical profiling step we have a probability distribution over the knowledge base concepts for each given word sense of interest.

---

\(^1\) Here and across the paper we make use of the \( \in \) symbol to express the appearance of a word in a sentence even if \( \sigma \) is not a set but a list of words.

\(^2\) Note that we use senses and concepts (synsets) interchangeably, because – given a word – a word sense unambiguously determines a concept (i.e., the synset it is contained in) and vice versa.

\(^3\) We use the notation introduced byNavigli [1] where \( w_p^k \) indicates the \( k \)-th sense of the word \( w \) with POS \( p \).
2.2. Sentence scoring

The objective of the second step is to score the importance of word senses for each of the corpus sentences which contain the word of interest. In other words, we want to assign, to each word of interest and for all the sentences in the corpus where it appears, a distribution over its senses.

We present two different ways for computing the probability of a sense \( s \) to appear in a given sentence \( \sigma \) containing the target word \( w \). The first one is graph-based and relies on the lexical profile we described in the previous Section, the second one, instead, is semi-supervised and exploits word embeddings to represent synsets and sentences in the same vector space, and a sense-annotated corpus such as SemCor to compute the sense embeddings.

2.2.1. Knowledge-based scoring

The first method is graph-based and exploits a knowledge base in order to compute the probability of a synset \( s \) to appear in a sentence \( \sigma \). Given a sentence \( \sigma = w_1, w_2, \ldots, w_n \) and a target word \( w \) in the sentence (\( w \in \sigma \)), for each of its senses \( s \in \text{Senses}(w) \), we compute the probability \( P(s|\sigma, w) \). Thanks to Bayes’ theorem we can determine the probability of sense \( s \) of \( w \) given the sentence as follows:

\[
P(s|\sigma, w) = \frac{P(\sigma|s, w)P(s|w)}{P(\sigma|w)}
\]

\[
P(s|\sigma, w) \approx \frac{P(w_1, \ldots, w_n|s, w)P(s|w)}{P(w_1, \ldots, w_n|w)}
\]

\[
\propto P(w_1, \ldots, w_n|s, w)P(s|w)
\]

\[
\approx P(w_1|s, w) \cdots P(w_n|s, w)P(s|w)
\]

where Formula (4) is proportional to the original probability (due to removing the constant in the denominator) and is approximated by Formula (5) due to the assumption of independence of the words in the sentence. \( P(w_i|s, w) \) is calculated as in Formula (2) and \( P(s|w) \) is set to \( 1/|\text{Senses}(w)| \) (recall that \( s \) is a sense of \( w \)). Note that, since we used the \( \max \) operator in Formula (2), we estimate the probability of a sense \( s \) according to the senses in the sentence that are most related to it, rather than to the words – which would have been the case if we had used the \( \sum \) operator in Equation (2).

To give an example of how this procedure works, let the sentence \( \sigma = “A \text{ match is a tool for starting a fire}”, \) the target word \( w = \text{match} \) and its set of senses \( \text{Smatch} = \{s^1_\text{match}, s^2_\text{match}\} \) be the input where \( s^1_\text{match} \) is the lighter sense and \( s^2_\text{match} \) is the game sense of \( \text{match} \). We want to calculate the probability of each \( s^i_\text{match} \in \text{Smatch} \) being the correct sense of \( \text{match} \) in the sentence \( \sigma \). Therefore, following Formula (5) we have:

\[
P(s^1_\text{match}|\sigma, \text{match}) \approx P(\text{match}|s^1_\text{match}, \text{match})P(\text{tool}|s^1_\text{match}, \text{match}) \cdot P(\text{start}|s^1_\text{match}, \text{match})
\]

\[
\cdot P(\text{fire}|s^1_\text{match}, \text{match}) \cdot P(s^1_\text{match}|\text{match})
\]

\[
= (1.0) \cdot (2.1 \cdot 10^{-4}) \cdot (2 \cdot 10^{-3}) \cdot (10^{-2}) \cdot (5 \cdot 10^{-1})
\]

\[
= 2.1 \cdot 10^{-9}
\]

\[
P(s^2_\text{match}|\sigma, \text{match}) \approx P(\text{match}|s^2_\text{match}, \text{match}) \cdot P(\text{tool}|s^2_\text{match}, \text{match}) \cdot P(\text{start}|s^2_\text{match}, \text{match})
\]

\[
\cdot P(\text{fire}|s^2_\text{match}, \text{match}) \cdot P(s^2_\text{match}|\text{match})
\]

\[
= (1.0) \cdot (10^{-5}) \cdot (2.9 \cdot 10^{-4}) \cdot (10^{-6}) \cdot (5 \cdot 10^{-1})
\]

\[
= 1.45 \cdot 10^{-15}
\]

As can be seen, the first sense of \( \text{match} \) has a much higher probability, due to its stronger relatedness to the other words in the context (i.e., \( \text{start, fire and tool} \)). Note also that all the probabilities for the second sense are at least one magnitude less than the probabilities of the first one.

2.2.2. Sentence scoring with word embeddings

The second approach is semi-supervised and exploits the lexical context of synsets in an annotated corpus (i.e. SemCor) to compute a latent representation for each synset. This vector is computed as the average of the word vectors across all sentences in the corpus where the synset appears. Thus, for each sentence \( \sigma \) containing a given synset \( s \), we first compute a single contextual vector of \( s \) by averaging the embeddings of the words surrounding it in \( \sigma \). Then, we compute a single latent representation for the target synset \( s \) by averaging all its contextualised representations.

More formally, given a synset \( s \) and a set of sentences \( \xi \) where \( s \) appears as the sense of the word \( w \), we compute the vector for \( s \) as follows:
\[
\nu(s, w) = \frac{1}{|\xi|} \sum_{\sigma \in \xi} \text{vec}(\sigma, w, W)
\]
where the function \( \text{vec}(\sigma, w, W) \) is the average of the word vectors surrounding the word with sense \( s \) in a given window \( W \), and \( \text{word2vec}(w) \) returns the vector representation of the word \( w \). Note that we can now compare word senses and sentences as they all lie in the same vector space defined by the word vectors. Thanks to this, given a new sentence and a target word we can compute the sentence vector in the same way as we did for synsets (i.e., by averaging the word vectors in the surroundings of the target word). Then, we compute the probability distribution over the senses of a target word in a sentence by assigning a score defined by the cosine similarity between the sentence and the senses’ vectors and renormalising them to form a distribution. More formally we compute the probability of a sense \( s \) of a word \( w \) to appear in the sentence \( \sigma \) as follows:
\[
P(s|\sigma, w) = \frac{e_{\text{sim}(\text{vec}(\sigma, w, W), \nu(s, w))}}{\sum_{s' \in \text{Senses}(w)} e_{\text{sim}(\text{vec}(\sigma, w, W), \nu(s', w))}}
\]
i.e., the softmax over the possible senses \( s' \) of the word \( w \) where \( \text{vec}(\sigma, w, W) \) and \( \nu(s, w) \) are the two functions we introduced in Formula (6) and (7), and \( \text{sim}(x, y) \) is the cosine similarity between the vectors \( x \) and \( y \). We choose the softmax since it is the most obvious way for normalising and building a valid probability distribution from values that range in \([-1, 1] \).

2.3. Sentence ranking and selection
Finally, for a given word \( w \) and a given sense \( s_1 \in \text{Senses}(w) \), we score each sentence \( \sigma \) in which \( w \) appears and \( s_1 \) is its most likely sense according to a formula that takes into account the difference between the first (i.e., \( s_1 \)) and the second most likely sense of \( w \) in \( \sigma \):
\[
\Delta_{s_1}(\sigma) = P(s_1|\sigma, w) - P(s_2|\sigma, w)
\]
where \( s_1 = \arg \max_{s \in \text{Senses}(w)} P(s|\sigma, w) \), and \( s_2 = \arg \max_{s \in \text{Senses}(w) \setminus \{s_1\}} P(s|\sigma, w) \). We then sort all sentences based on \( \Delta_{s_1}(\cdot) \) and return a ranked list of sentences where word \( w \) is most likely to be sense-annotated with \( s_1 \).

3. Creating a denser and multilingual semantic network
The approach we have presented so far depends highly on the underlying semantic network to compute the probability of a sense given a sentence and a target word (see Formula (5)). Therefore, while in Section 2 we employed WordNet as the knowledge graph, we note that it lacks syntagmatic relations that connect verbs to their arguments (e.g. \( \text{run}_v \) and \( \text{program}_n \)) and pairs of nominal synsets that form multi-word expressions (e.g. \( \text{bus}_n \) and \( \text{driver}_n \)). Indeed, WordNet nodes are mainly connected via paradigmatic relations such as hyponymy (is-a) and meronymy (part-of). Thus, due to the lack of those relations between synsets, if WordNet is used, Train-O-Matic would not be able to find a good estimation of the probability of a synset given a word and a sentence, as it depends directly on the PPR – and thus on the relations within the graph – of the synset itself (see Formula (2) and Formula (5)). Moreover, our approach is not tied to any specific language, whereas WordNet, instead, covers only English. In order to overcome these limitations, we exploit BabelNet\(^4\) \cite{Navigli2019}, the largest multilingual resource that includes many lexical resources such as WordNet, Wikipedia, Wiktionary, etc. Thanks to its mapping between different resources, we are able to extract a subgraph of BabelNet induced by WordNet vertices that also includes all the syntagmatic relations comprised in BabelNet.

However, as most relations come from Wikipedia (e.g., the English Wikipedia \textit{Bus} article\(^5\) is linked to \textit{Passenger}, \textit{Tourism}, \textit{Bus lane}, \textit{Timetable}, and many more), but not all Wikipedia pages are connected with the same degree of relatedness (e.g. countries are often linked to many pages, but they are not necessarily closely related to them), we weight each edge \((s, s') \in E \) in our WordNet-induced subgraph of BabelNet \( G = (V, E) \) as follows:
\[
\omega(s, s') = \begin{cases} 
1 & (s, s') \in E(\text{WordNet}) \\
0 & \text{otherwise}
\end{cases}
\]

\(^4\) [http://babelnet.org].
\(^5\) Retrieved on June 14th, 2019.
Table 1
Top-ranking synsets of the PPR vectors computed on WordNet (first and third columns) and WordNetBN (second and fourth columns) for mouse as animal (left) and as device (right).

<table>
<thead>
<tr>
<th>Synset (WordNet)</th>
<th>Synset (WordNetBN)</th>
<th>Synset (WordNet)</th>
<th>Synset (WordNetBN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mouse(^1)</td>
<td>mouse(^4)</td>
<td>mouse(^4)</td>
<td>mouse(^4)</td>
</tr>
<tr>
<td>tail(^1)</td>
<td>little(^2)</td>
<td>wheel(^1)</td>
<td>computer(^1)</td>
</tr>
<tr>
<td>hairless(^1)</td>
<td>rodent(^2)</td>
<td>electronic(^1)</td>
<td>pad(^1)</td>
</tr>
<tr>
<td>rodent(^1)</td>
<td>cheese(^1)</td>
<td>ball(^1)</td>
<td>cursor(^1)</td>
</tr>
<tr>
<td>trunk(^2)</td>
<td>cat(^1)</td>
<td>hand operated(^1)</td>
<td>operating system(^1)</td>
</tr>
<tr>
<td>elongate(^1)</td>
<td>rat(^1)</td>
<td>mouse button(^1)</td>
<td>trackball(^1)</td>
</tr>
<tr>
<td>house mouse(^1)</td>
<td>elephants(^1)</td>
<td>cursor(^1)</td>
<td>wheel(^1)</td>
</tr>
<tr>
<td>minuteness(^1)</td>
<td>pet(^1)</td>
<td>operate(^1)</td>
<td>joystick(^1)</td>
</tr>
<tr>
<td>nude mouse(^1)</td>
<td>experiment(^1)</td>
<td>object(^1)</td>
<td>Windows(^1)</td>
</tr>
</tbody>
</table>

where \(E(\text{WordNet})\) is the edge set of the original WordNet graph and \(WO(s, s')\) is the weighted overlap measure which calculates the similarity between two synsets:

\[
WO(s, s') = \frac{\sum_{i=1}^{S} (r_i + r'_i)^{-1}}{\sum_{i=1}^{S} (2i)^{-1}}
\]

where \(r_i\) and \(r_i'\) are the ranks of the \(i\)-th synsets in the set \(S\) of the components in common between the vectors associated with \(s\) and \(s'\), respectively. At this stage we have still not computed the lexical profiles for each synset, thus, in order to apply the edge weighting strategy introduced above, we exploit the pre-computed NASARI vectors \([23,24]\) to compute the Weighted Overlap. This latter is chosen as distance measure between two sparse vector representations, since we are more interested in comparing the synsets’ ranks rather than their values therein. Therefore, the Weighted Overlap better suits our purpose than the cosine similarity, moreover, it has proved to achieve higher performance when vectors have explicit dimensions \([19]\). At this point, to apply Formula (1) and compute PPR according to the weights we have just computed, we replace the unweighted adjacency matrix \(M\) of \(G\) with the row-normalised one containing the weights computed in Formula (9). To qualitatively corroborate our hunch that syntagmatic relations are essential to compute more meaningful and useful probabilities (see Formula (2)) we report in Table 1 the highest-probability synsets in the lexical profiles calculated for two different senses of *mouse* (its animal and device senses) when WordNet (left) and our WordNet-induced subgraph of BabelNet (WordNet\(_{BN}\), right) are used as the semantic network during the PPR computation. Note that, when the plain WordNet is used, the top-ranked synsets are connected to the starting synset via paradigmatic relations, while the WordNet\(_{BN}\) PPR version is richer and also contains related synsets such as *computer\(^1\)_n* for *mouse (device)* or *cheese\(^1\)_n* for *mouse (animal)*.

4. Balancing the training set

How to balance the training set in order to avoid overfit on the most frequent class is a well-known problem in Machine Learning. Different techniques have been developed in order balance the examples in the training set (up- or down-sampling), or to force the trained model not to overfit (regularization, early stopping, dropout etc.). This problem becomes even more critical in WSD where word senses (and language in general) follow Zipf’s distribution, hence, it is very common to have many examples for the most frequent sense of a word, but exponentially fewer examples for the other senses. The scenario is even worse when we consider disambiguating texts that lie in a specific domain where the predominant sense is no longer the one we might expect for that word given a more general domain setting. For example, consider the word *plane*, which can usually be assumed to denote the sense of airplane; if we consider a math textbook, we are much more likely to find the word *plane* in its geometrical sense. Thus, following Pilehvar andNavigli \([13]\) and Postma et al. \([14]\) we note that the balance of the training data plays a role of fundamental importance in leading a supervised model to generalize more effectively not only on the most frequent classes, but also on the least frequent ones. In fact, Postma et al. \([14]\) estimate that providing a number of examples for a sense that is proportional to its frequency in the test set would dramatically increase the performance by more than 10 points.

Thus, while a lot of effort in the past years has been devoted to developing deep neural networks for improving the state of the art on the SemEval benchmarks, few works only have focused on injecting different types of knowledge, i.e., the word sense distribution, into the training data in order to reflect the sense distribution of the target text. Even if it is not always possible to know the sense distribution of the target word, it can still be estimated in various ways: Bennett et al. \([25]\) propose a method based on topic modeling to predict the distribution of senses in a given corpus, while Pasini andNavigli \([17]\) propose two language-independent methods to estimate such distributions. Given our interest in scaling over multiple languages, we are now going to present two methods that we previously introduced in \([17]\). EnDi (Entropy based Distribution Learning) and DaD (Domain aware Distribution learning) are two methods that learn the word sense distribution given an input corpus of raw sentences. In order to assign to each word of interest \(w\) a sentence-level
sense distribution \( \gamma_w^\sigma \), both methods apply the Sentence Scoring phase of Train-O-Matic (which in what follows we call Train-O-Matic-1) to all the sentences in the input raw corpus.

Note that at this stage we have a different sense distribution for each target word and for each sentence it appears in that is computed as explained in Section 2.2.2; now, instead, our aim is to build a single sense distribution for each different lexeme (i.e. lemma and part of speech). To build such distributions EnDi applies an entropy-based filter on the sentence-level sense distributions in order to filter out all those that have a uniform shape, and it then averages the remaining ones. DaD, on the other hand, exploits a graph-based algorithm and a mapping between knowledge graph nodes and domain labels. It first estimates the distribution of the domains in the input corpus and later propagates their probabilities over the graph synsets.

### 4.1. Entropy-Based Distribution Learning (EnDi)

The first method takes as input a lexicon \( \mathcal{L} \) containing all the words for which we need to compute the sense distributions, the output of Train-O-Matic-1, i.e., the sets of sense distributions at sentence level \( \Gamma_w = \{ \gamma_w^\sigma : w \in \sigma \} \) for each word \( w \in \mathcal{L} \), and a threshold \( \theta \) that is used to filter out the \( \gamma_w^\sigma \) that are too entropic. The objective of this method is to assign only one sense distribution to each word in the lexicon by averaging the most skewed sentence-level sense distributions that have been computed by Train-O-Matic-1. In order to assess how skewed a distribution is we apply the entropy measure and compare it with the threshold \( \theta \). We consider skewed all those distributions that have an entropy smaller than \( \theta \) as follows:

\[
\hat{\Gamma}_w = \{ \gamma_w^\sigma \in \Gamma_w : H(\gamma_w^\sigma) \leq \theta \}
\]

where \( \gamma_w^\sigma \) is the distribution over \( w \)'s senses in the sentence \( \sigma \) and \( H(\gamma) \) is the entropy of the input distribution \( \gamma \) defined as:

\[
H(\gamma) = - \sum_{s \in \gamma} \gamma(s) \log_2 \gamma(s)
\]

As a result \( \hat{\Gamma}_w \) is a filtered version of \( \Gamma_w \) where the least skewed distributions were pruned out, i.e., it contains only distributions that show a clear predominance of a sense. Note that, to make the entropies of all the distributions comparable with each other, so to allow us to define a single threshold \( \theta \) that is valid for all the distributions, we add \( n \) new components with a value of 0 to all those distributions that have only \( j \) meanings, where \( n = m - j \) and \( m \) is the maximum number of possible meanings that a word \( w \in \mathcal{L} \) has. At this point all the distributions comprise the same number of elements and we smooth them by adding to each component a small smoothing factor \( \lambda = 10^{-3} \) and by normalising them by the sum of their values.

Finally, the unified probability mass function \( D_w \) for a word \( w \) is computed so as to have, for each sense \( s \) of \( w \), the following value:

\[
D_w(s) = \frac{1}{|\hat{\Gamma}_w|} \sum_{\gamma_w^\sigma \in \hat{\Gamma}_w} \gamma_w^\sigma(s)
\]

For example, let us consider the word plane and 5 sentences that contain it (see Table 2, leftmost column): we compute its sense distribution by summing the probability of each sense across the sentences and then renormalising the results by their sum (last row of the Table).

### 4.2. Domain-Aware Distribution Learning (DaD)

The second method for sense distribution learning also takes as input the lexicon \( \mathcal{L} \), the set of sentence-level sense distributions from Train-O-Matic-1 \( \Gamma_w = \{ \gamma_w^\sigma : w \in \sigma \} \) for each word \( w \in \mathcal{L} \) and a semantic network \( G = (V, E) \). In addition, for this approach we assume a mapping between synsets in the semantic network and domain labels from a fixed set.
\( \mathcal{S} \) (we exploit the work by [26] that maps each synset in BabelNet to zero, one or more domains). For example, the synset airplane\(^1\) is mapped to the TRANSPORT & TRAVEL domain only, while the synset parameter\(^2\) (parameter of a function) is mapped to two different domains: MATHS and COMPUTING.

The approach conflates the sparse information of the sentence-level sense distributions (i.e., \( \Gamma_w \)) in the input corpus into a more informative distribution over the domains. This is to say that, knowing that \( \gamma_w^d \in \Gamma_w \) are not 100% accurate, we leverage the huge amount of data Train-O-Matic-I produces and the synset-domain mapping from the knowledge base to merge the many different sense distributions at sentence level into a single distribution over the domains of the knowledge base.

To summarise, we learn the sense distributions by applying the following steps:

1. **Domain distribution**: we compute the distribution of the domains in the sentence-level sense distributions (i.e., \( \Gamma_w \)).
2. **Graph augmentation**: we augment the semantic network with domain nodes and connect them to the synsets in the semantic network they are associated with.
3. **Domain propagation**: we run Personalised PageRank on the augmented semantic graph and obtain a sense distribution over all the synsets in the graph.

**Domain distribution.** Given the set \( \Gamma_w \) of the sentence-level sense distributions extracted by Train-O-Matic-I, we estimate the probability \( P(X = d) \) of a domain \( d \) as follows:

\[
P(X = d) = \frac{c[d]}{\sum_{d \in \mathcal{S}} c[d]} \quad (12)
\]

\[
c[d] = \sum_{\gamma \in \Gamma} \sum_{s \in \gamma} \gamma(s) \quad (13)
\]

where \( \text{domains}(s) \) is the set of domains in BabelNet \( s \) is associated with, \( \Gamma \) is the set of all sentence-level distributions \( \gamma \) extracted by Train-O-Matic-I and \( \mathcal{S} \) is the set of domains in BabelNet. In other words, the probability of domain \( d \) is the normalised score of the sum of all the values of all the synsets that belong to the domain \( d \) and that appear in a sentence-level distribution \( \gamma \). The idea behind this approach is that, if a document belongs to a domain, then more synsets in that domain will appear, thus increasing its probability mass. Moreover, using a coarser sense inventory (i.e. domains) we conflate multiple senses to one domain that will benefit from the statistical information coming from all of the conflated senses.

**Graph augmentation.** Once we have a domain distribution for the input corpus, for each domain we add a new node to the semantic network and draw an edge between the domain node and all the synsets it is mapped to (note that a synset might be connected to 0, 1 or more domains).

**Domain propagation.** Once we have built the augmented semantic network, we are ready to apply PageRank to the graph by modifying the restart probability in order to reflect the probability distribution over the domains that we have previously computed with Formula (12).

Using again the analogy with the random walker, every time the walker decides to restart its walk, it will choose a domain according to its probability. The result of this step is a distribution over all the nodes in the semantic graph that is conditioned on the domain distributions, namely, senses connected to domains with a high restart probability will receive a high probability as well. In order to build the sense distribution given a lexeme, we retrieve all its senses in the semantic network together with their associated probabilities and normalise these to form a distribution.

We take advantage of these methods (EnDi and DaD) for two main purposes: 1) to obtain an estimation for the most common sense baseline that also reflects the potential domain bias of the target text, and 2) to build the training set by leveraging the sense order in the distribution, i.e., assigning to each word sense a number of examples proportional to its position in the estimated word sense distribution.

4.3. **Automatic domain adaptation**

So far, we have introduced Train-O-Matic for the building of semantic annotated training data, and EnDi and DaD for the learning of word sense distribution given a corpus of sentences. We now explain how to couple these methods in order to automatically adapt the training data to the domain of application. Given an input text to disambiguate, we first run EnDi or DaD in order to build a distribution of senses of all the words we are interested in disambiguating, and then we follow the ordering given by their distributions and Zipf’s law to select the number of training samples for each word sense \( s_i \) as follows:

\footnote{The list of 42 domains can be found at: \url{http://babelnet.org/javadoc/jt/uniroma1/lcl/babelnet/data/BabelDomain.html}.}
\[ \text{sample}(s_i) = \frac{1}{P_i} \ast K \] 

where \( K \) is the number of examples that are assigned to the first sense of a word (i.e., \( s_1 \)), \( z \) is an exponential factor that we determine experimentally, as specified in Section 5 and \( i \) is the rank of the input sense \( s_i \). In this way, if the input text is biased towards a certain domain (e.g., Sport, Medicine, etc.), we transfer this bias, thanks either to EnDi or to DaD, directly into the training set that is built following the same distribution as the target text. In this manner we are able to generate a training set based on information (i.e., sense distribution) gathered directly from the documents we want to disambiguate.

5. Experimental setup

Corpora for sense annotation. Train-O-Matic is independent of the corpora from which the sentences are drawn, thus we experimented on two different corpora: Wikipedia and the United Nations Parallel Corpus [27]. The former is the largest and most up-to-date encyclopedic resource, containing definitional information on general domains, the latter, instead, is a public collection of parliamentary documents of the United Nations, thus it is biased towards Poltrics domains. The application of Train-O-Matic to the two corpora produced two sense-annotated datasets, which we named T-O-M\textsubscript{Wiki} and T-O-M\textsubscript{UN}, respectively.

Semantic Network. We created sense-annotated corpora with Train-O-Matic, both when using PPR vectors computed from vanilla WordNet, and when using WordNet\textsubscript{BN}, our denser network obtained from the WordNet-induced subgraph of BabelNet (see Section 3).

Gold standard datasets. We performed our evaluations using the framework made available by Raganato et al. [28] on five different all-words datasets, namely: the Senseval-2 [29], Senseval-3 [30], SemEval-07 [31], SemEval-13 [32] and SemEval-15 [33] WSD datasets. In addition, we also report the results on ALL, i.e., the concatenation of all the above datasets. We note that the performance measured on ALL is not the arithmetic average of the performances on the various datasets (macro average), but rather the mean weighted by the number of tokens of each dataset (micro average). We focused on nouns only, given the fact that Wikipedia provides connections between nominal synsets only, and therefore contributes mainly to syntagmatic relations between nouns. Moreover, as SemEval-13 and SemEval-15 contain documents coming from different semantic domains (e.g., Finance, Sport, etc.), we manually classified each document with a BabelNet domain and used each document or set of documents belonging to the same domain as separate evaluation benchmarks.

Comparison sense-annotated corpora. To show the impact of our T-O-M corpora in WSD, we compared their performance on the above gold standard datasets, against training with:

- **SemCor\textsuperscript{7}** [34], a corpus containing about 226,000 words annotated manually with WordNet senses.
- **One Million Sense-Tagged Instances\textsuperscript{8}** [35, OMSTI], a sense-annotated dataset obtained via a semi-automatic approach based on the disambiguation of a parallel corpus, i.e., the United Nations Parallel Corpus, performed by exploiting manually translated word senses. Because OMSTI integrates SemCor to increase coverage, to keep a level playing field we excluded the latter from the corpus.
- **SenseDefs\textsuperscript{9}** [36], a multilingual corpus built by jointly disambiguating the glosses of the same BabelNet synset in multiple languages. We used the refined version which contains almost 250 million sense annotations in 256 different languages.
- **EuroSense\textsuperscript{10}** [37], similarly to SenseDefs, it exploits the parallel data of EuroParl [38] in order to augment the context and increase disambiguation precision. We used the high-precision version which contains roughly 122 million sense annotations in 21 languages.

We note that T-O-M, similarly to SenseDefs, is fully automatic and does not require any WSD-specific human intervention, or any aligned corpus, as in the case for OMSTI, or multilingual corpus, as in the case for EuroSense.

Training set size & shape. We varied the number of examples for each synset according to different types of distribution, as follows:

1. **Uniform**: assigns to every word sense the same amount of training samples. If the system is not able to find enough examples for that word sense we assign it all the samples that Train-O-Matic is able to find.

\textsuperscript{7} \url{http://lcl.uniroma1.it/wsdeval/}.
\textsuperscript{8} \url{https://www.comp.nus.edu.sg/~nlp/sw/}.
\textsuperscript{9} \url{http://lcl.uniroma1.it/sensedefs/}.
\textsuperscript{10} \url{http://lcl.uniroma1.it/eurosense/}. 
2. **WordNet**: ranks the senses of each word according to WordNet ordering and then apply Zipf’s law (see Formula (14)) to compute the number of sampled sentences for each synset according to its ranking, where \( i \) is the rank of the sense \( s \) in WordNet ordering and \( K \) is the number of sentences the first sense will receive.

3. **Automatic**: ranks the word senses of each word according to DaD or EnDi (see Section 4) and then apply Formula (14) as described above.

4. **Random**: assigns a random number of examples between 1 and \( K \) to each synset of a word where \( K \) is a parameter of the experiment. When the random number is higher than the available examples, it assigns the maximum number of examples available.

5. **Oracle**: ranks the word senses according to the sense frequency in the test set. Later, it assigns a number of examples to each sense following a Zipfian distribution as in Formula (14).

6. **Oracle-1-2**: acts as Oracle but swaps the first and the second sense in the synset ranking.

7. **Oracle-2-3**: acts in the same way as Oracle 1-2, but exchanges the second and the third sense in the synset ranking.

8. **Oracle-prop**: ranks the word senses according to their frequency in the test set. We then assign a number of examples to each meaning that is proportional to its frequency. Differently from Oracle, we use exactly the sense distribution that we find in the test data instead of approximating it by means of the in vitro Zipfian distribution (Formula (14)).

The Oracle variants are designed to prove the importance of identifying the predominant sense of a word, and, especially, to demonstrate how much mistaking the first sense for the second sense would affect the performance. For all the experiments, unless differently stated, we set the parameters \( K \) and \( z \) of Formula (14) by tuning the system (IMS) on a separate small in-house development dataset\(^\text{11}\) as follows: \( K = 500 \) and \( z = 2 \).

**Baseline.** As a traditional baseline in WSD, we used the Most Frequent Sense (MFS) baseline given by the first sense in WordNet. The MFS is a very competitive baseline, due to the sense skewness phenomenon in language \(^\text{11}\).

**Reference system.** In all our experiments, we used It Makes Sense \(^\text{9}\), IMS, a WSD system based on linear Support Vector Machines, as our reference system for comparing its performance when trained on T-O-M to its performance when trained on other sense-annotated corpora (i.e., SemCor, OMSTI, etc.). Following the WSD literature, unless stated otherwise, we report performance in terms of F1, i.e., the harmonic mean of precision and recall.

**Word Vectors.** To test the semi-supervised variant of Train-O-Matic, we used Google word embedding vectors \(^\text{39}\) extracted from Google News corpus.\(^\text{12}\)

6. **Results**

6.1. **Train-O-Matic disambiguation**

As a first result, we report the performance of the shallow disambiguation that we carry out in the Sentence Scoring step of Train-O-Matic (Section 2.2.1). We note that Train-O-Matic does not rely on the second step alone to provide high-quality disambiguated sentences: in fact, the sentence ranking and selection step plays a fundamental role in ranking higher

\(^{11}\) 50 word-sense pairs annotated manually.

\(^{12}\) Available at https://drive.google.com/file/d/0B7Xcwpill5KDYNlNU11S21pQtm/edit.
those sentences that are most likely to be correctly annotated. Hence, to prove that the two steps are essential and complementary, and therefore that they enable Train-O-Matic to produce high-quality sense-annotated data, we directly applied Train-O-Matic on each Senseval and SemEval dataset and evaluated its disambiguation when increasing the threshold on the answers' scores. As can be seen from Fig. 2, when the threshold is 0 – meaning that all the disambiguated words are taken into account – the performance is modest and would not be good enough to provide sense-annotated data. However, when the threshold is increased up to 10, we can see that the precision increases remarkably on each dataset and reaches 86.3 points on the ALL dataset and a recall of 27.4. This confirms our hunch that a filtering step is necessary for retrieving high-quality data. On the other hand, the low recall that Train-O-Matic attains is not an issue as long as we have a large corpus of raw sentences at our disposal.

6.2. Impact of syntagmatic relations

With this experiment we aim at verifying our hunch, discussed in Section 3, that the edges coming from our WordNet-induced subgraph of BabelNet (WordNet\textsubscript{BN}) add useful semantic relations that are exploited effectively by Train-O-Matic when generating the training set. Indeed, as can be seen from Table 3, when IMS is trained on Train-O-Matic using WordNet\textsubscript{BN}, it performs from 0.5 to roughly 4 F1 points better than when using vanilla WordNet. This is then reflected in an overall increase in performance of 1.6 F1 points. These results confirm our intuition that excluding syntagmatic relations (such as those contained in Wikipedia and thus in BabelNet) limits the performance of Train-O-Matic. In Table 4 we show the results of IMS trained on Train-O-Matic when using Wikipedia as underlying corpus instead of the United Nations corpus. In this case, T-O-M\textsubscript{UN} performs consistently worse than T-O-M\textsubscript{Wiki} (except for Senseval-3) with an overall loss of 2 F1 points. Interestingly enough, OMSTI manages to beat Train-O-Matic when using the United Nations parallel corpus as sentence source, i.e., the same source as the one used by OMSTI itself. This result is also in part due to OMSTI benefiting from its semi-automatic approach that relies on human-tagged words in Chinese.

However, as one can see from the Table, Train-O-Matic, when left free to exploit a larger and more general-domain corpus such as Wikipedia, led IMS to generalise and perform better on most of the benchmarks than both T-O-M\textsubscript{UN} and OMSTI. Indeed, it is not coincidental that Train-O-Matic\textsubscript{UN} performed better than Train-O-Matic\textsubscript{Wiki} only on Senseval-3. This latter, in fact, contains sentences drawn from the Penn TreeBank corpus [40] which is based on The Wall Street Journal articles, and, thus, like the United Nations corpus, it is biased towards Politics and Finance. In Table 5 we show, indeed, that the first sense of plane, i.e., the airplane meaning, always appears with contexts related to war when the UN corpus is used. In contrast, when Wikipedia is used, Train-O-Matic is able to retrieve different contexts from different domains (e.g., video games, war, civil transportation, etc.) providing different scenarios in which the sense can be used. Due to the difference in the domain bias of the two corpora, comparing Train-O-Matic\textsubscript{Wiki} and OMSTI might seem unfairly in favour of Train-O-Matic, however, this is not the case. In fact, being able to choose the underlying corpus is one of the distinctive features that makes Train-O-Matic easily adaptable to different scenarios. OMSTI, on the other hand, was designed to be applied on the United Nations corpus, with some additional manual annotation in order to disambiguate the Chinese words. Therefore, our comparison places both Train-O-Matic\textsubscript{Wiki} and OMSTI in the same ballpark and helps investigate different features of both approaches.

6.3. Comparison against sense-annotated corpora

We now move to comparing the performance of Train-O-Matic, which is fully automatic, against corpora which are annotated manually (SemCor) and semi-automatically (OMSTI). In Table 4 we show the F1-score of IMS on each gold standard
dataset in the evaluation framework and on all datasets merged together (last column), when it is trained with the various corpora described above.

As can be seen, Train-O-Matic_{WIKI} obtains higher performance than OMSTI (up to 5.5 points above) on 3 out of 5 datasets, scoring 1 point above OMSTI overall. The MFS is in the same ballpark as T-O-M_{WIKI}, performing better on some datasets and worse on others. We note that IMS trained on T-O-M_{WIKI} succeeds in surpassing or obtaining the same results as IMS trained on SemCor on SemEval-15 and SemEval-13. We view this as a significant achievement given that no manual annotations were involved in the creation of our corpus.

Because overall T-O-M_{WIKI} outperforms T-O-M_{UN}, in what follows we report all the results with T-O-M_{WIKI}, except for the domain-oriented evaluation (see Section 6.7).

6.4. Comparison against neural methods

We now compare the vanilla Train-O-Matic against its neural variant in which pretrained embeddings (WE) are used instead of PPR to perform the sentence scoring step (see Section 2.2.2).

As shown in Table 6 T-O-M_{WE} outperforms T-O-M_{Vanilla} on 3 out of 5 datasets. This result was expected as, in fact, T-O-M_{WE} is semi-supervised and exploits sense annotations in order to build a vector for each synset. Thus, it is interesting to see that the vanilla version is still able to outperform its alternative on SemEval-13 and SemEval-15 by 1.6 and 3 points, while scoring only 0.6 points lower on the concatenation of all datasets (ALL). We also note that T-O-M_{WE} beats OMSTI – which is also semi-supervised – on all the datasets but Senseval-2, and gets very close to SemCor, especially on Senseval-3 and SemEval-07 where the vanilla version of T-O-M, instead, performs worse.

6.5. Performance without backoff strategy

IMS uses the MFS as a backoff strategy when no sense can be output for a target word in context [9]. Consequently, the performance of the MFS is mixed with that of the SVM classifier. As shown in Table 7, OMSTI is able to provide annotated
sentences for roughly half of the tokens in the datasets. This means that in around 50% of cases OMSTI gives an answer based on the IMS backoff strategy. Train-O-Matic together with EuroSense and SenseDefs, instead, is able to cover almost all words in each dataset with at least one training sentence.

To determine the real impact of the different training data, we therefore decided to perform an additional analysis of the IMS performance when the MFS backoff strategy is disabled. Since we suspected the system would not always return a sense for each word, in this experiment we measured precision, recall and their harmonic mean, i.e., F1. The results in Table 8 confirm our hunch, showing that OMSTI's recall drops heavily, thereby affecting F1 considerably. T-O-M performances, instead, remain high in terms of precision, recall and F1. This confirms that OMSTI relies heavily on the predominant sense information obtained from the MFS and from SemCor. EuroSense and SenseDefs, instead, managed to lead IMS to better results than OMSTI, but fail to beat Train-O-Matic on all datasets. This is because neither of the two approaches take advantage of any mechanism of sentence ranking, thus their datasets contain more noise than the one built with T-O-M.

### 6.6. Comparison of different methods for training balancing

Now that we have shown the ability of Train-O-Matic to generate training data, we investigate in more detail how changing the strategy for assigning the number of examples to a synset affects the performance of the trained model. In Table 9 we show the performance of IMS when trained on data balanced with the different methods described in Section 5. Note that the results are computed without the backoff strategy, thus there are actually words for which the classifier does not output an answer, and this is why precision and recall are different. The Random method, which assigns a random number of examples to each synset, is the one that performed worst, with 43 points in F1. Interestingly, we note that the Uniform strategy (which assigns the same number of examples to each sense) leads IMS to achieve only 1.6 points more than the Random approach. This means that the classifier needs to learn the bias given by the natural distribution of senses in order to achieve acceptable results. Another interesting result is the one achieved with the Oracle strategies. We can see from Table 9 that the Oracle and Oracle$_{prop}$ strategies lead IMS to 77.2 and 86.3 F1 points, respectively, on the ALL dataset. These results are from 10 to almost 20 points higher than the best performing system reported by [41] on the same dataset. As expected, Oracle$_{prop}$ is the best system across the board, as it is the one that most exploits the information available in the test set. In fact, it leverages the exact number of occurrences of the meanings – and not only their rankings – to determine the number of sentences to assign to each sense.

What is more interesting, on the other hand, is how poorly Oracle 1-2 performs. With 45.3 F1 points, it is able to beat only the Uniform strategy by 1 point. In contrast, Oracle 2-3 performs just 2 points lower than Oracle. This shows how sensitive the model is to the sense distribution in the training data and, more interestingly, how identifying the most common sense of a word is actually more important than correctly estimating the rest of the distribution. In fact, swapping the senses in the distribution from the second position and on, does not degrade the performance as happens when the first sense is swapped with the second one. Together with all these baselines, we also report the performance achieved by IMS when we use the WordNet sense distribution and the two predicted by EnDi and DaD.

As expected the WordNet ordering outperforms the two automatic baselines as it takes benefits from the manual annotations of SemCor. While we note that EnDi performs poorly, only slightly better than Oracle 1-2, we stress the fact that DaD, despite being fully unsupervised, enables IMS to achieve 57.3 F1 points, 5 less than when WordNet is used. These outcomes show the importance of finding better and more clever methods to induce the most suitable word sense distribution. Finally, as the word sense distribution has proven to play an important role for the classifier performance, we investigated whether,

### Table 8

<table>
<thead>
<tr>
<th>Dataset</th>
<th>OMSTI</th>
<th>Train-O-Matic</th>
<th>EuroSense</th>
<th>SenseDefs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
</tr>
<tr>
<td>Senseval-2</td>
<td>64.8</td>
<td>28.5</td>
<td>39.6</td>
<td>69.5</td>
</tr>
<tr>
<td>Senseval-3</td>
<td>55.7</td>
<td>31.0</td>
<td>39.8</td>
<td>66.1</td>
</tr>
<tr>
<td>SemEval-07</td>
<td>64.1</td>
<td>35.9</td>
<td>46.0</td>
<td>59.8</td>
</tr>
<tr>
<td>SemEval-13</td>
<td>50.7</td>
<td>23.4</td>
<td>32.0</td>
<td>61.3</td>
</tr>
<tr>
<td>SemEval-15</td>
<td>57.0</td>
<td>26.7</td>
<td>36.4</td>
<td>67.0</td>
</tr>
<tr>
<td>ALL</td>
<td>56.5</td>
<td>27.0</td>
<td>36.5</td>
<td>65.1</td>
</tr>
</tbody>
</table>

### Table 9

<table>
<thead>
<tr>
<th>Measure</th>
<th>WN</th>
<th>EnDi</th>
<th>DaD</th>
<th>Uniform</th>
<th>Random</th>
<th>Oracle</th>
<th>Oracle 1-2</th>
<th>Oracle 2-3</th>
<th>Oracle$_{prop}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>65.1</td>
<td>48.0</td>
<td>60.3</td>
<td>47.1</td>
<td>45.3</td>
<td>81.3</td>
<td>47.6</td>
<td>79.8</td>
<td>88.9</td>
</tr>
<tr>
<td>Recall</td>
<td>59.7</td>
<td>43.5</td>
<td>54.3</td>
<td>42.7</td>
<td>41.0</td>
<td>73.5</td>
<td>43.1</td>
<td>72.2</td>
<td>83.9</td>
</tr>
<tr>
<td>F1</td>
<td>62.3</td>
<td>45.6</td>
<td>57.3</td>
<td>44.6</td>
<td>43.0</td>
<td>77.2</td>
<td>45.3</td>
<td>75.8</td>
<td>86.3</td>
</tr>
</tbody>
</table>
Table 10
Evaluation of IMS with Oracle distribution when random senses are assigned to each word occurrences.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>noisy-T-O-M 100</td>
<td>51.7</td>
<td>48.8</td>
<td><strong>50.2</strong></td>
</tr>
<tr>
<td>noisy-T-O-M 200</td>
<td>51.1</td>
<td>48.4</td>
<td>49.7</td>
</tr>
<tr>
<td>noisy-T-O-M 500</td>
<td>49.0</td>
<td>46.4</td>
<td>47.6</td>
</tr>
</tbody>
</table>

Table 11
Performance comparison over SemEval-13 domain-specific datasets.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Backoff</th>
<th>T-O-MWiki</th>
<th>T-O-MUN</th>
<th>OMSTI</th>
<th>SemCor</th>
<th>MFS</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td></td>
</tr>
<tr>
<td>BIOLOGY</td>
<td>MFS</td>
<td>63.0</td>
<td>63.0</td>
<td>65.9</td>
<td><strong>65.9</strong></td>
<td>65.9</td>
<td>65.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>59.0</td>
<td>53.3</td>
<td>56.0</td>
<td>62.3</td>
<td>56.3</td>
<td><strong>59.2</strong></td>
</tr>
<tr>
<td>CLIMATE</td>
<td>MFS</td>
<td>68.1</td>
<td>68.1</td>
<td>68.1</td>
<td>63.4</td>
<td>63.4</td>
<td>63.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63.4</td>
<td>50.0</td>
<td><strong>55.9</strong></td>
<td>57.5</td>
<td>45.4</td>
<td>50.7</td>
</tr>
<tr>
<td>FINANCE</td>
<td>MFS</td>
<td>68.0</td>
<td>68.0</td>
<td><strong>68.0</strong></td>
<td>56.6</td>
<td>56.6</td>
<td>56.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>62.1</td>
<td>51.6</td>
<td><strong>56.4</strong></td>
<td>48.4</td>
<td>40.2</td>
<td>43.9</td>
</tr>
<tr>
<td>HEALTH CARE</td>
<td>MFS</td>
<td>65.2</td>
<td>65.2</td>
<td><strong>65.2</strong></td>
<td>60.1</td>
<td>60.1</td>
<td>60.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>61.3</td>
<td>55.1</td>
<td><strong>58.0</strong></td>
<td>55.6</td>
<td>50.0</td>
<td>52.6</td>
</tr>
<tr>
<td>POLITICS</td>
<td>MFS</td>
<td>65.2</td>
<td>65.2</td>
<td>65.2</td>
<td>66.3</td>
<td>66.3</td>
<td><strong>66.3</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>62.5</td>
<td>54.8</td>
<td>58.4</td>
<td>63.9</td>
<td>55.9</td>
<td><strong>59.6</strong></td>
</tr>
<tr>
<td>SOCIAL ISSUE</td>
<td>MFS</td>
<td>68.5</td>
<td>68.5</td>
<td><strong>68.5</strong></td>
<td>63.6</td>
<td>63.6</td>
<td>63.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63.1</td>
<td>53.0</td>
<td><strong>57.6</strong></td>
<td>57.2</td>
<td>47.9</td>
<td>52.1</td>
</tr>
<tr>
<td>SPORT</td>
<td>MFS</td>
<td>60.3</td>
<td>60.3</td>
<td>60.3</td>
<td>60.9</td>
<td>60.9</td>
<td><strong>60.9</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>58.3</td>
<td>54.6</td>
<td><strong>56.4</strong></td>
<td>58.1</td>
<td>53.3</td>
<td>55.5</td>
</tr>
</tbody>
</table>

Table 12
Performance comparison over the BIOMEDICINE and MATHS & COMPUTER domains in SemEval-15.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Backoff</th>
<th>T-O-MWiki</th>
<th>T-O-MUN</th>
<th>OMSTI</th>
<th>SemCor</th>
<th>MFS</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td></td>
</tr>
<tr>
<td>BIOMEDICINE</td>
<td>MFS</td>
<td>76.3</td>
<td>76.3</td>
<td><strong>76.3</strong></td>
<td>66.0</td>
<td>66.0</td>
<td>66.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>76.1</td>
<td>72.2</td>
<td><strong>74.1</strong></td>
<td>64.4</td>
<td>59.8</td>
<td>62.0</td>
</tr>
<tr>
<td>MATHS &amp; COMPUTER</td>
<td>MFS</td>
<td>50.0</td>
<td>50.0</td>
<td><strong>50.0</strong></td>
<td>48.0</td>
<td>48.0</td>
<td>48.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50.0</td>
<td>47.0</td>
<td><strong>48.5</strong></td>
<td>47.8</td>
<td>44.0</td>
<td>45.8</td>
</tr>
</tbody>
</table>

solely by knowing the sense distribution, it is possible for a classifier to achieve good performance. We therefore studied the performance of IMS when trained on noisy data (noisy-T-O-M), i.e., where random senses are assigned to occurrences of the target word, while following the Oracle distribution of senses (see Section 5). Table 10 shows that contexts do, indeed, matter and that merely mimicking the test set distribution of senses is not enough to build a well-performing classifier. This is further confirmed by the fact that, increasing the number of examples each synset can receive (from 100 to 500), leads to a performance drop. Intuitively this happens because more noise is added to the dataset and thus the classifier gets increasingly confused.

6.7. Domain-oriented WSD

To further inspect the ability of Train-O-Matic to enable disambiguation in different domains, we evaluated it on specific documents from the various gold standard datasets that could be clearly associated with a domain label. Specifically, we tested on 13 documents belonging to different domains from SemEval-13 and two documents belonging to two different domains from SemEval-15 and carried out two separate tests and evaluations of Train-O-Matic on each domain: one using the MFS backoff strategy from WordNet, and one not using it.

In Tables 11 and 12 we report the results separately for each domain of IMS trained on both T-O-MWiki and T-O-MUN so to measure the impact of each corpus, i.e., Wikipedia and the United Nations corpus, on each specific domain. As can

13 Namely, BIOLOGY, CLIMATE, FINANCE, HEALTH CARE, POLITICS, SOCIAL ISSUE and SPORT.

14 MATHS & COMPUTER and BIOMEDICINE.
Table 13
Performance comparison over SemEval-13 domain-specific datasets when EnDi and Dad are used to compute MFS (+MFS) and sense distribution (+SD).

<table>
<thead>
<tr>
<th>Domain</th>
<th>Backoff</th>
<th>T-O-M_{Dad}</th>
<th>T-O-M_{EnDi}</th>
<th>SemCor</th>
<th>WN MFS</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>Biology</td>
<td>+MFS</td>
<td>63.7</td>
<td>63.7</td>
<td>63.7</td>
<td>63.7</td>
<td>63.7</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>69.8</td>
<td>65.2</td>
<td>67.4</td>
<td>54.8</td>
<td>51.1</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>71.1</td>
<td>71.1</td>
<td>71.1</td>
<td>57.0</td>
<td>57.0</td>
</tr>
<tr>
<td>Climate</td>
<td>+MFS</td>
<td>66.0</td>
<td>66.0</td>
<td>66.0</td>
<td>65.5</td>
<td>65.5</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>64.5</td>
<td>56.2</td>
<td>60.1</td>
<td>52.7</td>
<td>45.9</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>66.5</td>
<td>66.5</td>
<td>66.5</td>
<td>55.7</td>
<td>55.7</td>
</tr>
<tr>
<td>Finance</td>
<td>+MFS</td>
<td>58.9</td>
<td>58.9</td>
<td>58.9</td>
<td>58.9</td>
<td>58.9</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>62.0</td>
<td>58.0</td>
<td>59.9</td>
<td>52.2</td>
<td>48.9</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>63.9</td>
<td>63.9</td>
<td>63.9</td>
<td>54.8</td>
<td>54.8</td>
</tr>
<tr>
<td>Health Care</td>
<td>+MFS</td>
<td>58.0</td>
<td>58.0</td>
<td>58.0</td>
<td>58.7</td>
<td>58.7</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>66.4</td>
<td>60.1</td>
<td>63.1</td>
<td>50.4</td>
<td>45.7</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>68.1</td>
<td>68.1</td>
<td>68.1</td>
<td>54.3</td>
<td>54.3</td>
</tr>
<tr>
<td>Politics</td>
<td>+MFS</td>
<td>72.4</td>
<td>72.4</td>
<td>72.4</td>
<td>71.3</td>
<td>71.3</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>70.2</td>
<td>65.9</td>
<td>68.0</td>
<td>59.9</td>
<td>55.9</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>72.0</td>
<td>72.0</td>
<td>72.0</td>
<td>60.9</td>
<td>60.9</td>
</tr>
<tr>
<td>Social Issue</td>
<td>+MFS</td>
<td>67.6</td>
<td>67.6</td>
<td>67.6</td>
<td>67.9</td>
<td>67.9</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>72.2</td>
<td>63.9</td>
<td>67.8</td>
<td>59.5</td>
<td>52.7</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>73.9</td>
<td>73.9</td>
<td>73.9</td>
<td>63.0</td>
<td>63.0</td>
</tr>
<tr>
<td>Sport</td>
<td>+MFS</td>
<td>55.5</td>
<td>55.5</td>
<td>55.5</td>
<td>55.5</td>
<td>55.5</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>53.4</td>
<td>50.6</td>
<td>51.9</td>
<td>46.3</td>
<td>43.9</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>53.6</td>
<td>53.6</td>
<td>53.6</td>
<td>47.0</td>
<td>47.0</td>
</tr>
</tbody>
</table>

Table 14
Performance comparison over the Biomedicine and Maths & Computer domains in SemEval-15 when DaD and EnDi are used to predict the sense distribution of the test set.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Mode</th>
<th>T-O-M_{Dad}</th>
<th>T-O-M_{EnDi}</th>
<th>SemCor</th>
<th>WN MFS</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>Biomedicine</td>
<td>+MFS</td>
<td>68.0</td>
<td>68.0</td>
<td>68.0</td>
<td>68.0</td>
<td>68.0</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>75.0</td>
<td>71.1</td>
<td>71.0</td>
<td>48.9</td>
<td>45.4</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>75.3</td>
<td>75.3</td>
<td>75.3</td>
<td>51.5</td>
<td>51.5</td>
</tr>
<tr>
<td>Maths &amp; Computer</td>
<td>+MFS</td>
<td>51.0</td>
<td>51.0</td>
<td>51.0</td>
<td>50.3</td>
<td>50.3</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>62.1</td>
<td>59.0</td>
<td>60.5</td>
<td>40.9</td>
<td>38.0</td>
</tr>
<tr>
<td></td>
<td>+MFS+SD</td>
<td>62.0</td>
<td>62.0</td>
<td>62.0</td>
<td>41.4</td>
<td>41.4</td>
</tr>
</tbody>
</table>

be seen from Table 11, T-O-M_{Wijk} systematically attains higher scores than OMSTI (except for the biology domain), and, in most cases, attains higher scores than MFS when the backoff is used, with a systematic increase over OMSTI on both recall and F1 when the backoff strategy is disabled. This demonstrates the usefulness of the corpora annotated by Train-O-Matic not only on open text, but also on specific domains. We note that T-O-M_{Wij} obtains the best results in the Politics domain, which is the closest domain to the UN corpus from which its training sentences are obtained. In Table 12 we can observe a similar behaviour with Train-O-Matic attaining the highest performance across the board.

We now compare the results attained by IMS trained on Train-O-Matic_{Wijk} when standard WordNet MFS and sense distribution were used (see Tables 11 and 12), against those in Tables 13 and 14 where IMS is trained on the following three different datasets:

1. **+MFS**: We used Vanilla T-O-M to build the training corpus and set the MFS learnt by DaD or EnDi as backoff strategy.
2. **+SD**: We used the learnt sense distribution to order the word senses and decide the amount of training examples to assign to each one (see Section 4.3).
3. **+MFS+SD**: We used both: the learnt MFS as backoff strategy and the learnt sense distribution to shape the training set.

Results in Tables 13 and 14, not only demonstrate that just recomputing the MFS according to the text we want to disambiguate is an effective strategy, but also that it is possible to automatically adapt the training data to the target document we are about to disambiguate. In fact, just by shaping the training data with the learned distribution (+SD) of DaD, IMS gains from 3.5 to 10.2 points in F1 (Table 13) when compared to IMS trained on T-O-M, without MFS (see Table 11, second row of each domain). This is the case for all the domains except Spoor, which is the only domain where Train-O-Matic fails to improve the IMS performance, registering a loss of almost 5 points. Similarly, on the SemEval-15
Table 15
Kullback-Leibler divergence between the distribution induced by EnDi and DaD and the Oracle distribution computed on each domain.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Domain</th>
<th>EnDi</th>
<th>DaD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SemEval-13</td>
<td>BIOLOGY</td>
<td>0.173</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td>CLIMATE</td>
<td>0.153</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>FINANCE</td>
<td>0.166</td>
<td>0.157</td>
</tr>
<tr>
<td></td>
<td>HEALTH CARE</td>
<td>0.116</td>
<td>0.141</td>
</tr>
<tr>
<td></td>
<td>POLITICS</td>
<td>0.155</td>
<td>0.114</td>
</tr>
<tr>
<td></td>
<td>SOCIAL ISSUE</td>
<td>0.170</td>
<td>0.124</td>
</tr>
<tr>
<td></td>
<td>SPORT</td>
<td>0.213</td>
<td>0.177</td>
</tr>
<tr>
<td>SemEval-15</td>
<td>BIOMEDICINE</td>
<td>0.155</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>MATHS &amp; COMPUTER</td>
<td>0.169</td>
<td>0.142</td>
</tr>
</tbody>
</table>

(Table 14), IMS trained on Train-O-Matic +SD attains 10.5 higher results on the MATHS & COMPUTER domain at the small cost of 1.0 F1 points less on the BIOMEDICINE domain (Table 12, first row). Even better results are achieved when we couple the learned sense distribution and the learned most frequent sense (+MFS+SD). In this configuration IMS trained on Train-O-Matic +MFS+SD achieves better scores (2.9-8.1 points more in Table 13) on BIOLOGY, HEALTH CARE, POLITICS, SOCIAL ISSUE and BIOMEDICINE domains, than when WordNet MFS and sense distribution are used (see Tables 11 and 12 first row of each domain), while performing between 1 and 6.7 F1 points worse on the 3 remaining domains. We also note that SPORT is the only domain where following the sense distribution learned by DaD leads to a significant decrease in performance (6.7 points). We further investigated this case and we noticed that the most missclassified word is game. This happened for two reasons: 1) The domain distribution built by DaD in its first phase is skewed towards SPORT, which received the highest probability (0.19), and PHILOSOPHY and PSYCHOLOGY with a probability of 0.18. Thus there is no clear domain for the document and as a consequence synsets close to both domains will receive similar probabilities; 2) the sport sense of game in BabelNet is not associated with the SPORT domain, and therefore it did not benefit from the direct connection with the domain during the domain propagation step of DaD (see Section 4.2). As a consequence, it does not result as one of the most frequent senses of game in the document, even if it is! We also note that, when compared against IMS trained on SemCor, Train-O-Matic coupled with both the learnt MFS and distribution is able to beat it by 0.2 to 7.1 points on all domains except two (CLIMATE and SPORT).

A similar behaviour is observed in Table 14 where Train-O-Matic +MFS +SD always beats IMS trained on SemCor and outperforms IMS when WordNet MFS is used on both domains.

**EnDi and DaD Intrinsic Evaluation.** To further investigate the impact of EnDi and DaD on the domain-specific performance of IMS, we now measure the Kullback-Leibler divergence (KLD) between their induced distributions and the Oracle distribution which we extract from each test set separately, as explained in Section 5. KLD computes the logarithmic difference between two probability distributions $P$ and $Q$ as follows:

$$D_{KL} = - \sum_{x \in X} P(x) \log \left( \frac{Q(x)}{P(x)} \right)$$

(15)

$D_{KL} = 0$ indicates perfect match between the two distributions. Since the KL divergence considers the probabilities of each distribution component, we have to make sure that the Oracle distribution takes into account all the possible meanings of a word and not only those appearing in the test set. Hence, to this end, whenever it happens that some meanings are missing from the Oracle distribution, we add their components with an associated probability of 0. We then compute the final Oracle distribution for a given word by adding a small smoothing factor to each score and normalising the values by their sum. For example, if the word bank, only appears in its financial institution meaning (i.e., bank$^2$) within the test set under analysis, we assign it a probability of 1 while assigning 0 to all the other meanings. Then, by applying the smoothing with a small value $\lambda = 10^{-3}$ we end up with a distribution where most of the mass is concentrated on bank$^2$ and the rest is spread across the other components. EnDi and DaD, instead, are designed to take into account all the possible word synsets contained by the sense inventory.

In Table 15 we report the divergence values of DaD and EnDi in comparison to the Oracle distribution. DaD always attains a lower KLD than EnDi compared to the Oracle distribution across all the domains except Health and Medicine, hence confirming the empirical results reported in the previous sections. In Fig. 3 (top) we show the distributions computed by Oracle, DaD and EnDi on the noun world$^4$ in the CLIMATE domain. As one can see, DaD produces a distribution that is more similar to the gold one than the distribution induced by EnDi, and correctly identifies the planet meaning of world as the most likely one. In fact, DaD benefits from the association between world$^4$ and the domain PHYSICS AND ASTRONOMY in BabelNet, which is highly correlated with the domain CLIMATE. EnDi, instead, fails to predict the two most frequent senses for world$^4$, attributing highest scores to world$^2$ (People in general) and world$^5$ (People in general considered as a whole). A similar case is shown in Fig. 3 (bottom), where the distribution of treasury$^{3}$ senses is correctly induced by DaD.
thanks to the direct link between the domain of Finance and treasury^5 (the federal department that collects revenue and administers federal finances) and the higher number of connections between treasury^6 and the other nodes of the graph. EnDi, in contrast, skews the distribution towards the wrong meaning, i.e., treasury^3 (Negotiable debt obligations [...] ) which, while being related to the Finance domain, is not the correct one.

In summary, the extrinsic domain-specific evaluation confirmed the intuition that WSD is more effective when domain information is provided. Specifically, DaD proved to be particularly effective, leading IMS to results that are better than those attained when manually-annotated data are used to induce the distributions. Moreover, it showed itself to be capable of inducing sense probabilities that are similar, to some extent, to those extracted by Oracle. While we note that there might be many different ways to provide distributional and domain information, we prove that, balancing the training set according to the learned distribution of word senses, which in DaD depends directly on the domain distribution of the document, is an effective way of providing domain information to the classifier and increasing performance by several F1 points without any human intervention.

7. Scaling up to multiple languages

Experimental Setup. In this Section we investigate the ability of Train-O-Matic to scale to other languages supported by BabelNet, such as Italian, Spanish, German and French, for which training data for WSD is not available.

Thanks to BabelNet, in fact, Train-O-Matic, as well as DaD and EnDi, can be used to generate sense-annotated data and sense distributions for any language supported by the knowledge base. So, in order to build new training datasets for the 4 languages, we ran Train-O-Matic on their corresponding versions of Wikipedia, then we tuned the two parameters K and z
on an in-house development dataset.\textsuperscript{15} In contrast to the English setting, in order to calculate Formula (14) we sorted the senses of each word according to BabelNet ordering, or by using one of the distributions learnt by EnDi or DaD. Finally, we used the output data to train IMS.

\textbf{Results.} To perform our evaluation we chose both the multilingual SemEval tasks from past years (SemEval-2013 task 12 and SemEval-2015 task 13), which include gold data for Italian, Spanish, French and German. As can be seen from Table 16, Train-O-Matic enabled IMS to perform better than the best participating system \cite{42, SUDOKU} in all three settings (All domains, MATHS & COMPUTER and BIOMEDICINE). Its performance was, in fact, 1 to 3 points higher, with a 6-point peak on MATHS & COMPUTER in Spanish and on BIOMEDICINE in Italian. This demonstrates the ability of Train-O-Matic to enable supervised WSD systems to surpass state-of-the-art knowledge-based WSD approaches in different languages where manually-annotated data are not available and without relying on manually curated data for training. In Table 17 we show results in all the languages of SemEval-13 and SemEval-15 achieved by IMS trained on vanilla Train-O-Matic and when our MFS is used as backoff strategy. As can be seen our MFS is also beneficial in multilingual settings where no manual MFS is available. While it always improves results over the vanilla Train-O-Matic, we note that the learnt MFS also enabled IMS to surpass the state of the art on those datasets where vanilla T-O-M tended to perform worse than the comparing system; namely the Spanish part of SemEval-15 and the French part of SemEval-13.

8. Related work

8.1. Word Sense Disambiguation

There are two mainstream approaches to Word Sense Disambiguation: supervised and knowledge-based approaches. Both suffer in different ways from the so-called knowledge acquisition bottleneck, that is, the difficulty in obtaining an adequate amount of lexical-semantic data: for training in the case of supervised systems, and for enriching semantic networks in the case of knowledge-based ones \cite{13, 1}.

State-of-the-art supervised systems include Support Vector Machines, such as IMS \cite{9} and, more recently, LSTM neural networks with attention and multitask learning \cite{12}, as well as LSTMs paired with nearest neighbours classification \cite{43, 11}. Yuan et al. \cite{11} also integrates a label propagation algorithm in order to enrich the sense annotated dataset. The main difference from our approach lies in its need for a manually annotated dataset to start the label propagation algorithm. Such datasets are usually unavailable for languages other than English, whereas Train-O-Matic is fully automatic. An evaluation against Yuan et al. \cite{11} system would have been interesting, but neither the proprietary training data nor the code are available at the time of writing. Other interesting approaches which also aim at augmenting the information available in the network are the one introduced by Luo et al. \cite{44} and Kumar et al. \cite{45}. Differently from the work of Yuan et al. \cite{11}, they leverage the synsets’ glosses contained in a knowledge base to provide additional information to the network for

\textsuperscript{15} We set $K = 100$ and $z = 2.3$ for Spanish and $K = 100$ and $z = 2.5$ for Italian, $k = 100$ and $z = 2.0$ for German and $k = 100$ and $z = 2.3$ for French.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Language</th>
<th>Method</th>
<th>Best System</th>
<th>T-O-M F1</th>
<th>T-O-M P</th>
<th>T-O-M R</th>
<th>T-O-M F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SemEval-13</td>
<td>Italian</td>
<td>Vanilla</td>
<td>65.8</td>
<td>69.6</td>
<td>65.7</td>
<td>67.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{EnDi}</td>
<td>65.8</td>
<td>71.0</td>
<td>71.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{DaD}</td>
<td>65.8</td>
<td>70.9</td>
<td>70.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>Vanilla</td>
<td>71.0</td>
<td>68.0</td>
<td>65.6</td>
<td>66.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{EnDi}</td>
<td>71.0</td>
<td>69.0</td>
<td>69.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{DaD}</td>
<td>71.0</td>
<td>68.6</td>
<td>68.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>Vanilla</td>
<td>60.5</td>
<td>61.1</td>
<td>59.9</td>
<td>60.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{EnDi}</td>
<td>60.5</td>
<td>61.4</td>
<td>61.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{DaD}</td>
<td>60.5</td>
<td>61.1</td>
<td>61.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>Vanilla</td>
<td>62.1</td>
<td>65.9</td>
<td>60.8</td>
<td>63.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{EnDi}</td>
<td>62.1</td>
<td>67.5</td>
<td>67.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{DaD}</td>
<td>62.1</td>
<td>67.2</td>
<td>67.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SemEval-15</td>
<td>Italian</td>
<td>Vanilla</td>
<td>56.6</td>
<td>65.1</td>
<td>55.6</td>
<td>59.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{EnDi}</td>
<td>56.6</td>
<td>65.9</td>
<td>65.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{DaD}</td>
<td>56.6</td>
<td>64.7</td>
<td>64.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>Vanilla</td>
<td>56.6</td>
<td>61.3</td>
<td>54.8</td>
<td>57.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{EnDi}</td>
<td>56.3</td>
<td>62.6</td>
<td>62.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*MFS\textsubscript{DaD}</td>
<td>56.3</td>
<td>61.0</td>
<td>61.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
disambiguating the input sentence. In order to generalize effectively, these supervised systems require large numbers of training instances annotated with senses for each target word occurrence. Overall, this amounts to millions of training examples for each language of interest, a number that is not within reach for any language. In fact, no supervised system has been submitted in major multilingual WSD competitions for languages other than English [32,33]. To get rid of these limitations and to aid knowledge-based models to perform in the same ballpark of supervised approaches, Maru et al. [6] introduced SyntagNet,10 a resource of semantic collocations which, when integrated in a knowledge base, proved to be effective in increasing the performance of a knowledge-based model such as UKB [4] by several points. Other approaches, instead, focused on automatically creating sense-tagged corpora, hence enabling supervised models to perform multilingual WSD. Raganato et al. [41] developed 7 heuristics to grow the number of hyperlinks in Wikipedia pages. Otegi et al. [46] applied a different disambiguation pipeline for each language to parallel text in EuroParl [47] and QTLearn [48], in order to enrich them with semantic annotations. Taghipour and Ng [35], the word closest to ours, exploits the alignment from English to Chinese sentences of the United Nations Parallel Corpus [27], in order to reduce the ambiguity of English words. Another approach that is similar to ours is the one proposed by Scarlli et al. [49, OneSeC]. This latter exploits the Wikipedia Categories and the Wikipedia pages in order to generate annotated instances for the nominal tokens of a language lexicon in potentially all the languages supported by both BabelNet and Wikipedia.

Train-O-Matic stands out from the aforementioned approaches inasmuch, in contrast to OMSTL, it is fully automatic and can be applied to any kind of corpus (and language) depending on the specific need, whereas, in contrast to OneSeC, it is more flexible as it does not rely on any kind of structure of the input corpus.

Earlier attempts at the automatic extraction of training samples were made by Agirre and de Lacalle [50] and Fernández et al. [51]. Both exploited the monosemous relatives method [52] in order to retrieve sentences from the Web which contained a given monosemous noun or a relative monosemous word (e.g., a synonym, a hypernym, etc.). As can be seen in [51] this approach can lead to the retrieval of very accurate examples, but its main drawback lies in the number of senses covered. In fact, for all those synsets that do not have any monosemous relative, the system is unable to retrieve examples, thus heavily affecting the performance in terms of recall and F1.

Knowledge-based WSD, instead, bypasses the heavy requirement of sense-annotated corpora by applying algorithms that exploit a general-purpose semantic network, such as WordNet, which encodes the relational information that interconnects synsets via different kinds of relation. Approaches include variants of Personalised PageRank [4] and densest subgraph approximation algorithms [5] which, thanks to the availability of multilingual resources such as BabelNet, can easily be extended to perform WSD in arbitrary languages. Other approaches to knowledge-based WSD exploit the definitional knowledge contained in a dictionary. The Lesk algorithm [53] and its variants [54–56] aim at determining the correct sense of a word by comparing each word-sense definition with the context in which the target word appears. The limit of knowledge-based WSD, however, lies in the absence of mechanisms that can take into account the very local context of a target word occurrence, including non-content words such as prepositions and articles.

8.2. Word Sense Distribution Learning

While Word Sense Disambiguation has been a very active field in recent years, Word Sense Distribution Learning has not received the same degree of attention, even if it can provide a very useful piece of information [25] that WSD can exploit to perform better. Indeed, [57] proved that word senses follow a very skewed distribution and Agirre and Martinez [58] and Postma et al. [14] showed how much better WSD systems perform when they exploit this type of information. The first works in this direction aimed at finding the predominant sense of a word by leveraging a thesaurus [59] and WordNet similarity measures [60], Chan and Ng [61] and Chan and Ng [62] followed by introducing two algorithms to rank WordNet synsets. They exploited an Expectation Maximization algorithm to estimate the prior of each class (i.e. word senses) and the marginalization of the confusion matrix of the word senses. More recently, Bennett et al. [25] presented an optimised version of HDP-WSI [63] – a topic modelling based approach for word sense distribution learning – to induce the distribution of word senses, while in [17] we introduced two unsupervised approaches for learning word sense distributions. Our work differs from those above as it is, to the best of our knowledge, the first attempt to exploit sense distribution learning methods applied to the set of documents we are interested in disambiguating in order to shape the training set. The methods we proposed proved to work well across all datasets and languages hence paving the way to future research on domain-driven, supervised and multilingual Word Sense Disambiguation.

9. Conclusion

In this paper we first introduced a novel semi-supervised technique to automatically create a sense annotated corpus, and then presented a method to shape the automatically generated training set to reflect the sense distribution in a given document, or collection of documents, that we want to disambiguate.

Moreover, we subsequently showed that this same approach can be applied to any language supported by BabelNet (currently 284 languages). To the best of our knowledge, ours is the first attempt to 1) enable supervised WSD systems on

10 http://syntag.net.org.
multiple languages, 2) adapt the training set to better reflect the sense distribution of a target document, and 3) make the pipeline to train a supervised WSD system completely human-free.

Our experiments proved that it is possible to boost multilingual WSD performance by exploiting just the learned sense distribution and, moreover, that it is possible to automatically adapt the training set to any domain-specific document without any human intervention. Results, indeed, showed that our approach is able to effectively scale over different domains and different languages. This is accomplished by looking only at the text that we wish to disambiguate, and adapting the training set of the WSD system using the learned word senses distribution.

As future work we aim at using new resources such as SyntagNet [6] and VerbAtlas [64] to integrate the additional knowledge coming from words collocations and verb frames into Train-O-Matic hence refining the quality of the generated training set, adding new sentences for words and senses that are still not covered, i.e., those with other POS tags such as verbs adjectives and adverbs.

All the training corpora and the sense distributions for English, Italian, Spanish, German and French are made available to the community at http://trainomatic.org.
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