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Chapter 1 Avrchitectures of Class-AB OTAS

Introduction

The research | carried out as a candidate for the Research Doctorate in Electronic Engineering
(PhD) at the University of Rome “La Sapienza” has been focused on the “Topologies and design
methodologies for high precision analog processing blocks in short-channel technologies™ .

With the explosive growth of battery-powered portable devices, power reduction in integrated
circuits has become a major problem. In many of these portable systems the signal is processed in
the digital domain by limiting the role of the analog part to interface circuits between analogous
physical quantities and digital processing.

Having analog circuits operating at the same voltage as the digital ones means that | can integrate
on the same chip front-end and digital processing functions without the need for additional interface
circuits, reducing the overall cost of the system. Another reason that pushes to low supply voltages
is given by technological considerations, for sub micrometric channel lengths the thickness of gate
oxide becomes so slim that it has been forced to reduce the supply voltage to avoid effects like
breakdown of the oxide of gate. With the reduction of the supply voltage there is a consequent
reduction in the dynamic of the input signal. To maintain the same dynamic range with a lower
power supply voltage, the thermal noise in the circuit must also be proportionally reduced.
Therefore capacitors used in the circuit must be increased to lower the KT/C noise. Therefore, for
operational amplifiers that have the task of driving larger loads and for high resolution applications,
doing it becomes even more difficult. There is, however, a compromise between noise and energy
consumption. Because of this strong compromise, under certain conditions, energy consumption
will actually increase in proportion to the decrease in power supply [1].

Another aspect that poses a significant problem to the reduction of consumption is the fact that
battery technology is currently progressing at a much slower pace than that of electronic circuits.
Nowadays, many electronic systems work with the power supplied by batteries alone, in some cases
this problem is the most critical feature of the device, just think of networks of wireless sensors or
implantable devices in the human body.

There are also many switched-capacitor applications that require fast signal transitions and certain
performance in given times. If I use a class A amplifier it would always be on even in the times
when it is not necessary, which leads to considerable consumption. In this context, a possible
solution can be represented by class AB transconductance amplifiers (OTA), which have the
advantage of consuming a small current in quiescent condition and providing a large peak current
when a large signal is applied. This peculiarity can be exploited to achieve fast settling times with
low average power consumption. In many applications, such as active filters, Sample and Hold
Amplifiers (SHA), pipeline ADCs, the use of fully differential amplifiers is required to exploit the
advantages offered by differential signals, such as doubled dynamic range compared with that
provided by a given voltage generator, low sensitivity to common mode disturbances and even
order harmonics suppression. Various ways of achieving class AB OTAs are proposed in the
literature. In all fully differential type implementations, there is a need for auxiliary circuits for
controlling common mode output voltage (CMFB). These additional circuits introduce into the
project additional constraints and static power consumption compared to the basic topologies of
class AB amplifiers.

This line of research has driven me to focus on two main topics, closely related to the
aforementioned issues:
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» Low-voltage and Very-low-voltage design of Class AB OTAs blocks for S/H;
» Study of a behavioral modeling of Class AB OTAs;

This work is divided into five chapters.

Chapter 1 is an introduction to the state of the art of Class-AB OTAs. From the assessment of the
state of the art there will emerge various ways to realize class-AB "OTAs" but only those that
comply with certain constraints will be taken into consideration. The topologies chosen and on
which the studies will be conducted will be those that will show the best performance in terms of
power consumption, and that are implemented in according to the symmetrical current mirror
OTAs.

Chapter 2 is an introduction to figures of merit (FOMs) that will be used to characterize OTAs from
a performance point of view. Also in chapter 2 the study and comparison of four topologies
emerged from the state of the art evaluation will be conducted. These topologies will be compared
from the point of view of consumption and performance of both small and large signal using the
FOMs. From the comparison the one will be selected that has the best performances from the point
of view of power consumption, bandwidth and large signal behavior. This topology that is preferred
over the other choices will be shown to have a performance limit linked to the low value of the
CMRR.

Chapter 3 regards the improvement of the performance of the topology chosen to make it the most
performing of the state of the art. Three possible methods will be proposed to increase the CMRR of
the structure with little impact on consumption but without altering the low signal performance. The
first two will be based on open loop techniques while the latter on a closed loop technique.

Chapter 4 regards the design of other topologies with the aim of improving their performance.

Chapter 5 regards behavioral modeling of a class AB OTA. Given that there are no guidelines in the
literature on how to design class AB OTAs, a model will be proposed in this chapter, in its alpha
phase, with the intent to understand how some parameters are linked to the settling time in similar
way as to how is done for class A amplifier.
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Chapter 1
Class AB architectures of Operational

transconductance amplifiers

This chapter discusses some topologies chosen from the literature because they are considered
useful in order to provide basic knowledge that is essential for the development of this thesis.

In literature there are various ways to make class AB stages. A first possibility is represented by a
differential input stage operating in class A with the output stage in class AB.

Another possibility is represented by topologies that enhance the slew rate. These topologies work
in class A and, when certain limits are exceeded, they give an extra boost in terms of current to
allow fast switching overcoming the slew rate limit.

Another possibility is represented by stages completely in class AB. To realize these structures an
input transconductor in class AB is needed. Can be exploited the nonlinear current mirrors
(NLCMs) or local common mode feedback (LCMFB) to have the nonlinear link between input
voltage and gain.

From the literature three possible ways have emerged to realize the input transconductor:

1-With cross-coupled pair (Castello [2]) and its variants.

2-With a differential pair in which the tail current generator is variable (Klinkee [3], Degruwe [4],
Ramirez FVF [5], Baswa WTA [6])

3- The third way | call it "buffered™" because it uses a buffer to apply a signal opposite the gate to
the source (Peluso [7], Baswa [8]).

Once chosen how to make the input transconductor, there are several ways to complete the OTA.

I can complete it by doing a symmetrical OTA where the lower part is made up of constant current
sources or variable current sources (see Fig.2.1).

I can complete it either by making a two-stage OTA (Local CMFB, Non Linear Current Mirror), or
a folded-cascode.

The class AB stage can greatly improve the speed and dissipation trade off in analog circuits,
especially those made with the SC (switched capacitor) technique.

As seen above there are various ways of achieving class AB OTAs, and in this chapter I illustrate
and examine it from the point of view of the operating principle. First, however, | will illustrate the
operation of some nonlinear current mirrors (NLCM) needed in some topologies to increase the
output current in nonlinear manner than the one that would provide a simple mirror.
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1 Not Linear Current Mirror (NLCM) [9]

A fundamental element, which is used by different authors, to obtain a class-AB behavior of the
input transconductor consists of a non-linear current mirror (NLCM). The most common ways to do
a NLCM are represented in "Fig.1.1" also because given their topology they are better suited for use
in low voltage applications. In this section will be conducted the study of NLCM proposed in
"Fig.1.1"

i
Y fin  tou] lin  tou]
R T . S L
(a) (b) ©

Fig.1. 1: (a) First nonlinear current mirror proposal, (b) second nonlinear current mirror proposal, (c) third proposed current
mirror not linear

1.1 Not Linear Current Mirror based on Flipped Voltage Follower Current Source (FVFCS)

Current mirrors can be implemented using the scheme called FVF current sensor (FVFCS) [10],
[11]. Considering node X in Fig.1.1(a) as the current detection node of input and that all transistors
work in the saturation region. Because of the feedback, the impedance at node X is very low and in
this way the current flowing through this node does not substantially change the voltage to node X,
which is therefore able to absorb large input current variations and FVF translates them into
compression voltage variations at the output node Y. This voltage can be used to generate scaled
upstream input replicas via the Mg transistor.

30+ S0
.. HO0F ! ; 400 |-
l;: gl o
2 30 5 fool
3 20 T 200
oy
i 104}
o . . . Iy L il
A0 -30 20 -Jg 0 [0 20 30 40 A0 -30 20 -y O 0 20 30 40
Iy (ud) !ip (A}
(a) (b)

Fig.1. 2: FVFCS, (a) continuous response of the circuit of Fig.1.1 (a), (b) continuous response of the same circuit when M7 is
biased near the linear region

Fig.1.2(a) shows the dc response of the circuit of Fig.1.1(a), the output and input currents are linked
by the expression loyt = Iy + Ig. The continuous DC current can be easily removed from the output
node using circuits that mirror the currents if this is needed in specific applications. A special
condition of FVFCS occurs when transistor M, is biased near the linear region and Mg is

4
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maintained in the saturation region. In this case, the output current may increase more than the input
current Fig.1.2 (b). When a MOS operates in triode region the current-voltage link is given by:
Ip = K(Vgs — V) * Vs (1.1)
where the quadratic term has been neglected on the hypothesis that VDS is small. When the
transistor operates in strong inversion and saturation, the drain current is about
Ip = g(Vas — Vrp)? - (1 + AWpy) (1.2)
where A is the modulation parameter.
Using the formulas (1.1) and (1.2), the current through Mg, neglecting the modulation effect of the
channel length, is given by
Kg ( Ii+Ig \?
Iy =7 (20 (1.3)
where Vpsy is set to

/21
Vbs7 = Vp — K_j) —Vry (1-4)

therefore achieving a nonlinear relationship between I, and Is.

1.2 Not Linear Current Mirror based on FVF

In the schematic of Fig.1.1(b), the current mirror is implemented using a classical FVF where the
input transistor My is biased near the ohmic region [12]. In quiescent condition, the current I;,
(generated by the input differential transconductor) is very low and is given by Ig. In this situation,
the M; and My transistors operate in saturation but near the boundary with the triode region, with
Vps slightly higher than Vpssi, and the overall strength of the active load is small. However, if Iy
increases, this causes an increase in the gate-source voltage of My, that decreases the drain-source
voltage of transistor My, then drives it to the ohmic region. Thus, the input resistance increases, and
the My transistor follows (1.1) and has a large variation in the gate-source voltage. This increases
the output current of the active load transistor Mg as long as it remains in the saturation region (1.2)
with the same behavior as that shown in Fig.1.2 (b). This output current, neglecting the channel
length modulation, is given by

Ks{ Iin \*
18 = ?8 (m) (15)
where Vps;y is given by

2lin
Vps7 =V — /K_m —Vry (1-6)

Note that Vps7 is now dependent on Ijy. If Iy increases, Vps; decreases and current Ig can be larger
for OTA than previous (a) case with the same I.

1.3 Not Linear Current Source based on degeneration resistors of sorce

The third non linear current mirror scheme is shown in Fig.1.1(c). It is a topology that is based on
current mirrors with source degeneration used to delete offsets in amplifiers [13]. In these
applications, the transistors only operate in the ohmic region, thus carring out a voltage-controlled
linear resistance. However, in this case, the degeneration transistor is introduced into the saturation
region for large input currents. Hence, we get a strongly nonlinear equivalent resistor that produces
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a large increase in the output current. When | have to eliminate the offset, | have the resistance
under both transistors.

The difference from the previous current mirrors of Fig.1.1(a) and (b) is the transistor M7 which is
biased in the ohmic region with a constant gate voltage but near the limit of the saturation region,
and My is in the saturation region.

Since Vgs7 IS constant, when the drain current Iy of M; increases, M; enters in saturation and
develops a large drain-source saturation voltage. This causes a large increase in the gate-source
voltage of Mg given by

Vess = Vps7 + Vasio (1.7)

Which brings a large increase in output current similar to that of Fig.1.2(b). The current through Mg

2

Zlm 21m _i
[\j K10 17K7(Vb Vru)? 17] (1.8)

where A7#0 e Vg> V1n.
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1.2 Castello and Gray [6]
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Fig.1. 3: A simplified schematic of the class AB amplifier used by Castello R.

The first examined topology, shown in Fig.1.3, bases its operating principle on a double
transconductor (cross-coupled pair) input stage and I will call it “topology by Castello”. This
topology implements a class AB amplifier used in filter or switched capacitor circuits. If a
differential input signal equal to zero is applied, the two matched current sources Ig uniquely define
the circuit quiescent current level. For simplicity it is assumed that the four NMOS input devices
are identical, and the same is true for the four PMOS devices, then I,= I, = Ig. Furthermore, since all
current mirrors have a gain equal to 1, the quiescent current in the output branches is also equal to
Ig. It follows, therefore, that the quiescent power consumption in the circuit is precisely controlled
by the two matched current sources in the input stage.

Applying a large positive differential input signal, the current I; goes to zero and half of the devices
in the circuit become cut off and have not been shown on Fig.1.4. Current I,, on the other hand,
increases to a peak value which, in principle, is only limited by the value of the input voltage
applied. The same current is mirrored to the outputs and can quickly charge and discharge the load
capacitance.

Although in the above consideration it was assumed that the peak value for current I, in the class
AB circuit of Fig.1.4 is only a function of the applied input voltage, in practice another limiting
factor is the total supply voltage. In fact as the current level increases, the sum of the voltage drops
across devices M;, M4, Mg, and M3 in Fig.1.4 also increases, until it is equal to the total supply
voltage. At this point, some of the devices (M,,M, or both) enter the linear region of operation, and
the current level becomes practically constant independently on the value of the input voltage. This

7
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problem becomes more and more severe as the supply voltage is reduced, and represents the
limiting factor to the maximum achievable peak current for a total supply voltage. The achievable
value for the peak current is also strongly dependent on the value of the input common-mode
voltage V¢mi. An optimum choice of the value of V. is important in order to obtain the best
possible performance in the opamp. In fact, increasing V¢mi by one n-channel threshold voltage
above the middle-point between the two supplies, as allowed by the fully differential configuration,

gives more than a threefold increase on the achievable peak current level.
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Fig.1. 4: Simplified schematic of the circuit by Peluso for large differential input (cut off devices not shown)

By utilizing a class AB configuration, a saving on the quiescent power dissipation for a given speed
can therefore be achieved. Furthermore, the low quiescent current level on the output devices
improves the voltage swing, and gives a larger dc gain. The class AB structure, however, has also
some disadvantages. In particular it tends to be more complicated, and makes the problem of
designing the CMFB circuit more difficult.

A single-stage configuration is particularly suitable for class AB operation. Also it has good power-
supply rejection at high frequencies (beyond the dominant pole) and gives no high-frequency
second-stage noise contribution, an effect which can greatly reduce the dynamic range of a sampled
data system due to aliasing effects. Furthermore, in a single stage opamp the load capacitance is
enough to guarantee stable closed-loop response, so that no extra compensation is required. The
main drawback of the single-stage topology, particularly for low-voltage applications, is the
reduced output swing due to the cascade devices. In order to take full advantage of the class AB
structure the amplifier must be able to deliver all of the peak input current to the load, without
unacceptably compromising the output voltage swing. This requires use of a novel biasing scheme
for the cascode devices.



Chapter 1 Avrchitectures of Class-AB OTAS

1.3 Sen and Leung [15]
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Fig.1. 5: Input stages CMOS (a) e BiCMOS (b)

A single-ended version of the topology by Castello was proposed in 1996 by S.Sen and Leung and
it is shown in Fig.1.5. In addition to considering the single-ended version, S.Sen et al. propose the
benefits that can be obtained by making the cross-coupled pair in BICMOS technology.

Taking Fig.1.5(a) into consideration, in the absence of differential input signal, the voltage
generator V), biases the devices so that they have a small current in quiescent condition. When an
input differential voltage is applied to the gates of M3 and My, the sum of Vgs of M; (M) and My
(M3) increases (decreases) and the drain current increases (decreases) according to the quadratic law
and finally, that current is mirrored to the output stage. In Fig.1.5(b), the input stage of the
BiCMOS operational amplifier is shown. The transistors M; (M,) of Fig.1.5(a) are replaced by
bipolar transistors npn Q:-Q; in Fig.1.5(b), M4 (M) is replaced by a Q4 and MP3 structure (Qz and
MP,) .

To bias the input stage with a small quiescent current, a level translator is used to shift the voltage
by a value equal to that between the gate-source of MP3 (MP;) and the Q; (Q.) base-emitter voltage
drop. The combination of Q, and MP; in the structure actually behaves like an equivalent PNP
transistor, which is why this structure is called "pseudo-PNP" (PS-PNP).

Its transconductance is given by Boagmups and its advantages are that the transconductance of the
PMOS transistor MP3 is exalted by B of Q4 without increasing the input gate capacitance of the
same factor and without requiring a base input current.

Fig.1.6 shows the graphs of the respective currents in the two branches of the circuit for the two
cases. The BICMOS input stage shows a significant improvement in currents’ management
compared to the CMOS version. Fig.1.7 shows the complete opamp without the adaptive
polarization circuit of the output stage cascode transistors [14]. The output pull-up current is
derived by mirroring the Qs collector currents to the drain of the MPg transistor through Q-, Qs, and
MPs.
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1.4 Shulman and Yang [16]

The third topology considered is shown in Fig.1.8 and also uses a double transconductor cell as
input stage. Respect to the previous case, it presents the cross-coupled pair formed only by MOS
device and the manner used to mirrors the current to the output branches is different and this saves a
current branch.

Wad
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Fig.1. 8: Schematic of a CMOS class AB opamp

Under stationary conditions, the crossover pair of transistors is normally biased with a voltage
slightly above the threshold, so that the current of the input stage is small. By applying a positive
input voltage step, the current in M,-Mj3 increases dramatically due to the nonlinear characteristic of
the MOS transistors and is transferred to the output by the current mirrors.

1.5 Peluso and Vancorenland [17]

The simple current mirror with diode connection has the disadvantage that it cannot be used for low
supply voltages. This is due to the fact that the difference in potential of a Vgs is required for the
diode connection. Now I’ll consider the circuit in Fig.1.9 (a), (that’s equivalent to that shown in
Fig.1.1(a)). As seen in section 1.1, if the current i,y 2 is a biasing one, this circuit acts as a mirror for
the iy 1 current which is injected into node n1.

11
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Fig.1. 9: (a) Low voltage current mirror, (b) Input differential structure based on low voltage current mirrors.

By using such a device in this way, you will gain a benefit in terms of the input potential difference,
which is approximately equal to the M, Vpss,. Parallel-parallel feedback is implemented, an output
voltage is measured, and a current is reported to the input node. This configuration makes the input
resistance very low.

In the current mirror configuration of Fig.1.9 (a), a voltage Vy, is used to set the potential drop at the
input node n,. If an additional transistor is connected and the source is connected to the input of the
mirror (node n;), as shown in Fig.1.9 (b), the source potential is set. If in such conditions a signal is
applied to the gate of the additional transistor (M), a current is generated which is injected into the
current mirror and copied to the output. It is not necessary to bias M;, with a constant voltage as its
gate can be used for an auxiliary signal (Vin2).

Fig.1.10 shows the schematic of a class-AB OTA operating at low supply voltages [18], [19]. It
consists of two types of differential input structures based on the operating principle of the current
mirrors shown in Fig.1.9, one of the n-type and the other of the p-type. If Vini-Vin2 is a positive
quantity, a large current is generated in the input stage and mirrored in one of the two output
branches.

In the other half of input stage, the current through it goes down to zero. The amplifier is single-
stage and offers sufficient gain to find employment in single loop delta-sigma modulators.

The OTA transfer characteristic is typical of a class-AB amplifier. For a small signal applied to the
input, the output current is linear, while for large signal, the output current increases rapidly to
saturation. In the next sections | will refer to this topology by calling it “Peluso topology”.
Transistors Mla and M2a (M1d and M2b) with the current source IB form a flipped voltage
follower (FVF) that copies the input signal to the source of M1b (M1c). In this way the transistors
of the input pair M1b-M1c have a gate-source voltage VGS=VGSQ=(inl-in2), where VGSQ is the
quiescent component. This doubles the signal component at the input of the pair of devices M1b
and M1c. For large differential inputs one of them cuts off whereas the other carries a current that is
not limited by a fixed current source.

12
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Fig.1. 10: Fully differential class AB OTA.

1.6 Elwan and Gao [20]

Compared to the previously treated cases in which it was more intuitive to understand the operation
in class AB, in the following cases, to get the current variations desired, the dependence of the tail
current on the input signal is utilized.

Fig.1.11 (a) and Fig.11 (b) show, respectively, an input stage consisting of a standard differential
pair and a basic class AB stage. For the differential pair, the transconductance can be increased by
increasing the aspect ratio of transistors M; and M, and increasing the tail current. However, the
maximum current available from a differential pair cannot exceed that of the tail current. Power
consumption in quiescent condition is related to the load capacity and the desired slew rate:

P = Vua(SR)(CL)(n) (1.9)

where SR is the slew rate, C, is the load capacitance and n is a factor related to the type of OTA
used.

13
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Fig.1. 11: (a) Differential pair as input stage (b) Class AB input stage

A standard OTA dissipates a large power in quiescent condition, especially when driving a large
load capacitor. The class AB stage shown in Fig.1.11 (b) consists of two identical transistors M;
and M, coupled by two constant voltage sources. In quiescent condition, the two gate voltages of
the transistors are maintained at the same common mode level. The transistors M; and M, have the
same V), voltage and thus carry the same current given by:
Igc = % (Vy = Vp)? (1.10)
By choosing V, slightly above the threshold voltage, the quiescent current can be kept low. The
circuit shown in Fig.1.12 represents a possible implementation of the ideal scheme of Fig.1.11b.
Looking at Fig.1.12, when the gate voltage of M; increases, the circuit performing the level
translation will cause the M, source voltage to increase. The source voltage of M; remains fixed by
the level translator circuit connected to the gate of M,. Therefore, the current through M; will
increase while the one through M, will decrease. By choosing a large enough shape ratio for the M,
and M transistors, a high driving current can be obtained.
The maximum output current is not limited by the tail current and can reach high values not
depending on of current consumption in quiescent condition. Hence, you can drive high currents
with low power consumption in standby mode. To effectively implement the class-AB input stage,
an efficient level translator circuit must be implemented.
The main problem is that the level translator circuit is required to drive the source of the two
transistors M; and M,.
The CMOS transistor pair strongly limits the input signal excursion that hinders the circuit use in
many low power supply applications. Additionally, the CMOS transistor pair of the input stage
increases the number of noise inputs and thus increases the overall noise generated by the OTA
circuit. Low noise and power supply requirements force the use of only two transistors to achieve
the input class AB. This leads to the following restrictions on the biasing circuit:

1) To keep an accurate voltage level in level shifters, which can provide a well-controlled

standby current and robustness with respect to temperature and process variations.

2) To provide a low-impedance terminal that can biase the source of the input stage transistors.

3) To provide a reasonably fast response with a minimum contribution of noise to the OTA.

4) To have a low consumption in quiescent condition

5) To be powered by low voltage supply without limiting the signal dynamic range of the input

stage.

14
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In order to satisfy all these requirements, the circuit shown in Fig.1.12 is proposed. Transistors M;
and M, form the input transconductance stage operating in class AB. The level shifter circuit
consists of transistors M3, My, Ms and Mg, M7, Mg. A constant current Iy, is forced through the
transistors M3 and Mg. Assuming that both transistors operate in the saturation region, the gate and
source voltage between transistors M3 and Mg is thus fixed and can be expressed by:
Vos =Vy =Vr+ |32 (1.11)
The source terminal of the transistor Ms is kept to a low impedance by the negative feedback circuit
formed by M4, Ms, and the current source Is. The gate voltage of the transistor Ms is automatically
adjusted, since 1b is fixed, the variable current is from the transistor M. In quiescent condition, both
V+ and V- inputs are held at the same V., common mode level. Since the sources of the transistors
M; and M, are at the same voltage level as described above, the Vgs voltages of the transistors My,
M., M3 and Mg are all equal. Therefore, the quiescent current of the transistors M; and M is given
by:
I, =%p, (1.12)

k3

The quiescent current is therefore well controlled by I, and is independent of process parameters
such as VT and K. It is clear that the main contribution to the noise is given by the input stage
transistors M;, My, M3 and Mg. Even the transistors that mirror the output current will make a
contribution in terms of noise, but the latter is divided by the transconductance of the input stage. If
a completely differential topology is used, the input voltage is further divided by a factor of 2 [6].
There are two possible ways to mirror the current to the output. One way is to use current mirrors to
copy the drain currents of M; and M, to the two output terminals.
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Fig.1. 13: Class AB OTA

The other less obvious way is to exploit the fact that the Ms and Mg feedback transistors carry an
inverted version of the M; and M, drain currents. As shown in Fig.1.13 these currents can be copied
directly to the output from transistors M,; and M,3. Common mode control transistors (CMFBs) can
be added without introducing additional power dissipation. The CMFB, consisting of the My, and
M3 transistors, controls the amount of current from the M3 and Mg transistors of the feedback loop.
Therefore, they influence the output current bidirectionally. In quiescent condition, both transistors
M, and M3 carry an amount of current equal to Iy,. If the current through M;, and My3 decreases,
an additional continuous current flows through transistors M; and Mas. If the current through M,
and My3 increases, the current through M,; and Mo3 decreases, producing as an effect a continuous
current flowing from the output terminals to the OTA. The CMFB network uses M, and M;3 gates
to control the common output mode level. The total quiescent current of the fully differential OTA
is given by:

Igp = 21, + 21, + 4’;—:11, (1.13)

The maximum OTA current is controlled by the aspect ratio of the transistors M;, M,, M3 and Me.
This current value can then be adjusted without affecting power consumption under quiescent
condition. The transconductance of the OTA is given by:

21p

G =2k |22 (1.14)

kLs
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1.7 Yavari and Shoaci [21]

The OTA topology of Fig.1.14 uses two identical transistors M; and M that are coupled crosswise
through two constant voltage sources made of flipped voltage follower (FVF) acting as level
shifters. The FVF cell consists of the Mg +Mgg transistors that realize the floating voltage source.
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Fig.1. 14: Class AB OTA

In quiescent condition, the gate voltages of the input transistors M; and M, are the same. In this
case, Vsc1=Vsc2=Vh, and both transistors carry the same current that is controlled by Vy. This
tension is chosen slightly above the threshold value so as to obtain a small quiescent current.

When an input signal is applied, a large current is generated in one of the two input transistors. For
example, if Vi + increases and V.- decreases, the M, source voltage increases while the voltage at
the M; source decreases by the same amount. In this way, the M; drain current decreases as M,
current increases. When a signal is applied at the input, the maximum current that can flow in M or
Mg is independent on the quiescent current.

To enable class AB operation of output devices that act as current sources, the gates of Mg and My
are respectively connected to Mg and Mcs. During the slew-rate period in one of the two branches
of the cascode, there is an increase of current. If Vi+ is larger than Vj,-, the M; drain current will be
reduced by the same amount as M, is increased. Mcs drain current will be increased, and even in
My, as long as the M¢ and Mg drain current is reduced.

The M drain voltage increases considerably due to the improvement of the current passing through
it which results in an increase in voltage at the gate of M3 and M, through the gate-drain
capacitance of M,. Then, the M10 current will be forced to the positive output node, V .+, and the
negative output node will be discharged by the current of M3. The increase in the My drain current
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will be provided by M, because, due to the sudden increase in the M, drain voltage, the transistor
Me will be forced to cut off. When a large negative input signal is applied to the OTA, a similar
improvement in the slew value is obtained. Therefore, a large slew-rate is obtained during both
positive and negative slew phases of the OTA.

If the gate of Mg and My are connected to a fixed biasing voltage, their currents will be blocked
during the OTA slew phase. In this case, when a large positive input signal is applied to the OTA,
the positive output node will be loaded only by the My, polarization current. Thus, the response
speed of the OTA being examined will be much greater than that of an OTA consisting of a folded-
cascode that employs class-AB operation only in the input transistors.

Class AB operation of the Mg and My output transistors acting as current sources also improves the
OTA small signal DC gain and the unitary gain bandwidth. When a small signal is applied to the
input of the OTA, this appears through the gate-source of the output transistors Mg and Mjq that
operate as current generators and through the FVF buffer cells. The effective transconductance of
the input transistors is increased from gm,, to about gm; ,+gmg 19, which improves the OTA unitary
gain bandwith of the same amount.

Therefore, the class AB operation of the input stage leads doubling the actual transconductance of
the input transistors, and doubling the unit gain bandwith and DC gain.

The minimum voltage to be applied to the OTA under test, for proper operation is approximately
equal to Vgst+Vps st Where Vps sat 1S the drain-source saturation voltage of a MOS transistor. To
achieve a large output signal excursion, a two-stage topology can be used where the first one is
constituted by the proposed OTA and the second one a classical common source topology with
class AB operation.
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1.8 Galan and Lopez-Martin [22]

The following topologies illustrate adaptive polarization techniques to make the tail current, signal
dependent. In [23], a Class A OTA, such as that shown in Fig.1.15 (a), has been transformed into a
circuit called "super-class AB OTA" Fig.1.15 (b) using a different adaptive polarization of the input
stage and an active load with resistance acting as a common local mode feedback (LCMFB) to
provide additional boost current [24]. In Fig.1.15 (b), an imbalance in I, and I, causes a non-zero
current in the Ry and R resistors, which unbalances the gate voltage of Ms and Mg, producing a
large output current. In this section, a technique that uses double current boosting is used, but in this
case, it is proposed to use a different active load based on current mirrors whose gain is dependent
on their input current. The idea is shown in Fig.1.15 (c).

o VDo o VD

adavtive

biasing
Vin- Vin+ Vout
iz -

g VDO

adantive
145 g

b
Vit Vint Vout
J—{ Mz M1 J@ a
1 1 1 12

curtent mirror cutrent mittor

0]

Fig.1. 15: (a) Class A OTA, (b) super-class AB OTA which uses LCMFB, (c) super-class AB OTA alternative.

The current mirror gain is ideally G(li,) equal to 1 when the input current is low (of the quiescent
current order or lower). Thus, the quiescent current in the output branches is simply and carefully
controlled, and can be very low.

However, G(li,) increases as li, increases for large voltage signals Vi, resulting in large output
currents. To achieve this behavior two topologies of current mirrors operating in the saturation
region for low currents are used, but for high currents their input transistors enter the ohmic region.
In the third topology current mirrors with degeneration source transistors are used that for low
currents operate in the ohmic region and enter in saturation region for high currents. In order to
realize the adaptive polarization technique of the input stage shown in Fig.1.15 (c), the topology
depicted in Fig.1.16 (a) has been used.
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Fig.1. 16: (a) AB input class differential torque with adaptive polarization, (b) first nonlinear current mirror proposal, (c) second
nonlinear current mirror proposal, (d) third proposed current mirror not linear.

This circuit is proposed in [10] and consists of two identical transistors M; and M, coupled
crosswise with two level shifters. Each level translator is based on two flipped voltage followers
[11], which employ two transistors (M1, M2, and M1, My,) and a current source. This input stage
constitutes an adaptive polarization circuit because, when a large input differential signal is applied,
the current output may be much greater than the quiescent current I, supplied by the current
generators.

Therefore, it operates in class AB and this makes it very attractive for low power applications. For
Vig = (Vin+) - Vin- <0, the current through M, increases while the current passing through M; falls
below the quiescent current I, and eventually becomes zero. Consequently, when Vig> 0, the current
through M; increases without being limited by I, and the current through M, drops below I,. The
input stage can operate with a minimum supply voltage of Vppmin = | V11 | + 2Vspsa, Where Vo is
the transistor threshold voltage and Vspgy is the minimum voltage between the source-drain needed
to maintain a saturated transistor.
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Therefore, the circuit is suitable for low voltage applications. For large V4 and assuming that the
transistors M;, M, M1 and My are identical, the currents I, and I, are given by

11=@( ﬁ+vid), L<lg; Vig>0 (1.15)
2 Ky
2
I, = ﬂ( 2 4 Vl-d) L L<lg; V<O (1.16)
2 K1,2

Where K12 = unCox (WI/L) is the transconductance of transistors M; and My, and p,, Cox, W and L
have the usual meaning. Since the AC input signal is applied both to the gate and to the source
terminal of My and M, the differential signal V4 coincides in AC with the small Vs signal of each
input transistor so that the transconductance of this input stage is doubled compared to a
conventional differential pair.

Using different implementations for the nonlinear current mirror, it is possible to obtain several
superclass-AB OTA topologies as it can be seen in the general scheme of Fig.1.15 (c).

Fig.1.16 (b) - (d) illustrates three possible alternatives for making these blocks. The resulting OTA
circuits are shown in Fig.1.17. In all cases, the non-linearity of the current mirrors increases the
desired output current. Non-linearity is due to the transition from the ohmic region to that of the
saturation of some of the current mirror transistors.
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Fig.1. 17: Super-OTA class AB topologies, (a) OTA with FVFCS-based current mirror, (b) OTA with FVF-based current mirror, (c)
OTA with current mirror based on source degeneration.
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To describe the operation, an approximate expression is used for the drain current of a MOSFET
operating in a region of strong inversion and in an ohmic region

Ip = K(Vgs — V) - Vps (1.17)
where the quadratic term has been neglected under the hypothesis that VDS is small. When the
transistor operates in strong inversion and saturation, the drain current is about

Ip = S(VGS — Vrp)? - (1 + AWpy) (1.18)
where A is the modulation parameter.

1.8.1 OTA with NLCS based on FVFCS

The OTA shown in Fig.1.17(a) used a NLCM based on FVFCS presented in section 1.1 to get
super-class AB behavior.

In quiescent condition, the current generated by the differential input pair of the class-AB is given
by Ig. In this situation, the transistors Mg and My operate in saturation, but near the boundary with
the triode region. For V|p <0, the current through M, increases while the one through M; drops

below the quiescent current IB. In this case, using (1.7) and (1.10), the current through Mg is
2

2
k| ke ([, Ig
18 T2 l2K7VDS7< Ky Vld) + K7VDS7l (119)

and the current |5 <lg, and the output differential current is loyt = Is-lg=-lg. Such an expression is
obtained when Vp <0 for the current flowing through Ms

2 2
| K ([, Is
Is = 2 [ZKGVDS6( K12 + Vld) + K6VDS6l (1.20)

and current Ig <lg. Now, the output current is lout = Is-lg = Is. Thus, the differential output current is
given by the general expression

2 2
5m=e—@=iﬁﬂ—ﬁi—(fi+mu)+ 7 ] (1.21)

2 |2Kg,7Vpss,7 \\ K1,2 Ke,7VDss,7
For a large V)p, the differential current generated by the input stage is much larger than Ig and
(1.14) can be simplified as

2

foue =I5 = I = 52|52 — (7] (122
Note that for a large V)p, the current output increases with V;%, improving quadratically the current
boost provided by the input stage in class-AB. If the Mg 7 transistors are in saturation region, the
output current of the mirrors should have the same behavior as the OTA in class A in Fig.1.15 (a).
But when Mg, enters in the triode region, their transconductance decreases and the total
transconduttance of the OTA increases. Therefore, the gain-bandwidth product (GBW) and the slew
rate increase accordingly. In addition, the circuit is suitable for low voltage operation because the
minimum required supply voltage is | V1u |+ 2 | Vs, sat |-

1.8.2 OTA with NLCS based on FVF

The OTA in Fig.1.17 (b) is implemented by using such adaptive load, also called FVF [26],
explained in section 1.2. When V. decreases (Vip <0), the class-AB input stage generates a
current through the transistor M, much larger than the biasing current lg. Using (1.15-1.16) and
(1.5), the current through Mg turns out to be
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272
— Ke[_Kioz /ﬂ -V
ls = 2 l2K7VDS7< Ky Vld) l (1.23)

with current Is <lg. Then, the output current is loyt = Is-lg = -lg. Such an expression is obtained
when V\p> 0 for the current through Ms

2
_Ks| K2 (2B 4y
Is = 2 LKGVDSG( K1,z + Vld) l (1.24)
And current Ig <lg. Now, the output current is loyt = Is-lg = Is. The output differential current is
given by the general expression

2 2
K K 21

where Vi is the minimum of Vpgs and Vps7. For a large Vp, the current generated by the input
stage is greater than Ig and (1.25) can be simplified, so it has

o = I = Iy = £ 52 [ ] @.20

Note that for a large input differential voltage, it increases the output current with V3, improving
quadratically the current supplied by the class-AB input stage. However, this increase in output
current is higher for the previous OTA (Case A) due to the dependence of Vpsg7 on the current
generated by the input stage. As with the previous OTA, the GBW and the slew rate are improved
when Mg, enters in the ohmic region. However, in the OTA of this section, the decrease in Mg
transconductance is greater due to the decrease in Vpsg7 when V\p <0. This results in a higher
increase in GBW and slew rate. For this OTA, the minimum supply voltage is |V 1y [+3|Vpssat|-

1.8.3 OTA with NLCS based on degeneration resistors of source

The third adaptive load scheme is shown in Fig.1.16 (d) and was explained in section 1.3. The
OTA in Fig.1.17 (c) is constructed using the adaptive load of Fig.1.16 (d). When V,n.+ decreases so
that (V,p<0), the class-AB input stage generates a current through the M, transistor much higher

than the bias current Ig. From (1.15-1.16) and (1.7), the current flowing through Mg is given by
2

2
—Ke| [Kaz ( (21 _ _ K. (]2 _ ) L
=7 LIZKlo( K12 V‘d> 2K W) <\/ K12 V‘d> /17l (1.27)

The output current is loyt = Is-1g = -1g and current Is < Ig. Such an expression is obtained when Vp
> 0 for current through Ms

2
_Ks| [z /213 Kiz 2, \ 1
=7 [ 21@( * V‘d) * AGKG(Vﬁ—VTHF( Kz | Vld) Asl (1.28)

Now, the output current is loyt = Is-lg = Is and current lIg < lg. The output differential current is
given by the general expression

_ @ (K12 ( [215 K1z fzzB 1
four =15 =l = £ 2Ky, 10( K12 + |Vld|> + 16,7K6,7(Vb—VTH)2( + |Vld| l (1 29)

For a large V|p (1.29) |t can be simplified with

@ K2
lowe =I5 = Iy = £ 22 |2 ld)] (1.30)
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Note that for a large Vp the output current increases with V;%, by improving a square factor for the
current provided by the class-AB input stage. Theoretically, this OTA should reach both the
maximum current and the maximum GBW.

However, in order to design this OTA under the same OTA conditions as in the previous cases, the
quiescent current in the output transistors must be adjusted to be equal to Ig: this requires Ksg =
Ko 10 || Kg7. This gmsg reduction decreases the maximum value of slew rate and GBW. For this
OTA, the minimum supply voltage value is [V 1h [+4|Vpssal-

1.8.4 Comparison of super-class AB OTAs

As shown in section 1, current mirrors modify their current gain in dynamic conditions and generate
large output currents that are proportional to V5.

In all topologies, the current mirrors must be carefully designed and biased in order to make the
circuits suitable for low voltage operation because large variations in the gate voltage of Mg and My
can switch off the input transistors M; and M in Fig.1.17 (c) and (d) or the current source lg in the
FVFCS scheme in Fig.1.17 (a).

The voltage Vg that bias Mg and My near the boundary with the triode region in Fig.1.17 (b) and (c),
or near the boundary with the saturation region in Fig.1.17 (c), is easily generated using bias replica
bias technique.

Vg can be generated using a diode-connected transistor with a Ig current and with dimensions

(W/(l + \/E)ZL), (W/4L),(W/2L) in the case of Fig.1.17 (a) - (c), respectively, where in this

case, (W /L) corresponds to the size of Mg-M7-Mg-Myg.

The current mirror shown in Fig.1.17 (b) has the advantage over that of Fig.1.17 (a), that, when the
input stage generates an increase of current, the Vpsg 7 voltage decreases and the excursion of the
voltage at the gate of Mg and My is greater, resulting in increased current.

The OTA in Fig.1.17 (b) has a higher slew rate and GBW than the OTA in Fig.1.17 (a).

However, in the OTA of Fig.1.17 (a), when the gate voltage of Mg and My is pulled on, it does not
force M; and M, out of saturation. Although the OTA in Fig.1.17 (c) has the best behavior in
dynamic conditions, it is necessary to establish a comparison between OTAs at equal conditions in
terms of quiescent current in the output branches.

This is obtained with Bsg= g 10||Bs7 Which reduces the maximum boost current. For all OTAs in
Fig.1.17, the current yeld, defined as the percentage of power supply current that reaches the output,
is close to the optimal value of 100%. The reason is that the high output current dynamics is
generated directly in the output transistors, without internal replica. In conventional class A or class
AB OTA with a unit ratio of the mirror output current, is 50% or less [17].

1.8.5 Stability of the OTA Super Class-AB
The general expression for the DC gain of the OTAs in Fig.1.17 is

Aqc = 2gm1gmsg (ros | | roa) \ Gin, (1.31)
where Gj, is the input conductance of the nonlinear current mirrors used. The 3dB cutting
frequency is

1
f-3ap = [27(7ogl|T04)CL] (1.32)

with C_load capacitance (which includes the parasitic capacitances at the output node).
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GBW = 9™ (1.33)
TL'GinCL
The poles introduced to the input nodes of nonlinear current mirrors are
Gin
Jo = 2nc, (1.34)

Cp being the capacitance of these nodes (eg Cp = Cgs7 + Cgsg, in Fig.1.17b). Thus, the phase margin
PM of the OTAs in Fig.1.17 is approximately given by

PM ~ 90° — arctg 2% ~ 90° — arctg [wc_p] (1.35)
fo Gin  CL

This formula allows to estimate the minimum value for Gy that can be used for a given capacitive
load (CL) in order to maintain stability. A low G,y increases output current, but also lowers stability
margin.

For small V|p, the current mirror outputs are linear and G,y = Gug S0 that the above parameters are
similar to those of a conventional current mirror OTA. However, for large V\p mirrors become
nonlinear and G,y decreases, reducing the phase margin.

1.9 Ramirez-Angulo and Baswa [5]

I lé i ) é :
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(a) (b)
Fig.1. 18: (a) Basic diagram; (b) Implementation of WTA

Fig.1.18(a) shows a basic diagram of the class AB input stage proposed by Baswa. In Fig.1.18(b)
the WTA (Winner Take All) block is replaced by double floating battery, used to set the voltage at
the common source node of the input differential amplifier.

A Winner-Take- All (WTA) circuit generates the maximum value of the input voltages. Therefore,
the voltage at the common source node is the maximum input voltage shifted by the constant
voltage V. Under quiescent conditions, input voltages are equal, so that the maximum value
corresponds to the common mode input voltage. Thus Vgs1=Ves2=Vg, and quiescent currents are
well controlled and determined by Vg.

If the input voltage V np decreases so than it is lower that Vyn, the common source node tracks the
maximum input voltage, i.e., Viyn, and not the common-mode voltage of the inputs. Therefore, the
resulting Vgs> is larger and therefore a larger transient current level is obtained.

Fig.1.18(b) shows a very efficient implementation of the WTA circuit. The basic cell employed is
again a FVF cell, thus benefiting from its large sourcing capability and low voltage operation. Two
FVFs, formed by transistors Ms- Ms and M4-Mg and two current sources, are employed to generate
a very low impedance node at the common source of M; and M. In this case, again Vg =Vgs3 and
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the quiescent current is Igjas, assuming that transistors Mi, My, and M3, M, are matched. Under
application of a large differential voltage, dynamic currents I, and I, are generated, where one of
them may be significantly larger than Igas. Another advantage of the circuit in Fig.1.18(b) is that
transistors are not driven in the cutoff region when an input signal is applied.

1.10 Ramirez-Angulo and Gonzalez-Carvajal [6]
wDD
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Fig.1. 19: class AB input differential stage: a) conceptual circuit; b) implementation

The conceptual scheme of the structure proposed by Ramirez-Angulo et al. is shown in Fig. 1.19(a),
and its implementation in Fig. 1.19(b). It operates also based on a gain enhanced (flipped) voltage
follower formed by MCM and Ms. This circuit generates a very low impedance node at the
common source node of M;,M, and MCM. A common mode signal detector (shown as a black box
in Fig.1.19(b)) provides a signal VCM=(V|+V,)/2 at the gate of MCM. This signal represents the
common mode component of the input voltages V3 and V,. The most important characteristic of this
circuit is that only one half of the differential input signal \VVd appears as a signal across each of the
input transistors (Vesmi=VGSQ-Vd/2 and Vgsm=VGSQ+Vd/2). This results in lower supply
voltage requirements VGSQ+Vpssazt+Vamaxie Where Vpssais=VpssagotVamaxiz. In case the linearity
is of concern (for example for high resolution delta sigma converters and for implementation of
linear transconductors) cutoff of M; and M, must be avoided. In this case the minimum quiescent
gate-source voltage of the input devices (M;, M, and Mj3) equals the maximum expected signal
VSGS=VihtVamax.

An advantage of the structure in Fig.l.19(b) is that the quiescent voltage required to keep both input
transistors active over the whole input differential range is reduced to VGSQ=VguaxitV. This
allows the use of lower bias currents. The implementation of the common mode signal detector of
Fig.1.19(b) is shown in Fig.1.20. An even simpler implementation of the input common mode
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sensor uses two equal valued resistors RCM connected between both opamp input terminals and the
gate of MCM. This resistive implementation can be used only for continuous-time applications.

? vDD
VCM

o
sy G e 3

& 8]

—+

Fig.1. 20: Implementation of common mode sensing network

1.11 M. Yavari [25]

In this section, a single-stage class AB and a three path operational amplifier is illustrated, using a
folded-cascode amplifier (FCA) in the signal path and a flipped voltage follower cell to achieve
operation in class AB. This structure entails greater bandwidth, unit gain, DC gain, and large slew
rate, all with the same power consumption of the folded cascode amplifier. The structure greatly

improves the performance both at high signal and small signal of the traditional FCA.
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Fig.1. 21: Traditional folded-cascode amplifier
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The folded-cascode amplifier (FCA) is tipically in low voltage applications either as a single stage
or as the first stage of multistage amplifiers, as it achieves a high DC gain and a relatively large
signal swing.

Furthermore, the pMOS input pair is preferable to nMOS for its lower flicker noise, higher non-
dominant pole, and lower common input mode voltage [26].

However, as shown in Fig.1.21, in order to obtain a symmetric behavior in the slewing phase, the
biasing current used in the input transistors and the cascode must be the same. As a result, the M3

and My devices must support the sum of the two currents.
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Fig.1. 22: Proposed structure of a single stage class AB amplifier

Fig.1.22 shows the amplifier being tested, the MOS M;-My; realizing the conventional FCA. The
input transistors and nMOS of the current source are subdivided as M1, M1, M, Maa, M3, M3a, My
and My, to achieve a dual path amplifier as in [27]. Ms, and Mg, are used to form high-swing
cascode current mirrors for better matching.

Another path is used to drive the gate of Mg and My, this is realized by high-swing current mirrors
made up of Ms,-Myq,. A flipped voltage follower (FVF) comprising the M11-My3 transistors [28] is
used to construct operation in class AB for both input transistors and cascode transistors. Ms; and
Myc devices are used to control common mode output voltage. Vmi and Veme, respectively denote
the common mode input voltage of the amplifier and the control voltage of the common mode
output of the circuit. In fact, the proposed amplifier is constructed as the combination of three
different amplifiers: a folded cascode amplifier and two different current mirror amplifiers.

Because of the class AB operation of the amplifier under test, a large slew rate independent of the
biasing current can be obtained. If, for example, Vi,+ is much larger than Vj,-, M; and My, enter
the cut-off region and the My, drain current is increased by a large factor depending on the input
step amplitude.
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This is because the source voltage of the input transistors is fixed by the FVF cell because the M,
drain current is constant and during the slewing phase the gate-source voltage of the input
transistors is changed depending on their gate voltage variation.

Then, the Msa, M4, M3y, Moy, Mg transistors turn off, while the Ms,, M3, Map, M1gp, M1o drain
current is increased. On the other hand, as M4 goes out, the M, drain voltage increases, turning Mg
off. Therefore, the load capacitor on the positive output is charged by M and the load capacitor on
the negative output is discharged by Ms. Therefore, you have:

SR+ = ™bza SR~ = Klpzatlpsc (1.36)
CL CL

where Ip, IS the My, drain current during the slew phase, and k, m and n are the aspect ratios of the
current mirrors. Usually lpz>>lps,, mn = Kk is chosen for symmetric slew behavior. So the
differential slew rate is given by:

SR = 2Klpza (1.37)
CL

Moreover, during the negative slew you get a similar improvement in the value of the slew rate.
The DC gain and the unit gain bandwidth of the amplifier in question are, respectively, given by:

Apc = (gmy + kgmy, + mngmy )Ry = (1 + k + mn)gm Ry, (1.38)

Wy = (gmytkgmygtmngmsq) — (1+k+mn) 1 (139)
CL L

The total polarization current of the amplifier proposed is as follows:

Liotar = 41y + Ipq1p + 2mi, + 2mnl, = (4 + 2m + 2mn)l, (1.40)

It is assumed that the input transistors of the amplifier and conventional FCA have the same aspect
ratio and therefore have the same input parasitic capacitiance and thus the same feedback factor in
the closed loop configuration. With the same power consumption, the transconductance of their
input transistors is given by:

1
gm, = /mgmuc (1.41)

where gm; ¢ is the transconductance of the input transistors in the conventional FCA. Thus, the unit

gain bandwidth and the DC gain of the amplifier in question are:
(1+k+mn) Royt

ADC = ADC,fC \/WRout'fc (1.42)
_ (1+k+mn)
Apc = W e s (1.43)

However, the phase margin of the amplifier under exam is degraded compared to the FCA since it
has more non-dominant poles introduced by the current mirrors. For high-speed applications, you
must move the non-dominant poles at higher frequencies. This can be achieved by choosing ratios
to get small currents. For example, considering m = 1, n = k = 2, both the DC gain and the unit gain

bandwidth of the amplifier in question are improved by a factor /5 with respect to the conventional
FCA.
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1.12 J. Liang and D. A. Johns [29]

The circuit shown in Fig.1.23 was conceived by authors for applications requiring the use of over-
sampled ADCs (delta-sigma). Since the latter require relatively high resolution and small
bandwidth, the amplifier must provide a high gain.
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Fig.1. 23: Class AB pseudo operational amplifier.
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To minimize power and noise, it was chosen to maximize the transconductance of the input of the
operational amplifier. This can be achieved using class AB [30], [31] techniques combining the gm
of complementary MOS devices. However, such circuits often require additional polarization
networks such as level translators, or complicated networks for common mode control. To avoid
this, a solution was chosen that fulfills most of the benefits of class AB project performance (see
Fig.1.23).

The topology consists of a folded-cascode amplifier where the input differential pair (M;\M,) and
the current generators (M3\M,) are driven by the applied input signal. The topology makes it
possible to combine the gm of both pairs of devices. By assigning more current to the differential
pair than to the folded network, the improvement of gm is significant. To improve the slew rate of
the amplifier, a current mirror network was added that is turned on to provide additional current.
The network is controlled by devices connected to diode Mj, and Mz, which only turn on when
there is a large signal. An increase in slew rate reduces the duration of the settling time of the
amplifier output.

This can relax the opamp bandwidth requirements as it has more time for linear settling.
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1.13 H. A. Aslanzadeh and S. Mehrmanesh [32]

In this section, a new technique called "Slew Boost" is introduced to improve the large signal
behavior in terms of settling time of the low voltage and low power class AB operating amplifier,
more useful in switching capacitor circuits, in ADC pipeline converters and sigma delta modulators,
etc.

The opamp in question is an improved version of the high-speed and low-voltage class AB
amplifier topology proposed by the authors in [33], where the pole introduced by the mirror of the
previous architecture has been eliminated using the configuration described in Fig.1.24. The input
stage is replicated to provide two input-dependent signals for the two outputs of the amplifiers. The
results in [33] show a fast settling for a small input step, but when applying a larger one, the settling
time increases considerably.

To drive a large capacitive load, the output stage transistors (Mis, M1, M2g and Myg) are designed
with a great aspect ratio, which imposes a large capacitive load seen from the previous stage. The
overall slew rate is limited by the slew rate of the previous stage. To counteract the degradation of
settling time due to a large signal [33], a new technique called "Slew Boost" is applied to improve
the step response time of the amplifier.

By employing the "Slew Boost" technique, there is an improvement of settling time in both the
small signal phase and the large signal phase. The output transistors (M,; , M2z, My3 and Myy) are
chosen in small size to improve the step response due to bandwidth limitation and expand the
bandwidth of the opamp. Another stage called "Auxiliary" is made up of two large transistors that
will be used by the opamp when it is necessary to increase the speed. In this technique, input signals
are controlled. As long as the input signal remains small enough, no slew-boosting circuit is needed,
so the auxiliary stage is off. When the input signal becomes large, the opamp should be able to
operate the slew-boost circuit, the auxiliary stage consisting of large transistors added to the main
amplifier.

The part of step response limited by small signal bandwidth will be improved due to the smaller
size of the output transistors and the large signal behavior with slew limitation will be greatly
improved due to the large pilot added to the opamp. Since output transistors (Mz1, Ms,, M3 and
M) are small, the previous stage has a lower load and the slew-rate of the latter will not limit the
overall slew-rate of the opamp.
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Fig.1. 24: Class AB operational amplifier used in [33] .

The common mode control circuit (CMFB) and the circuit to control the quiescent current are
similar to those used in [33].

QVDD

MZz3

Fig.1. 25: Class AB operational amplifier that use “Slew Boost” technique

Fig.1.25 shows the full circuit of the opamp in question. The auxiliary stage consists of two current
comparators controlling the outputs of auxiliary transistors. The devices, Myg, Mzy, M3; and Mz,
(said threshold current generators) are dimensioned n times larger than their corresponding
transistors M7, Mg, Mos and Myg (So-called current source comparators), so that when opamp is in
its normal polarization or when a small signal is applied, they act as two different current sources
connected in series, forcing a Vpp voltage to the T, and Tp. nodes and a voltage equal to the
negative node power supply to Tn+ and Tp..
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Therefore in this state, the transistors PMOS Mss e M3 € M3z and the NMOS Ma, are both off, and
the auxiliary stage is transparent to the main circuit excluding a small capacitive load. The Vg + and
Vo2+ nodes "hear" a small capacitive load, and so can be high-speed nodes.

Furthermore, the signal received at the Vo i+ e Voo+ nodes passes through a cascode configuration to
be amplified.

Since the cascode amplifier is a very suitable configuration for high-speed applications, this
amplifier can be intrinsically fast [34]. When a large step is applied to the opamp, the devices for
supplying an additional current will come into operation. By applying a positive voltage step
between the nodes Vi. and V;. and following the signal on the right side of the circuit, when the
voltage of the Vi, node increases, the one at the Vg,+,Vo+ nodes decreases.

When the input signal becomes small, the auxiliary block will be turned off. Intermediate auxiliary
nodes (Tp+, Tht), as needed may vary from Ves to Vyg-Verr and provide a large output current so
that the slew rate is greatly improved.

1.14 M. Fan and J. Ren [35]

The structure proposed in this section and illustrated in Fig.1.26 implements a new two-stage
opamp type that works in class AB for both the input stage, for high gain, low power consumption
and design simplicity respect to [36] and [37], and for the output stage to get a large dynamic range.
With this structure, the gm transconductance of the two stages is doubled if compared to a "normal”
configuration without class AB behavior with the same power consumption. The quiescent current
can be small, and the one required for proper operation is dynamically increased [38], [39].
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Fig.1. 26: Class AB operational amplifier.
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Chapter 1 Avrchitectures of Class-AB OTAS

The polarization principle that is exploited to achieve class AB behavior can be better understood if
we consider the structure of Fig.1.27. Vi, and Vin, are set differently to obtain small saturation
voltages (Vpssat) and to obtain a small quiescent current.

\dd \rdd

Vinl

m Ml Vbias2 - T‘ MI
lSl IS

Vin? \(hml L

Vin

Gnd
(@) (b)

Fig.1. 27: (a) Polarization principle of a Class AB, (b) Polarization of a class AB using switched capacitor technique.

If Vin is in direct relation with Vi, for example, Vini=Vin2+Vy, where V_ is the level shifter
voltage, this voltage can be generated using a switching capacitor network with two not overlapping
clocks ¢1 and ¢,, shown In Fig.1.18 (b); The voltage value V| is the same for C.s; and C,sy:

VL = Vbias2 = Vbias1 (1.44)

To reduce the effects of parasitic capacitiance on the PMOS transistor node in Fig.1.18 (b), large
capacitance must be chosen. In this structure, the equivalent transconductance is given by:

gin = gmy + gm, (1.45)

If theVgs-Vin of My is equal to that of My, the input transconductance is twice the same as the
configuration of a class A amplifier that consumes the same current. Coming back to the structure
of Fig.1.17, the CP, CS capacitors have such values as to minimize the effect of parasitic capacitor
on the gates of Mg, Mgy, M1, and My,. By making overdrive voltages of Mya, My, M1, and My
equal and the overdrive voltages of Mga, Mgy, M7a, M7y, equal, the input transconductance (gMinput)
becomes:

IMinpue = gmy + gmy = 2gmy (1.46)
The output transconduttance (gMoytput) beCOMeS:
IMoutput = gMsg + gm; = 2gmg (1.47)

gmsi, gmg, gmy, gmg, gmg, are the transconductances of Mia, Maa, M7a, Mga, M3,, respectively. In this
way, the transconductance is doubled without any increase in current. Since there is a large ratio
between the dynamic current and the quiescent current, when it is in class AB operation, the
transconductance of the stage varies over a wide range.

Therefore, the use of normal Miller compensation or the cascode Miller compensation is not enough
to keep the opamp stable.

A nested cascode Miller compensation is employed here to cope with the headache problem and a

very good frequency response is reach by this method [40].
Compared to a traditional two-stage low voltage amplifier in which Miller cascode compensation is

used, the architecture under consideration saves current tanks to the elimination of two cascode
circuits [41]. In the following, poles and zeros of the amplifier in question will be presented. The
dominant P; pole is given by:

1

T01T029M2gmgTog(Cin+Cc)
where ro1, oz, fos, are the resistances of M, My, Mg, respectively. The site of the first non
dominant pole P, is:

pp=———"17 )(C’“CC) (1.49)

(C,T+CL)+(1+L8 Cc
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Cqys represents the total parasitic capacitance of the gate of transistor Ms,, which is the same as the
transistor Mg,. Cr, and C. are Miller's capacitance, C. is the load capacitance. The second non-
dominant pole P; is:

P, = —gms (L) (1.50)

The unit gain frequency, which is equal to the gain bandwidth product (GBW), should be fixed at
1/3 P, to have a good phase margin [38] so that:

_2gm; 1

GBW = —2- =P, (1.51)
An additional zero is at a frequency:

_ _(9ms , gms
Z__(cm + CC) (1.52)
The minimum damping of the system is given by:

C

Emin = |70 (1.53)

From expression (1.53), the damping of the poles is always greater than 0.7 when the value of Cp, is
greater than that of C., which means that the peak will never occur [40]. Another important aspect
to consider is the common mode feedback of the opamp under consideration. As the two-stage
common mode output modes of the proposed operational amplifier are set independently, two
independent common mode feedback loops (CMFBs) are needed to determine common mode
voltages for the first and second stage outputs. The CMFB circuit adopted consists of a symmetric
switching capacitor network [42], which has several benefits, such as faster settling time, low
charge and dispersion error, than the simple and traditional switched capacitors network [41].

In the second stage, the output common mode voltage is used to control two additional common
source amplifiers Mg, M10s € Mgy, M1g,, Which drive output nodes to maintain stable common mode
voltage. There are usually two ways to control the common output voltage [37], [41], which are
shown in Fig.1.28.

(a) (b)
Fig.1. 28: Two ways to realize the CMFB of the class AB output stage.

In the way shown in Fig.1.28(a), the transconductance of My is greater than that of Mg with the
same Vpsst because the current in Mg has to pass through M;. However, in the circuit of
Fig.1.28(b), the current through the feedback transistor My is generated mainly by the transistor Mgy
which is biased with an appropriate voltage Vy.. In order to have good stability and fast feedback
operation, the common source add-on for the second CMFB stage should consume at least one fifth
of the current through the second stage. Even if it turns out to be a great amount, to get great
bandwidth and high speed, it's worth it.
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Chapter 2
Analysis and comparison of class AB

current mirror OTAS

From the study carried out in the previous chapter, we have seen several ways to implement a class
AB OTA. Of all the topologies seen in Chapter 1, | want to narrow the field of action to single stage
fully-differential OTAs of symmetric type, as they are suitable for operation at low supply voltages
and with low power consumption. It provides a simpler way to cope with variable currents, and are
therefore composed of a differential transconductor whose output currents are not limited and are
mirrored to the output branches. As seen in Chapter 1, Castello in [1] proposed a transconductor
topology based on four transistors with cross-coupled source terminals, but most of the topologies
in the literature are based on a differential pair with an adaptive bias current that is a function of the
input differential signal [2]-[3], or on a pair of transistors whose source terminals are fed with a
copy of the input signal with a polarity opposed to the one on the gate [4]-[5].

In order to compare the class AB OTA topologies, | need figures of merit (FOMs) and in literature |
have found some definite ones. Harjani et al. in [6] and Pennisi et al. in [7] have proposed some
figures of merit to compare these topologies in the case of a single-ended output OTA. Centurelli et
al. in [8] have extended the FOMs to the case of differential output.

In this Chapter | analytically compare class AB single stage OTAs using the FOMs which take into
account small signal parameters and large signal parameters. From the choice criterion stated at the
beginning and from what has been seen in Chapter 1, four ways have emerged to obtain a single-
stage amplifier that operates completely in class AB, which is fully-differential and of symmetrical
type, and which is suitable to operate at low supply voltages and with low supply power
consumption.

Therefore, four class AB Current Mirror OTAs will be analytically compared in terms, of power
consumption, speed, bandwidth and CMRR.
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2.1 Fully differential symmetrical OTAs

Current Mirror Current Mirror
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Fig.2. 1: General model of a fully differential symmetrical OTA

The simplest way to realize a fully differential symmetrical OTA is represented in Fig.2.1. In the
fully differential implementation, the current sources Is1 and Is2 can be controlled by a common-
mode feedback (CMFB) loop Fig.2.2, or can be obtained by a suitable mirroring of signal currents,
as shown in Fig.2.3.

Cument Mimor Cument Mimror
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Fig.2. 2: Fully differential class A symmetrical OTA

In a single-ended implementation, Is1 and Is2 can be substituted by a current mirror to provide a
single output. In the single stage OTAs the class of work A or AB is established by the manner to
realize the input transconductor and in particular its tail current source.

If I choose the use of the differential pair as input transconductor, as shown in Fig.2.1,Fig.2.2 and
Fig.2.3, | can decide to make the tail current source as fixed or variable. If I decide that the tail
current source has to provide a fixed current, it means that the OTA works in class A, otherwise in
class-AB if | decide to make the tail current source variable.
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Current Mirror Current Mirror
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Fig.2. 3: Enhanced fully differential symmetrical OTA

2.1.1 Symmetrical class A OTA

As seen in the previous section, the choice of how to make the tail current source determines the
work's class of the differential transconductor. Then, if in Fig.2.2, Fig.2.3 the bias current ltay_ is
constant | have two possible ways to realize a fully differential class-A OTA. 1 assumed that I+a
value is equal to Ig.

The static current that flows in the input branches is:

L=I="2, (2.1)
while the static current that flows in the output branches is:

lgout = NZ+ N2 =Nl

where N is current mirrors gain. (2.2)

The total current that flows in the OTA will be given by the sum of all current contributions due to
each branch. From the scheme in Fig.2.2, the total current is given by:

lotor = Iy + Iy + Ioap1 + lioapz = Z+Z+NE+NZ = I3+ Nz = (1+N)ls  (23)

From the scheme in Fig.2.3, | have two additional branches and then the quiescent total current of
the OTA is given by:

ltor = 211 + 21 + Ioap1 + loapz = 22+ 22+ N2+ N2 =

=2l + NIz = (2 + N)I (2.4)

where I assumed that the mirrors’ gain for the additional branches is equal to a=1.

The peak output differential current, for the circuit of Fig.2.2, is:

Lioaamax = NIT% = NI;B (2.5)
The peak output differential current, for the circuit of Fig.2.3, is:
lioaamax = 2N 2% = N1y (2.6)

The OTA in the fully differential implementation needs a CMFB circuit to fix the output common-
mode voltage and then | suppose that the static quiescent currente in the CMFB circuit is equal to
vIg for normalization reasons. In virtue of these considerations, in the calculations of the total
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current (low) | must take into account the latter contribution due to the CMFB circuit. The
equations (2.3) and (2.4) become respectively:

lotot =11 + Iz + I0ap1 + ILoapz + Icmrs = 1 + Nlg + ylg = (1 + N +y)Ip (2.7)

lotor = 214 + 213 + I oap1 + ILoap2 + Iemrg = 2Ig + NIg +ylp = (2+ N +y)lp (2.8)

2.1.2 Symmetrical class AB OTA

As for the class A OTA in the previous section, the differential transconductor can be thought in its
simplest form as a differential pair (Fig.2.1-2.3) but in this case the tail current source is function of
the input signal. In this manner | have a class AB architecture that presents a low static current, that
however has to be compatible with the required small-signal ac performance, that is mirrored N
times larger in the output branches. When a large differential input signal is applied, an output
current much larger than the quiescent current of the output branches is provided to the load, thus
allowing fast transients.

For a class AB OTA, the formulas (2.1) and (2.2) defined in the previous section are still valid. For
a class AB OTA there is additional static current in the circuit used for adaptive biasing of the input
transconductor: | define this current as Blrai. | must take into account the latter contribution due to
the adaptive polarization circuit. The equations (2.7) and (2.8) become respectively:

Iotor =11 + I + Ioap1 + lroapz + Iemrs = I + NIp +ylp = (1 + N+y + Bl (2.9)

lotor = 211 + 2I; + I 0ap1 + ILoap2 + Icmrg = 2Ig + NIg + yIg = (2+ N +y + )I(2.10)

The peak output differential current for a class AB OTA is not limited as its class A counterpart. |
can write, that:

Loaamax_ap > lioaamax a (2.11)
Suitable (FOMs) for a class AB OTA therefore have to take into account the ratio

between peak and quiescent current, that relates transient response and power consumption, the
small signal bandwidth and dc gain. The fraction of total current that flows in the output stage is
also of interest to allow a comparison of total power consumption. In case of fully differential
OTAs, common-mode gain or common-mode rejection ratio (CMRR) are further parameters that
have to be taken into account, still more in a class AB implementation where differential to
common-mode conversion is likely to happen.

2.2 Figures of merit (FOMs)

In this section the FOMs for class A-AB symmetrical OTAs in the fully differential case are
presented. On the basis of these FOMs, | will compare the selected topologies.

The FOMs are nothing more than metrics that allow to objectively measure the performance of
different topologies of OTA. Then, the metrics represent the tools necessary for the objective
application to the performance verification. The specific ways of using each metric are determined
from time to time depending on the type of performance that |1 want to evaluate. In the following,
general FOMs will be defined such as efficiency factors (Fc) and slew rate factor (Fg) and
subsequently 1 will define the related quality factors (Q) where these FOMs are compared to the
ones of a class A case. The FOMs are more generic and they can be applied to all topologies while
the quality factors are related to particular types of structures . In particular to use quality factors
will be established a reference topology, for example of a symmetrical class-A OTA in its simplest
form.
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Then, below I will introduce the FOMs and related quality factors and for both I will consider the
topology shown in Fig.2.3.

2.2.1 Quiescent current efficiency factor (Fc)

To compare different class AB Current Mirror OTAs in terms of power consumption, | need a
figure of merit that will consider the fraction of the total quiescent current supplied by the power
supply delivered to the output branch lg., and the total quiescent current provided by the power
supply lowtar. Then 1 define the quiescent current efficiency factor ( Fc ) as:

Fc = |Qout/ lototal (2.12)

It is apparent that the higher the value of F¢, the better is the performance of the circuit, since for a
given quiescent current lgoy, & circuit with higher Fc requires lower lgotal.

Also for a class A Current Mirror OTA, the quiescent current efficiency factor, Fc a is defined,
which is always higher than in a generic class AB current mirror OTA. Taking into account that
loout (2.2) and lotoral (2.8) have been calculated in section 2.1.1, | can write:

N
F L —
CA (2+N+a+y)

(2.13)

whereas for the case where Ig; and Ig; are constant currents controlled by the CMFB, in the scheme
of Fig.2.3 | would have a=0 (where a is the static current in the CMFB circuit). In this case F¢ is
given by:

N
F.,=
CA ™ (1+N+y)

(2.14)

2.2.2 Slew Rate Factor
The purpose of using OTAs in class AB is to provide much current when it is needed and much less
in quiescent condition.

Slew Rate Factor (Fsgr) is a parameter related to the ability of class AB stages to cope with large
input signals, and is given by the ratio

FsR = lloadMAX / IQout (2.15)
between the peak current on the load and the quiescent current of the output branches. For a class A
symmetrical OTA, the quiescent current in the output branches is N-ItaiL, where ITaiL is the tail
current of the input differential pair, N is the current mirrors gain, and the peak output differential
current is N-Itai/2 if Iszand Is2 are constant, or NItaiL if they are signal dependent as for example
in Fig. 2.3. We consider just this latter case in the following, since it reflects what is usually done in
the class AB case, so we can write for the class A fully differential OTA:

FSR,A =1 (216)

2.2.3 Quiescent power quality factor (Qc)

To compare class AB Current Mirror OTAs in terms of the quiescent current efficiency, which also
allows to compare the topology with the more simple class A OTA having the same transistor
aspect ratios and equal lgout, We define the quality factor, Qc, as the ratio between Fc and Fc a. From
(2.12) and (2.13), we get

Qc = Fc _ (2+N+V)ITAIL. (2.17)

" Fca Iqtotal
Qc is always less than unity since class AB topologies are supplied by a total current greater than
that of the class A counterpart.
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2.2.4 Quality Factor for Slew Rate
The quality factor for the slew rate (Qsg) is given by the ratio of Fsg that refer to a class AB (2.15)
and the Fsg that refer to a class A (2.16).

QSR = FSR/FSR,A = FSR . (2.18)

2.2.5 Bandwidth quality factor (Qgw)

Since dynamic performance of a class AB OTA is affected by both slew rate and small signal
behavior, [7] introduces a further quality factor as the ratio between the bandwidth of the OTA and
that of its class A counterpart, for the same dc gain.

Qew = BWAB/BWA.. (2.19)

2.2.6 Common mode quality factor (Qcwm)

In a fully differential implementation, a further parameter to be taken into account is the common
mode gain, both in the light of differential to common-mode conversion, and for the fact that a
feedback that is negative for the differential mode could be positive for the common mode (it is the
case of the symmetrical OTA, if a further inverting stage is not used). Common-mode quality factor
is defined as the ratio of the common mode gain of the class AB and class A OTAs, or equivalently
as the ratio of their CMRRs, since we are assuming the same differential gain:

QcM = AcmAB/ AcmA = CMRRAB/ CMRRA.. (2.20)

It has to be noted that the common mode gain of the fully differential OTA is affected by the
CMFB, that reduces its value improving the CMRR; however, for simplicity we will use the open
loop (i.e. without CMFB) common mode gain to define the FOM.

2.3 Comparison of selected class AB topologies

In this Section, we analyze some class AB fully differential OTAs presented in Chapter 1, with a
particular focus on topologies that have been implemented in recent years in low voltage short
channel technologies. The topologies we consider are representative of a wide class of class AB
current mirror OTASs: in particular, we consider the topology by Peluso [4] where flipped voltage
followers (FVFs) are used to apply the signal also to the source of the input transistors, the topology
by Ramirez-Angulo [9] that exploits a FVF to achieve adaptive biasing of the differential pair, and
the topology by Baswa [10] that achieves adaptive biasing through a winner-take-all (WTA) circuit.
We take also into account the topology presented by Castello in [1], since it presents interesting
properties for fully differential applications.

In all cases, FVF current mirrors are used in branches with three or more stacked devices, to allow
low voltage operation and maximize dynamic range, and current reuse techniques with floating
current generators are exploited to minimize power consumption. Current sources Ie1 and Is2 are
made signal dependent, by using additional current mirror branches as in Fig. 2.3, or by exploiting
features in the adaptive biasing techniques.
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2.3.1 A. Castello et al. class AB topology [1]
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Fig.2. 4: Fully differential class AB OTA based on topology by Castello

The class AB input stage introduced by Castello et al. in [1] is based on four transistors with cross-
coupled source terminals. Input level shifters are needed to drive the transistors, and they can be
implemented as shown in Fig. 2.4 or by switched-capacitor structures, for applications where this is
suitable. The four drain currents are mirrored to the output branches, thus easily making current
sources lg; and g, of Fig.2.1 signal dependent. This doubles the differential gain and improves
CMRR, but a CMFB (not shown in Fig.2.4) is still required to set the correct output common mode
voltage.

FVF current mirrors are mandatory in low-voltage applications due to the four stacked devices in
the input branches.

The quiescent current of the cross-coupled devices is calculated in Appendix (A.2) and so | can
write:

Io = kerr(Von — Vep — Vrn + Vrp)? (2.21)
where Venand Ver are the dc voltages on the gates of MN and MP respectively, and
2
[knk
kerr = ( - ) 2.22
s = \Gen s (2:22)

To calculate Fc | need to know the quiescent current flowing in the output branches and the total
quiescent current flowing into the OTA as seen in section 2.2.1. With reference to Fig.2.4 | can
write:

Ipour = 2N(Ip + Iy) (2.23)
Ioror = 2N + I,) + 215 + 21 + 2Bl + 2yIg (2.24)

where the current of the input level shifters has been expressed as 2Bl (=2 in Fig.2.4) and the
current contribution of the CMFB has been expressed as 2yIB.

By assuming for simplicity that 1o and Ix are chosen equal to Is, the quiescent current efficiency
factor can be calculated using (2.12) as seen in section 2.2.1. Then | can write:

2N (2.25)

C = INt2+B+y
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When the circuit is unbalanced, two of the cross-coupled devices are off, and the other two draw a
current which depends on the square of the input differential voltage Vid:

Iy = kepr (Via + Van — Vop = Vi + Vip)?. (2.26)

The maximum current is limited by the maximum input voltage: the level shifters limit the input
dynamic range, and assuming an input common mode level of Voo/2, from the calculations carried
out in the Appendix (A.3), I get

2
keff<VDD+ %_VLS>
FSR = (227)

where

Vis = (Ven—Vep)/2 (2.28)

is the voltage shift imposed by the input level shifter. The quality factor for slew rate defined by
(2.18), for the previous choices, is equal to the slew rate factor (Fsg). A small signal analysis of the
circuit in Fig.2.4 shows that, for the same bias current of the input stage and the same mirroring
factor N, the differential gain is the same as the one of the class A OTA in Fig.2.4 if

ImnIm
gmeff - gmn+.91:p (2-29)

is equal to gmi. The FOM defined by (2.19), that is the ratio of the unity-gain bandwidths of this
stage and of a class A stage, is therefore

Qsw=1. (2.30)

It has to be noted that the input level shifter adds a pole to the transfer function, that could lower

the phase margin of the OTA.

The Common Mode Rejection Ratio (CMRR) calculated in Appendix (A.3) is equal to:
8m38m7t8ms8me 1 (231)
8m38m7—8ms58me 1/A0n_1/A0p

where Agn and Agp are gmpron and gmparopa respectively.
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2.3.2 B. Peluso et al. class AB topology [4]
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Fig.2. 5: Fully differential class AB OTA based on the topology by Peluso

-

The class AB topology by Peluso et al. presented in [4] exploits level shifters to apply signals to the
sources of the input devices with opposite polarity with respect to that applied to the gates. This
arrangement and the use of FVFs allow to provide large currents to the load when the circuit is
unbalanced, achieving class AB behavior.

To calculate F¢, defined by (2.12), | need to know the quiescent current flowing in the output
branches and the total quiescent current flowing into the OTA.

Ioour = 2N(Ip + L) (2.32)
Ioror = 2N(Up + 1)) + 2Ig + 21, + 2yIp (2.33)

As in previous section, the current contribution of the CMFB has been expressed as 2yIs for
normalization reasons.

The topology is shown in Fig.2.5 and | assume that M; and M, have the same dimensions, so that in
the limit that channel length modulation is negligible the quiescent current of the input devices is set
to Ie.

As in previous section, | assume for simplicity that I, is chosen equal to Is, and so quiescent current
efficiency factor can be calculated using the (2.12) as seen in section 2.2.1. Then I can write:

jp— (2.34)

2N+2+y
When the circuit is unbalanced, for example by setting Vid >> 0, M1A is turned off and M1 draws a
current

I = ky(Vig + \/1p/k2)?. (2.35)
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By assuming an input common mode level of Voo/2, the maximum differential input signal is equal
to Voo, and from the calculations carried out in the Appendix (A.6), | get
k1(Vpp+y/1p/k2)? (2.36)

4]g
A small signal analysis of the circuit carried out in Appendix (A.6) shows that, for the same bias
current of the input stage and the same mirroring factor N, the differential gain is twice that of the
class A OTA in Fig. 2.3 since the input devices see twice the input signal. In this case therefore |
have

Fsp =

Qsw =2 (2.37)
The Common Mode Rejection Ratio (CMRR) calculated in Appendix (A.6) is equal to:

Ao1I'o3 8m3

(i) (2.38)

where Ao is equal to gm-r,.
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2.3.3 C. Ramirez-Angulo et al. class AB topology [9]

X
(a)

)

Fig.2. 6: Fully differential class AB OTA based on the topology by Ramirez-Angulo and (b) a possible implementation of the input
common mode voltage detector

The class-AB input stage proposed by Ramirez-Angulo et al. in [9] exploits a flipped voltage
follower driven by the input common-mode signal to provide adaptive biasing of a differential pair,
as shown in Fig.2.6a. A common-mode detector is needed, and a possible implementation is shown
in Fig.2.6b. Transistors Mg and Mga and current mirrors M7-Mg and Mza-Mga are needed to make
currents Iszand Is2in Fig.2.1 dependent on the input signal, as in Fig.2.3.

We assume that M; and M, have the same dimensions, so that in the limit that channel length
modulation is negligible, the quiescent current of the input devices is set to Is. To calculate F¢ |
need to know the quiescent current flowing in the output branches and the total quiescent current
flowing into the OTA as seen in section 2.2.1. With reference to Fig.2.6 | can write:

Igour = 2N(Up + 1)) (2.39)
Ioror = 2N(Up + 1) + 2(Ig + I,)) + 21, + 2l + I + 21 + 2yIp (2.40)
By (2.12), the quiescent current efficiency can therefore be calculated as

4N
Fe = nrorzpray (2.41)

where the current of the common-mode detector CMDET has been expressed as 2p1s (=1 for the
circuit in Fig.2.6b) and the current contribution of the CMFB has been expressed as 2yIs.

When the circuit is unbalanced, for example by setting Vid >> 0, M1, is turned off and M; draws a
current

I = ky(F2 + [Tz /kz)?. (2.42)
By assuming an input common mode level of Voo/2, the maximum differential input signal is equal
to Voo, and from the calculations carried out in the Appendix (A.4), | get
k1(‘/2ﬂ+\/m 2

41g

Fsp = (2.43)
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The small signal analysis of the circuit in Fig.2.6 shows that the circuit presents the same gain and
bandwidth than its class A counterpart, since the source node of M; and M, is grounded for
differential signals.The FOM defined by (2.19), that is the ratio of the unity-gain bandwidths of this
stage and of a class A stage, is therefore

Qew=1. (2.44)
The Common Mode Rejection Ratio (CMRR) calculated in Appendix (A.4) is equal to:
8m78mo+8me8ms Ao2A03 (2.45)

8m78m9o—8me8ms 2
where Ag; and Aoz are gm-ro,
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2.3.4 D. Baswa et al. class AB topology [10]
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Fig.2. 7: Fully differential class AB OTA based on the topology by Baswa.

The class AB input stage exploits a winner-take-all (WTA) approach to set the adaptive biasing of
the differential pair; the WTA circuitry is composed by two FVFs driven by the input signals, with
their output nodes shorted together, as shown in Fig.2.7. The circuit is similar to that in Fig.2.5, but
the sources of My and M are shorted together, and the FVFs driven by the input signals cannot be
used to make currents Ie1 and Is2 of Fig.2.1 dependent on the input signal, so that the approach of
Fig.2.3 is needed.

Under the same hypotheses used to analyze the topology by Peluso, the output quiescent current
(loouT) and the total quiescent current (IgtoT) can be calculated as

IQOUT == ZN(IB + Ix) (246)
Ioror = 2N(Up + 1) + 2(Ig + I,,) + 21, + 2Ip + 2B1p + 2yIp (2.47)
By (2.12), the quiescent current efficiency can therefore be calculated as

2N

where the current contribution of the CMFB has been expressed as 2yIs.

When the circuit is unbalanced, for example by setting Vid >> 0, the current in My, is set to Is
(equal to that in M,a) whereas M; draws a current

I = ky(Vig +/Ig/k5)?. (2.49)

By assuming an input common mode level of Vbo/2, the maximum differential input signal is equal
to Voo, and from the calculations carried out in the appendix (A.5), | can calculate
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k1<VDD+ %)—13
Fsp = " : (2.50)
The small signal analysis of the circuit of Fig.2.7 shows that the circuit presents the same gain and
bandwidth than its class A counterpart, since the source node of M; and M, is grounded for
differential signals.
The FOM defined by (2.19), that is the ratio of the unity-gain bandwidths of this stage and of a class
A stage, is therefore
Qew=1.
The Common Mode Rejection Ratio (CMRR) calculated in Appendix (A.5) is equal to:
8m78mo+8me8ms Aoz2A03 (2.45)

8m78m9o~8me8ms 2
where Ay, and Agz are gm-r,,.

2.4 Comparison of selected topologies

Table 2.1
Comparison of class AB fully differential symmetrical OTAs
Topology Fc Qsr Qsw CMRR
Castello[1] 2N 1 Vbp — Vs 2 1 gm38m7 + &ms8me 1
1985 2ZN+2+B+y Z(l * 2Vo1 ) 8m38m7 — 8ms8me 1/Aon — 1/Aqp
p=2
Peluso[4] 2N l(l N VDD)2 2 @ro_g@ N gig)
1997 2N +2+y 4 Vout 2 Trog 8ms
Ramirez- 2N 1 Vbp \2 1 8m78mo * 8ms8ms Aoz2Ao3
Angulo[9] 2N+4.5+B+y 4 (1 2V0V1) 8m78m9 — 8me8ms 2
2001 p=1
Baswa[10] 2N 1 Vbp \2 1 8m78mo T 8ms8ms Ao2A03
2006 2N+4+B+y | 4 [(1 * 2v0v1) B 1] 8m78m9 — 8m6Bms 2

Table.2.1 synthesizes the results for the class AB topologies we have considered. The quiescent
current efficiency (2.12) and the CMRR are reported instead of the respective quality factors for
ease of comparison. Vovi is the quiescent overdrive voltage of My, The values reported for the
CMRR are the dc values without CMFB, and we have considered

U=gmro (2.45)

for the intrinsic gain of the devices. The table shows that the topology by Peluso presents the best
quiescent current quality factor and quality factor for slew rate, but the worst CMRR, since it cannot
become infinite by suitable sizing of the devices. The best CMRR is provided by the topology by
Castello, whose main drawbacks are the need for the input level shifter, that limits the input
dynamic range, increases quiescent current consumption, and degrades the phase margin, and the
four stacked devices in the input branch, that limit the minimum supply voltage.
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Chapter 3
Improvement of the CMRR of the
topology by Peluso

In Chapter 2 | compared four topologies of class AB fully differential OTAs from the point of view
of the consumption, slew rate, bandwidth, and common mode rejection ratio (CMRR).

The topology proposed by Peluso [1] shows the best differential-mode performance among
symmetrical OTA topologies, providing the highest efficiency and doubled small-signal unity-gain
frequency. This is achieved by applying the same signal with opposite polarity to the gates and the
sources of the input transistors through source followers. However non idealities of such source
followers make the common-mode behavior of this topology very poor. Common-mode gain is
high, thus requiring a high-gain power consuming CMFB amplifier to enhance the CMRR.
Moreover, it has to be noted that a fully differential amplifier closed in a (negative) feedback loop
could result in positive feedback for the common-mode, thus a common-mode gain larger than 1
would make it unusable.

If I could improve the CMRR of Peluso's topology and at the same time keep the other performance
unchanged, | would have a very good topology by all points of view and a broad range of
applications.

In this chapter | will explain why the common mode gain of Peluso topology is particularly high
and | will propose some solutions to increase the CMRR of Peluso's topology with a slight increase
in consumption.

The proposed solutions, in the following paragraphs, will be explained analytically and later on the
results obtained will be reported from their implementation in "Virtuoso CADENCE", which is a
CAD tool for the simulation of microelectronic circuits.

The technology used for amplifier design is provided by STMicroelettronics with 40nm production
process. This short channel technology is designed for digital applications because it has some
advantages: primarily, the triode region MOSFETS lets the current flow better because they have a
smaller resistance. Secondly, they have smaller Gate capacitance. These two factors contribute to
reducing the switch-on and switch-off times of the transistors themselves, and in addition allow for
higher switching speeds because the cutting frequency increases. A third reason is to have greater
computing power for the same occupied area.

However, with the reduction of the dimensions | have a reduction of oxide thickness and the voltage
that can be applied to the gate must be reduced to avoid gate oxide breakdown. In analog design, at
low power supply voltages, the threshold voltage has to be reduced so that multiple stacked devices
can operate properly, moreover, a low threshold allows to have more dynamic. With reduced
threshold voltages, the transistor cannot turn off completely, forming a layer with a weak reverse
voltage that generates a subthreshold current that dissipates power. In digital design having a too
low threshold involves leakage problems and therefore | prefer to have high threshold devices.
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Other issues are related to the saturation of carrier speed, so the current varies almost linearly with
the overdrive voltage and not quadratically assuming a value lower than that it would have in
normal saturation. The used technology provides transistors with three different threshold voltages.

LVT (Low VTh) | SVT (Standard VTh) | HVT (High VTh) |
Since the amplifier is designed for Low Voltage applications with multiple stacked devices as the
Cascode, the transistors chosen are the LVTs. These transistors are also the ones where the product
between transconductance and resistance of output at low signal is the largest of the three.

3.1 Evaluation of the problem of Peluso's original topology
© wDC

M 1 1 M

e j | | ﬁ M5 MEA j | | ﬁ MEA

. vb .
u Mkt ¥ i Mot iu
Ipl s O_“q: . [TEE ;BH—O e l ’

Vdn1 Vdn2

M7 I I M3 M4 I I MTA
M 1 1 M

Fig.3. 1: Fully-differential class-AB OTA topology by Peluso.

=

The class-AB OTA topology by Peluso is shown in Fig.3.1. Transistors M2 and M3 (M2A and
M3A) with the floating current source IB form a flipped voltage follower (FVF) that copies the
input signal to the source of M1A (M1). In this way the transistors of the input pair M1-M1A have
a gate-source voltage VGS=VGSQ=(vil-vi2), where VGSQ is the quiescent component. For large
differential inputs one of them cuts off whereas the other carries a current that is not limited by a
fixed current source, and is larger than in other class AB symmetrical OTA topologies for the same
input swing. Drain currents of M1 and M1A are mirrored to the output branches; FVF current
mirrors (M4-M6 and M4A-M6A) are used to maximize dynamic range in a low voltage
environment, and the output branch can be cascoded to increase the differential gain. Active loads
M7 and M7A on the output branches should provide a variable current to minimize differential to
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common-mode conversion, since in a class-AB OTA the common-mode current is not constant. For
this reason, and also to double the differential gain, they are made signal dependent, and to
minimize power consumption they are driven by the same FVFs used for input buffering.

This allows maximizing efficiency, but it is the source of poor common-mode behavior. When a
common-mode input is applied (vil=vi2=vic), the gate-source signal voltage of input transistors M1
and M1A goes to zero, thus keeping iup constant (the signal component of lup is zero). However to
achieve this result the FVF M2-M3 makes vdn, and therefore idn, dependent on the input signal,
providing a common-mode signal component at the output. To understand what happens, we can
note that the signal current in M1 and M1A is zero; the current in M3 is therefore constant and
equal to the quiescent current, but its drain-source voltage changes with the input signal.

=

+ +
r ImsV ImeY r
05 m5Y¥gs5 V955 Vgsﬁ m6*gs6 0B
- Vup
r V .
04 @%4 gs4  Vgeq iup l
+
R Vo
V.
i1 Vi
- T 12 ‘ l
|
dn
gV rar dmoV
Vgs1 m1¥gs1 ol 'o2 m2¥gs2 Vgsz
- - Vdn
+ +
r gV IV r
03 m3Ygs3 Vgs3 Vgs7 m7Ygs7 o7

—

Fig.3. 2: Simplified small-signal common-mode half-circuit

The gate-source voltage of M3 has therefore to change to compensate the variation in the drain-
source voltage, the more the lower is the transistor output resistance, thus generating a signal
component vdn.
A simplified analysis of the common-mode behavior can be performed exploiting the half-circuit in
Fig.3.2, and neglecting the output resistances of M;, M, and My; R is the resistance of the current
source lg. The gate-source voltage of M; results
_ Im2703(GmaR+ 1) (Vi1—Vix)+Viy

Vg51 - Im29m3To3R+(Gm1+gm2)To3+1 (31)
that is practically zero for vi1=vi,=Vic, therefore i,,=0, whereas vgy is given by
V.. = —gm2RVip ~ iz 3.2

an Im29m3To3R+(Gm1tIm2)To3+l  ImaTos ( )
providing an output current ig»=gm7Van. A more detailed analysis provides a differential gain
Agq = gmiRroap (M + M) (3.3)

gms Ims

where RLOAD=r06||ro7 is the output resistance of the amplifier, and for the common-mode gain
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R m
A, = LoAp {9m7[7”o11402 — (o1 — Ap2)703] + — [Ao1 (T2 + R) + (Ao1 — AOZ)r"3]}(3'4)

To1402403 9msR
where AOx=gmxroxX is the intrinsic gain of the transistor Mx and R is the resistance of the current
source IB. For A01=A02, Eq. (3.4) becomes

. RLoap Ime To2tRY _ 9mz
Ao = Aos (gm7 + G ToR ) ~ Rpoap Aos (3.5)
and cannot be reduced to zero by exploiting matching between the devices; CMRR is given by
_ Im79m3
CMRR = 2g,1Tos (1 + g—mﬁgms) (3.6)

Eq. (3.5) shows that the common-mode input propagates to the output through the NMOS path,
whereas the gain of the path through PMOS devices is negligible.

3.2 Peluso topology with CMFB in triode
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Fig.3. 3: Fully-differential class-AB OTA topology by Peluso with CMFB in triode

In the previous section | have explained intuitively why Peluso's topology has a high common mode
gain. Since any fully differential amplifier requires a common mode feedback loop (CMFB) in
order to operate properly, this section introduces the CMFB used for Peluso topology.

As seen in chapter 2, in the input stage a very low quiescent current is used, and therefore
consumption in the CMFB could contribute significatively to the global power consumption.

In general, the CMFB requires a common mode sensor and a loop amplifier, and both these blocks
usually dissipate power. Class AB amplifiers used in switched-capacitor applications often use a
switched-capacitor CMFB [2], [3], that however dissipates dynamic power, and could require an
additional error amplifier. A CMFB architecture that does not require additional power exists, is the
triode CMFB [4], where MOS transistors operating in the triode region are used to sense the output
common mode voltage and control the current flowing in a branch of the circuit, and in this way the
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output common mode voltage. The drawback of this approach is the limited loop gain, due to the
MOS devices biased in triode region.

In general a class AB amplifier with the fully differential symmetrical OTA requires a CMFB with
very low power consumption, the triode CMFB architecture is very well suited for this application.
Figure 3.3 shows the original Peluso topology with a loop for controlling the output common mode
voltage (CMFB). The CMFB is implemented by the MOS Ma-Mal,2, M3A, M7A for the N-
channel part and the Mb-Mb1,2, M5A, M6A for the P-channel part, as shown in Fig.3.3. We can
call this kind of CMFB as complementary triode CMFB. As the name suggests, the transistors Ma-
Mal,2 and Mb-Mb1,2, that make part of it, operate in the triode region while M3A, M7A, M5A and
MG6A operate in the saturation region. The CMFB can also work by only implementing the part with
"N" devices or only the part with "P" devices. To increase gain without increasing consumption, |
decide to use both the "N™ and "P" parts.

? vDD

vref |E Vo1l lﬁ; :jVOZ
Mb Mb1 Mb2
1 N
| lﬁ
MEA MEA
jl l

iup 1

vb

waa o
vo2

le I8 o

vi2
: idn l

M2A ;I I l M7A
1 N
vref | E Vo1l
Ms

Fig.3.4: Half circuit of Fully-differential class-AB OTA topology by Peluso with CMFB in triode

Figure 3.4 shows the half circuit in which the new MOSs, Myp, Ma1p1, Mazpe, are added that,
together with the present transistors, compose the complementary triode CMFB.

For simplicity in Fig.3.5, only the CMFB made with N type MOS is represented. The output
voltage (Vo1,Vo2) IS connected to the gates of Mal,2 (Vref=VCM). To simplify the description of
this circuit, assume that Ma, M3A, M7A, Mal and Ma2 are matched and ignore body effect.
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Before this CMFB approach is mathematically analyzed, its operation will be explained intuitively.
At first, let’s assume that the OTA outputs in Fig.3.3 have only a common mode (CM) component;
that is, Vol=Vo2=Voc. Then the gate voltages of Mal and Ma2 equal Voc. Also | assume that the
mirror gain is equal to 1.

Transistors Mbl, Mb2, Mal and Maz2 read the output voltage directly, without loading the amplifier
and without requiring a power consuming buffer, and the feedback loop keeps the output common
mode voltage constant and equal to Vref. This arrangement is inherently wideband, since there is no
buffer that adds further poles to the transfer function, and is able to cope with output signals
swinging over the whole supply rail voltage range.

This CMFB architecture is based on a nonlinear feedback loop: the transistors operating in triode
region act as resistors whose value depends on the voltage applied to the gate. At the equilibrium,
for matched devices, an output common mode voltage equal to Vref is required to make currents lq,
and Iy, equal; if the output voltage increases, the resistance given by Mal and Ma2 decreases and
that given by Mb1 and Mb2 increases. This results in a current lg, larger than lup, thus opposing the
increase of the output voltage. The circuit can also be designed without using Ma and Mb: in this
case, the dimensions of M3A and M5A (M3 and M5) have to be different, and this difference
implicitly sets the reference voltage Vref. This however makes this approach less robust to
mismatches.

d 1S o

|
vil
M MZa,

|cn1sl

hA2A

Fig.3. 5: Complementary triode CMFB, part N

Transistors shown in Fig.3.4 form a degenerated differential flipped voltage follower current mirror.
Differential signals do not affect the operation of this feedback loop, as shown by the following
analysis.

Since Mal and Ma2 are matched and operate in the triode region, the sum of their drain currents,
considering that 147a=lq4n, and using the equation for the triode region is

e Vgsm
la7a = lan = lga1 + lgaz = kn (T)al (Vol - Vtal)Vdsal T, +

(W sta
+kn (T)az <(V02 - VtaZ)VdsaZ - %)
putting in evidence Vgsai 2, | get
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= ZkT'l (¥)a1 ((Voc — Vin — desal) Vdsal) (3.7)

since Vdsal=Vdsa2, Vtal=Vta2=Vtn, and (W/L)al=(W/L)a2. This equation shows that Idn is
dependent on the common mode (CM) output voltage and not dependent on the differential output
voltage because changes in the drain currents in Mal and Ma2 due to nonzero Vod are equal in
magnitude and opposite in sign. Therefore, these changes cancel when the drain currents are
summed in (3.7).

Applying KVL around the lower transistor M3A, M7A, Ma, Mal gives

Vasa1 = Visa + Vgs3A - Vgs7A (3.8)
Assuming that Iy74 = I434, We have Ve, 4 = Vyg34, and (3.8) reduces to
Vdsal = Vdsa (3-9)
Since Ma operate in the triode region with lda=Icms=Idn, rearranging gives

Icms
Visa = (3.10)

(), ((vomin-"49))

Using (3.9) and (3.10) in (3.7) with (W/L)al=(WY/L) a gives
lgn = Zkrrl (¥)a1 <(Voc —Vin — %) Vdsal) =

(W Visa
= 2k, (T)al (Voc —Vin — dT) Visa (3.7)
I replace Vdsa with the equation (3.10) and | get

R ) W o
(), (Vonr=tta)) )

(Voc_th_desa)
(Verr—ven—742)

Vdsa
Vem—Vin— 2 + 21 Voc—VeMm _
cms -

Vdsa Vdsa
Vem—Ven——, Vem—Vin—,

= 2o + 20y ——0cVCM (3.11)

Va
Vem+Vss—Ven——54

lyn = 2lcms

= 2lems

3.3 First method to improve the performance of Peluso's topology [5]

The analysis in Section 3.1 shows that the CMRR can be enhanced by making also iy, (and
therefore V) dependent on the input common-mode signal Vi, or by making the gate-source
voltage of M7 not dependent on Vj.. The latter can be obtained by adding at the source of M7 a
MOS biased in triode region with a suitable signal proportional to V. on its gate. However this
arrangement would interfere with the use of a triode-based CMFB. Since the triode-based CMFB
requires a MOS in triode region also at the source of M3, the solution is to use this latter device,
whose gate would normally be connected to a constant voltage, to apply a signal vy proportional to
Vi. and cancel the dependence of idn on the output common-mode voltage without affecting
differential-mode performance. Fig. 3.2 shows the resulting topology where at the V, terminal is
applied a vy signal proportional to Vi¢; a cascode or regulated cascode topology can be exploited for
the output branches to increase the output resistance and thus gain, however this will not be taken
into account in the following analysis.

Let’s consider Vi1=Vj;=Vjc; the output voltage when the CMFB loop is open can be written as
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Vo1 = Vo2 = Voo = _(g:n6v;¢p + gm7Van)Rroap (3.12)
where Ry o4p = 756|757, and gmand rtake into account the effect of the triode degeneration:

Ty = Gmlotr + 1, + 17 (3.13)
Im = GmTo/To = 1/rr (3.14)

with ry the resistance provided by the triode-biased degeneration transistor. The transfer functions

from the common-mode input to Vg, and V, are respectively
Van  _ 1
Vie . Aos (3.15)

Vup  gm1 1

Vic  9ms A039m2(Toz2|IR) (3.16)
where | am assuming Ao1=Ao2, showing that the input common mode propagates to the output
mostly through the lower (NMOS) path, since (3.15) is much larger than (3.16). The transfer

functions from the auxiliary input v,=kVj. are respectively

Yan o, _ 918 (3.17)
Vy Ims

Lup o _9m__ L Ors (3.18)
Vx Ims 9mz2(To21IR) Gm3

Also in this case we have (3.17) much larger than (3.18), so the auxiliary input mostly acts on the

lower signal path, and the output common mode is cancelled when
1 1

k = - — (3.19)
9873 9rsTTsAo3
where grg is the transconductance of transistor Q8 that is biased in triode region.
The signal vy is generated by an auxiliary amplifier that can be obtained by a simple circuit such as
that shown in Fig.3.6, therefore its impact on the OTA characteristics is minimal, apart from the
desired effect of lowering the common mode gain.
The signal vy is generated by an auxiliary amplifier (corresponding to the block AUX in Fig.3.13),
that has to sense the input common-mode voltage, to apply an inverting gain (or attenuation,
according to values in (3.19) and to provide the dc bias Vg. Its simplest implementation, shown in
Fig. 3.6a, consists of two common-source stages with shorted drains and a diode-connected load,
since the required gain is low (and can even be less than 1). To make the specifications on dc output
voltage and gain independent, a dc current source Ictr can be added, so that transistors Mx;-Mx.
and My are biased at different currents. The gain of the auxiliary amplifier can be easily calculated
as

Ix Vpp—Vp—|V:
k= —29mx _ 5 1xVpp-Ve Vel (3.20)
9my Iy  Vie=Vrn
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Fig.3. 6: Auxiliary amplifier topology: a) ideal; b) real implementation

where Ix and ly are the currents in Mx; (and Mxz) and My respectively; given the values of all the
voltages (threshold voltages, input common mode and bias V), ly#2Ix is usually required to obtain
the desired gain (3.19 and 3.20), and this can be achieved through the current Ictr. In deep
submicron technologies with a dc bias level of Vpp/2, even using minimum size transistors this
arrangement could result in a too high current for the auxiliary amplifier. A possible solution is
represented in Fig.3.6b where degeneration resistors are added to the common source, a series
resistor to the diode connected load, and a cascade current mirror is used to provide ICTR.

The circuit can be biased at very low current, thus not affecting the efficiency of the overall class-
AB amplifier. This circuit has also to provide the reference voltage for the triode-based CMFB: to
make the gain k independent from the dc output voltage, a NMOS or PMOS dc current source ICTR
can be added, so that MX1-MX2 and MY are biased at different currents.

3.3.1 Simulation results

A fully differential OTA based on the proposed topology has been designed in CMOS 40-nm
technology by ST Microelectronics. The OTA features cascode transistors in the output branch, in
order to enhance the gain, and a complementary triode CMFB: both NMOS (M2-M3-M7) and
PMOS (M4-M5-M6) current mirrors present a triode degeneration, with the triode devices in the
output branch connected to the output voltage (two transistors connected to vol and vo2 are used to
sense the common-mode voltage). The triode biased transistor at the source of M5 has its gate
connected to VDD/2, whereas the triode at the source of M3 is also used to apply the correction
signal, as shown in Fig.3.3. Supply voltage is 1.2 V, and 500-fF load capacitors have been added at
the outputs.
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In Table 3.1 and 3.2 the aspect ratios of the devices used to design the OTA are reported, together

Table 3.1
Shape ratio of OTA and triode CMFB

M W[pm] L[pm]
1,1A 0.47 0.1
2,2A 0.9 0.1
3,3A 0.75 0.1
4,4A 4 0.1
5,5A 2 0.1
6,6A 20 0.1
7,7A 7.5 0.1

a 15 0.1
al,a?2 7.5 0.1

b 4 0.1
bl,b2 20 0.1
8,8A 150 0.25
9,9A 35 0.25

with the CMFB and the auxiliary amplifier, reported in Fig. 3.3 and Fig 3.6, respectively.

Table 3.2
Auxiliary amplifier shape ratio

M Wlpm] L[um]
x1,x2 0.2 0.1
x3,x4 0.96 0.25
y 0.41 0.1
6¢,8¢,9¢,10c 0.35 0.04
7c 0.5 0.25

Table 3.3 reports the performance for the proposed topology by considering variation of the process
corners.

By adjusting the current ICTR be, a large improvement of CMRR can be achieved in all the process
corners. In reality, 1 will not able to get the optimum value of current, as even if | have to dimension
everything perfectly, in the end I will still have to deal with uncertainty. To evaluate more
realistically the performance of the proposed amplifier, the simulations have been repeated
considering a +5% variations of the nominal current in all the process corners and the results are
reported in Table 3.5 and Table 3.6.

Even if the optimum situation is represented by nominal case, realistically, 1 can expect that the
improvement | get on average will be within the "+5%" of the current (ICTR) compared to the
optimum value: + 5% is a plausible variation according to what is stated in the foundry manual.
Table 3.4 shows the results obtained by acting on the current generator ICTR. The current ICTR in
the auxiliary amplifier could be controlled to compensate variations, thus improving performance.
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Table 3.3
Performance at the variations of the corner process
Corner | VO_dc | AV_dif | m¢ fu AVcm_dc | AVem_pk | Tset ICTR
[mV] | [dB] 1 | [MHZ] [dB] [dB] [ns] [HA]
TT 601.5 51.5 58.2 348 -102.1 -29.3 10.22 -
FF 179.8 23.6 80.5 1.1 -2.7 2.7 29.9 -
FS 119.6 21.9 82 0.191 -12.8 -12.8 29.9 -
SF 638.4 51.6 63.18 322 -6.3 -6.3 10.2 -
SS 627.2 51.2 62 257.5 -12.2 -12.2 11.93 -
Table 3.4
Correction of the performance at the variations of the corner process
Corner | VO_dc | AV_dif | m¢ fu AVcm_dc | AVem_pk | Tset ICTR
[mV] | [dB] [1 | [MHZ] [dB] [dB] [ns] [HA]
TT 601.5 51.5 58.2 348 -102.1 -29.3 10.22 -
FF 607.51 | 51.7 57.57 | 427.6 -116.45 -29.88 9.12 -3.85432
FS 612.66 | 49.81 55.6 339.8 -128.19 -29.35 10.86 -5.4855
SF 555.18 | 51.22 | 59.25 | 329.59 -93.32 -30.74 10.13 3.9926
SS 596.72 | 51.47 | 58.78 | 276.15 | -107.29 -29.48 11.92 2.2676
Table 3.5
Performances at the variation of +5% of the current source ICTR
VO_dc | AV_dif | meo fu AVcm_dc | AVem_pk | Tset 0 ICTR
Comer | [mv) | [@B] | [ | MMz | [dB] | [dB] | [ns] | ‘TN | [ua]
TT 601.5 51.5 58.2 348 -102.1 -29.3 10.22 - -
FF 611 51.69 | 57.79 | 425.6 -23.19 - 9.12 | -4.043670 | -3.85432
FS 615.3 | 49.79 | 55.94 | 337 -22.03 - 10.86 | -5.759775 -5.4855
SF 537.19 | 51.04 | 59.15 | 318.15 -13.5 - 10.2 4.19223 3.9926
SS 687.45 | 51.53 | 58.1 | 279.48 | -14.43 - 11.9 2.38098 2.2676
Table 3.6
Performances at the variation of - 5% of the current source ICTR
VO_dc | AV_dif | me fu AVcm_dc | AVem_pk | Tset 0 ICTR
comer | mvl | [dB] | [ | (MM | (@B | [dB] | [ns] | ‘TN [nA]
TT 603.13 | 51.5 58.2 348 -102.1 -29.3 10.22 - -
FF 607.7 | 51.72 | 57.31 | 429.8 -19.8 - 9.13 | -3.661604 | -3.85432
FS 610.1 | 49.86 55 | 344.64 | -13.15 - 10.87 | -5.211225 -5.4855
SF 569.24 | 51.33 | 59.52 | 334.06 | -16.48 - 10.14 | 3.79297 3.9926
SS 602.75 | 51.43 | 59.29 | 273.5 -20.35 - 11.92 | 2.15422 2.2676

Table 3.7 reports differential and common-mode performance for the proposed topology, compared
to the original topology (where the gate of the triode biased NMOS at the source of M3 is connected
to a static voltage VDD/2), highlighting the improved CMRR of the proposed one, without
degradation of differential-mode performance, and Fig.3.7 shows the common-mode gain: the
improvement for typical process parameters is more than 90 dB, and reduces to 20 dB at higher
frequencies.
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Table 3.7
Class-AB OTA performance
Performance Proposed Original Unit
Differential gain 51.56 51.56 dB
Unity-Gain
Bandwidth 349 349 MHz
Phase Margin 58 58 °
Common-Mode Gain 102.10 920 4B
(de)
Peak Common-Mode -29.99 990 4B
Gain
Quiescent Power 128 115 uwW
Settling Time 10.22 10.04 ns
o
-2

A [dB]

4 O\ . Lial . L — . - L
10 10 il i L1 10" 10
Frsauency [Hz]

Fig.3. 7: Common-mode gain.

Fig.3.8 shows the histograms of the common-mode gain after 1000 Monte-Carlo iterations, to
evaluate the effect of process and mismatch variations; to better highlight the advantage of the
proposed topology, the common-mode gain without CMFB is considered.

Figs.3.9 and 3.10 present respectively the dc transfer characteristic and differential-mode gain,
showing that they are not affected by the auxiliary block, and Fig.3.11 shows the transient response
to a full swing input signal when the amplifier is closed in unity-gain configuration and loaded by
500-fF capacitors.
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3.3.20TA testas S/H
The proposed OTA, once the test of robustness at process variations has been passed, has been used
in the implementation of a Sample and Hold Amplifier (SHA). The considered SHA bases its
operating principle on switched capacitor technique, so it needs proper clock signals to work
properly.

L~

P e

b > |1

i \ b
b | | :
Vi | | o Vo %

¢‘le
.

$a
Fig.3. 12: SHA circuit

The clock signals were realized using "Vpulse™" generators that were set with the parameters shown
in Table 3.9.

Table 3.8
Parametri Ck1 Ckle Ck2 Ck2e
V1[V] 0 0 0 0
V2 [V] Vdd Vdd Vdd Vdd
Period [s] Tck Tck Tck Tck
Delay time [s] 0 0 Tck/2 Tck/2
Rise time [ps] *tr *tr *tr *tr
Fall time [ps] *tr *tr *tr *tr
Pulse Width [s] *Tck/2-tov-2tr | *Tck/2-tov-2tr-dt | *Tck/2-tov-2tr | *Tck/2-tov-2tr-dt

*tr=100p, tov=100p, dt=200p

In Table 3.8, Vdd indicates the supply voltage of the switches, Tck is equal to the sampling time,
the rise time (tr) and the fall time (tf) have the same value. The "tov" and "dt" parameters are used
to obtain the required pulse width, the "dt" parameter in the specified, to allow early closure of the
switches that uses Ckle and Ck2e. To get the complementary clock signals from the ones shown in
Table 3.8, it is sufficient to swap V1 and V2 values. The Fig.3.13 shows the trends of the clock
signals used to carry out sample and hold phases.
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Fig.3. 13: a) Clock signals; b) Complementary clock signals

The OTA has been used to design a 100-MHz flip-around sample-and-hold with 500-fF sample
capacitors, and Fig.3.14 shows the output spectrum for an input signal at fs/64 with 800 mV peak
differential amplitude. Total harmonic distortion is -65.4 dB, with an average power consumption of
245uW. Table 3.9 shows the performance of the SHA for several cases of sampling frequency.
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Fig.3. 14: Output spectrum of a 100-MHz sample-and-hold.
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Table 3.9
SHA Performance vs sampling frequency
fsample (MHz) Tck(ns) THD (dB)
50 20 65.7
100 10 65.4
105 9.5 63.3
111 9 60.97
118 8.5 60.85
125 8 60.3
133 7.5 57.46
143 7 55.47
154 6.5 50.89
167 6 39.89

Conclusion

The class-AB fully differential OTA topology proposed by Peluso in [1] presents very good fully
differential performance but low CMRR. An improvement that exploits a simple low-current
auxiliary circuit is proposed: common-mode gain is reduced up to 90 dB without affecting
differential-mode performance, with a net improvement in CMRR. Monte Carlo simulations show
that the proposed topology is somehow sensitive to the gain of the auxiliary amplifier, and the
effective CMRR improvement could result lower, however the gain can be controlled by changing
the current ICTR in Fig. 3.6b to compensate process variations.

3.4 Second method to improve the performance of Peluso's topology [6]

¢ vDD
vref vref vref vref vref vref
Mb1 Mb2 Mb Mb Mb1  Mb2
N 1 1 N

Me ji iﬁ M5 MSA __BH IﬁmeA

vb vb
M8 __B”—O O*—‘ﬁMSA
i”Pl 14 jl e St B He_—r-.w\ li“P

AUX

s 1@15 ki i le 1B 507
1idn
b o~—-“__B M9A

vref

Fig.3. 15: Proposed fully differential OTA topology
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The analysis in Section 3.1 shows that CMRR can be enhanced by making also 1, (and therefore
Vyp) dependent on the input common-mode signal vic, so to cancel the common-mode component in
lan. This can be achieved by exploiting the gate terminal of M, in the FVF current mirror Ms-Mg: a
suitable input signal vy is superimposed on the bias voltage Vg through the auxiliary amplifier in the
dashed box in Fig.3.15. The compensation signal vy has to depend only on the input common-mode
component, not to affect the differential-mode performance, with a suitable gain (or attenuation) to
match the common-mode signal components of I, and I4.. The signal vy has to present opposite
phase with respect to the common-mode input component vj.: a positive input common-mode signal
Vic results in a lower gate-source voltage of M; and a reduction of the current lg,. To obtain a
corresponding reduction of Iy, the gate voltage of Mg has to increase, and this can be achieved if
the signal vy is negative.

Consider vi;=vi=Vj.; a simplified small-signal analysis of the common-mode half-circuit of the
amplifier, shown in Fig.3.2, shows that the transfer functions from the input common- mode signal
Vic to the currents iy, and ign are respectively.

lup _ _9me gm1 To2\ _ _9mse _Ao1

Vie Ap2403 Gms (1 + R ) ImsTo1 (1 Aoz) (321)
idn gm7 dm7 Ao1

L= = S (] -2 22
Vic Aoz Im3To1 Aoz) (3 )
whereas the transfer functions from the control input vy to the same currents are

lup Ime

— =" 3.23
Vx Ims(To1ll705) ( )
idn dm7

lan _ _9m7_ 24
Vx Im3To1 (3 )
The output voltage is then given by

Vo1 = Vo2 = Voe = (iup —ign)RLoap (3-25)

Assuming Ag1=Ag, We see that the input common-mode voltage affects the output mostly through

ian, Whereas vy affects both iy, and ig,. Therefore a signal vx=-kvic , with
— Aos Im77To1 ~ Aosdm7 (3.26)

703 9me9Im3To1+t(ImeIm3—9Im79ms)"os Ao39me
is required to have iy=ign and cancel the output common-mode component.

The signal vy is generated by an auxiliary amplifier (corresponding to the block AUX in Fig.3.15,
that has to sense the input common-mode voltage and to provide the dc bias Vg on the gate of M,.
Its simplest implementation, shown in Fig. 3.16a, consists of two common-source stages with
shorted drains and a diode-connected load, since the required gain is low (and can even be less than
1). As seen in previous section, to make the specifications on dc output voltage and gain
independent, a dc current source lctr can be added.
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Fig.3.16: Auxiliary amplifier for the proposed topology: a) basic scheme; b) low power implementation.

As seen in previously section with a dc bias level of Vpp/2, even using minimum size transistors
this arrangement could result in a too high current for the auxiliary amplifier.

For circuits biased at very low current, a possible solution is to use MOS devices with longer gates
(to reduce the form factor) and exploit self-cascoding to reduce the current for a given gate-source
voltage: the resulting amplifier is shown in Fig.3.16b. Obviously this solution increases area
consumption and also the input capacitance of the amplifier, thus resulting in a degradation of
settling time with respect to the original topology, and a trade-off between power, area and dynamic
performance has to be found for the specific design.

3.4.1 Simulations results

A fully differential class-AB OTA based on the proposed topology has been designed and simulated
using 40-nm CMOS technology by ST Microelectronics. Cascode transistors in the output branches
have been exploited to enhance the differential gain, and a complementary triode CMFB [7] has
been used. 0.1-um gate length has been used for all devices, except the cascode transistors in the
output branches, that have 0.25-um gate length to increase gain. The auxiliary amplifier in Fig.
3.16b has been used to minimize the increase in power consumption; 0.5-um gate length has been
used for all devices, and minimum length has been chosen for the NMOS to keep bias current low.
Supply voltage is 1.2V, and 500-fF load capacitors have been added at the outputs.

Table 3.10
Auxiliary amplifier aspect ratio
M W[um] L[um]
x1,x2,x3,x4 0.12 0.5
yl 1.92 0.5
y2 1.9 0.5
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Table 3.11
Aspect ratio of OTA with triode CMFB

M Wlpm] L[um]
1,1A 0.47 0.1
2,2A 0.9 0.1
3,3A 0.75 0.1
4,4A 4 01
5,5A 2 0.1
6,6A 20 0.1
7, 7A 7.5 0.1

a 1.5 0.1
al,a? 7.5 0.1

b 4 0.1
bl,b2 20 0.1
8,8A 150 0.25
9,9A 35 0.25

In Table 3.10 and 3.11 the aspect ratios of the devices used to design the OTA are reported, together
with the CMFB and the auxiliary amplifier, reported in Fig. 3.16 and Fig 3.13 respectively.

Table 3.12
Performance at the variations of the corner process
Corner | VO_dc | AV_dif | mé¢ fu AVcm_dc | Avem_pk | Tset Icorr
[mV] | [dB] [l [[MHz] | [dB] [dB] [ns] [NA]
TT 602.3 515 | 58.15 349 -22.1 - 12.1 -
FF 597.3 51.7 56.9 | 431.8 -44.17 -26.2 10.93 -
FS 573.7 49.7 | 58.11 | 350.2 -29.3 -28.7 12.54 -
SF 617.6 51.9 56.6 | 349.15 -26.4 -22.3 12.27 -
SS 596.4 51.4 594 | 273.2 -43.4 -27.5 13.8 -
Table 3.13
Correction of the performance at the variations of the corner process
Corner | VO_dc | AV_dif | m¢ fu AVcm_dc | AVem_pk | Tset Icorr
[mV] | [dB] [(1 | [MHz] | [dB] [dB] [ns] [nA]
TT 597 51.5 58.8 | 3475 | -151.99 -26.7 12.07 358.407
FF 597.7 51.7 57.3 | 4305 -164.4 -26.17 10.9 320.391
FS 576.4 49.7 | 58.19 | 350.15 | -155.23 -28.9 12.5 64.7506
SF 620.46 | 51.8 57.3 | 347.42 | -150.11 -22.3 12.24 229.404
SS 596.8 51.3 60.2 272 -145.46 -27.4 13.7 327.4255
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Table 3.14
Performances at the variation of +5% of the current source ICTR
VO _dc | AV_dif | m¢ fu AVcm_dc | AVem_pk | Tset Icorr
Comer | mv) | [dB] | [] | [MHz]| [dB] @e] | [ns] | " | [nA]
TT 596.8 51.5 58.8 | 347.4 -49.4 -26.7 12.07 | 376.32735 | 358.407
FF 597.5 51.7 57.4 | 430.4 -51.6 -26.2 10.92 | 336.41055 | 320.391
FS 576.4 49.7 |58.19 | 350.15 -67.6 -28.9 12.53 | 67.98813 | 64.7506
SF 620.2 51.8 57.3 | 347.3 -47 -22.3 12.24 | 240.874725 | 229.404
SS 596.6 51.3 60.2 272 -48.95 -27.5 13.78 | 343.796775 | 327.4255
Table 3.15
Performances at the variation of -5% of the current source ICTR
Corner V0 _dc | AV_dif | m¢ fu AVcm_dc | Avem_pk | Tset 504 Icorr
[mV] | [dB] [(1_[[MHz] | [dB] [dB] [ns] [nA]
TT 597.3 51.5 58.7 347 -49.2 -26.7 12.07 | 340.48665 | 358.407
FF 597.9 51.7 57.3 | 430.59 -51.5 -26.14 10.92 | 304.37145 | 320.391
FS 576.4 49.7 |58.19 | 350.16 -67.5 -28.96 1253 | 61.51307 | 64.7506
SF 620.7 51.8 57.3 | 3475 -46.92 -22.26 12.25 | 217.934275 | 229.404
SS 597.11 | 51.3 60.1 | 272.16 -48.8 -27.45 13.78 | 311.054225 | 327.4255

Tab.3.4. reports differential and common-mode performance for the proposed topology, compared
to the original topology (where the gate of My is connected to a static voltage Vpp/2), highlighting
the improved CMRR of the proposed one, without degradation of differential-mode performance,
and Fig.3.17 shows the common-mode gain: the improvement for typical process parameters is
more than 140 dB at low frequency, and reduces at higher frequencies. This is however an ideal
situation, and Monte-Carlo and corner simulations have been performed to get a more realistic

evaluation.
Table 3.16
Class-AB OTA performance

Performance Proposed Original Unit
Differential gain 51.53 51.56 dB
Unity-Gain Bandwidth 347 349 MHz
Phase Margin 59 58 °
Common-Mode Gain (dc) -151.99 -9.20 dB
Peak Common-Mode Gain -26.75 -9.20 dB
Quiescent Power 121 115 uw
Settling Time 12.09 10.04 ns
Slew Rate 538.3 527.7 V/us
Silicon Area 391 381 nm?
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Fig.3. 18: Histogram of dc common-mode gain: a) original topology; b) proposed topology.
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Table 3.17
DC common-mode gain vs. process corners
Acm(dB) proposed Acm(dB)

Sl @lcTr @lcTrE5% Original lcrr (NA)
TT -151.99 -49 -9-20 358
FF -164.40 -51 -8.32 320
FS -155.23 -67 -12.70 65
SF -150.11 -47 -5.52 229
SS -145.46 -49 -10.21 327

Fig.3.18 shows the histograms of the common-mode gain after 1000 Monte-Carlo iterations, for
both the original topology (without the auxiliary amplifier) and the proposed one, to evaluate the
effect of process and mismatch variations; the average improvement of CMRR reduces to about 15
dB (mean values are -9.1 dB and -24.6 dB respectively for the original topology and the proposed
one), but the proposed topology still offers an advantage. Moreover, the current Icrr in the auxiliary
amplifier could be controlled to compensate variations, thus improving performance. A variation in
Ictr changes the gain of the auxiliary amplifier and also the bias voltage Vg: the latter affects the
bias point of the main amplifier, that however is controlled by the CMFB.

Table 3.17 reports the dc common-mode gain vs. process corners: by adjusting the current Icrgr, @
large improvement of CMRR can be achieved in all the process corners, whereas a fixed Ictr Would
result in some cases in little or no improvement. Obviously, this has to be intended as a limit case,
since the current Ictr can be set only within a certain error. As seen in previous paragraph, to
evaluate more realistically the performance of the proposed amplifier, the simulations have been
repeated considering a £5% variations of the nominal current in all the process corners, and the
results are reported in Table 3.17: the improvement of CMRR reduces to about 40 dB, but the
proposed topology still presents performance improvement in all process cases.

Fig.3.19(6) presents the dc transfer characteristic of both the original and proposed topologies
(curves are coincident), showing that the auxiliary block does not affect performance, and
Fig.3.20(7) shows the transient response to a full swing input signal when the amplifier is closed in
unity-gain configuration and loaded by 500-fF capacitors.

Table 3.18
SHA performance vs sampling frequency
fsample (MHz) Tck(ns) THD (dB)
50 20 -65.03
100 10 -64.95
105 9.5 -64.76
111 9 -64.41
118 8.5 -64.03
125 8 -63.49
133 7.5 -60.78
143 7 -57.92
154 6.5 -53.13
167 6 -50.15
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Fig.3. 22: Output spectrum of a 100-MHz sample-and-hold.

I have chosen to use large transistors in the auxiliary amplifier to minimize the excess current of the
proposed topology, and this has resulted in a substantial increase in input capacitance of the overall
amplifier, so leading to a longer settling time. A settling time similar to the original topology can be
achieved using smaller transistors, but current consumption in the auxiliary amplifier is higher.
Monte-Carlo simulations have been performed to evaluate the stability of performance under
mismatch variations: Fig.3.21 shows the histograms for the settling time and the average current
consumption during step response, highlighting a limited spread. The OTA has been used to design
a 100-MHz flip-around SHA with 500-fF sample capacitors, and Fig.3.22 shows the output
spectrum for an input signal at fs/64 with 800 mV peak differential amplitude. Total harmonic
distortion is -65 dB, with an average power consumption of 127 uW. Table 3.18 shows the
performance of the SHA vs. sampling frequency.
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3.5 Local feedback [8]

? vDD
vref vref vref vref vref vref
Mb1 Mb2 Mb Mb Mb1 Mb2
N 1 1 N

Me j} HQ__ M5 M5A __eH He__meA

M8 j |—\g gf‘—| ﬁ MBA
- S - by -

Fig.3. 23: Class-AB OTA with local feedback

In this section | propose an alternative solution that leverages the benefits of negative feedback to
enhance the CMRR without affecting the differential-mode performance. The basic idea is to
exploit the feedback theory to make the OTA more robust from the point of view of process
variations. In the first instance | implemented a single feedback loop as shown in the Fig.3.23. EQs.
(3.30-7) and (3.31-8) show that the gain of the PMOS path is Ay times lower than the gain of the
NMOS path. A simple solution to reduce the common-mode gain would be to add a feedback loop
to keep the common-mode component of voltage vg, constant, thus driving Agn to zero. The loop
can be closed exploiting the gates of the triode-biased transistors Mg and Mga, following the
approach in [5]. However in deep submicron technologies the intrinsic gain of the transistors is
typically low (Ao could be as low as 20 dB), and a feedback loop acting only on Ay, has a limited
effect due to the non- negligible value of A,p. This idea was abandoned not because it did not work,
but because the results were not exciting. In simulation, when | see the transfer function from Vic to
Vdn and Vic to Vup, | can see that the first one is not much bigger than the one. So if | do a loop
that only stabilizes Vdn, there is improvement but not so much.
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Fig.3. 24: Local feedback implementation

The gain values obtained by simulation in the "virtuoso CADENCE" environment are:
Ay, =241€ = _40.2 dB

ic

Aup = 25 = —37.3dB

Fig. 3.25a shows the topology of the OTA by Peluso [1] with a complementary triode-based CMFB
[7] to set the output dc voltage. The CMFB also allows reducing the common-mode gain, however
it is not enough to have a large CMRR and a safe margin to close the amplifier in a feedback
positive for the common-mode. The output voltage can be obtained as

Vo = _(g:n6Vup + g;n7Vdn)(r56||T6k7) (3.27)
where
Yo = Gmlotr + 1, + 17 (3.28)
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Fig.3. 25: Proposed topology: a) main amplifier; b) local feedback blocks

Im = GmTo/T0 = 1/1r (3.29)

take into account the effect of the triode-biased devices (whose transconductance and output
resistance are denoted as gr and ry). In the following, we will analyze the common-mode behavior
of the circuit in case of open CMFB loop.

The analysis of the circuit in Fig.3.25a [9] allows to calculate the transfer functions

_ Vupc _ 1 gm Toz
Ayp = Vie = onAosGis (1+ R ) (3.30)
Van 1
Agn = % = (3.31)

where Ag=0ml, is the intrinsic gain of the devices and vypc and vgnc denote the common-mode
components of vy, and Vgp.
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Fig.3. 26: Block scheme of the proposed local feedback loop.

To achieve better results, both gains have to be reduced by the feedback loop, and the solution we
propose is shown in Fig. 3.25b. Common source stages with shorted outputs are used to read the
common-mode components Vgnc and Vypc; two inverters with shorted outputs are then used to
calculate the average of these voltages, providing also the necessary phase and loop gain and the dc
bias to close the loop on the gates of the triode-biased NMOS devices Mg and Mga (voltage vx in
Fig. 3.25a). The current sources in the common source blocks can be adjusted to compensate
process variation, allowing some control on the individual values of vy,c and vgnc and not only their
average values.

Fig.3.26 shows a block scheme of the proposed local feedback loop, where Ay, and Aq, are given by
(3.31-8) and (3.32-9), Ar and Ay are the voltage gains of the common-source amplifiers, the
transconductance G and the resistance Rj,, model the inverters with the shorted outputs, and the
gains Argn and Aryp are given by [5]

Van
Argn = i = —jﬁ (3.33)
From the analysis of the scheme in Fig.3.26 we get
Vx = ~GRiny(ApVupc + AnVanc) (334)
Vipe = AupVic + ArupVx (3.35)
Vanc = AanVic + AranVx (3.36)

and we can calculate

V _ Aup +GRinvAN(AupATdn _AdnATup)
upC 14GRiny(ApATup+ANATdn)

(3.37)

Adn+GRinyAp(AdnATup—AupAran)
Voo = (3.38)

1+GRiny (APATup +ANATAdn)
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Table 3.19
Class-AB OTA performance

Performance Proposed | Original Units

Differential Gain 51.3 51.3 dB
Unity-Gain Bandwidth 201 201 MHz

Phase Margin 57.8 57.8 °

dc Common-Mode Gain -71 -16 dB

Peak Common-mode Gain -28.5 -16 dB
Quiescent Power 129.6 81.6 uw

Settling Time 10.2 9.49 ns

that show the effect of the local feedback. From (3.30)-(3.33) we also get

Im19Ts

AdnATup - AupATdn ~ Aoz A3 0 s 0 s

3.5.1 Simulation Results

Toz
(1+22)

(3.39)

In Table 3.20 and 3.21 the aspect ratios of the devices used to design the OTA are reported, together
with the CMFB and the auxiliary amplifier, reported in Fig. 3.25.

Table 3.20
Form factors of the OTA and CMFB MOS transistors
M W[pm] L[um]
1,1A 0.17 0.04
2,2A 0.53 0.04
3,3A 0.53 0.04
4,4A 6.55 0.24
5,5A 0.51 0.12
6,6A 3.57 0.12
7,7A 3.64 0.12
8,8A 69.37 0.12
9,9A 12.67 0.12
8,8a 0.32 0.12
al,a2 0.91 0.12
b,bl,b2 4.62 0.12
Res 48.99K -
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Table 3.21

Form factors of the auxiliary amplifier MOS transistors

M Wipm] L[um]
dnl,dn2 0.5 0.04
dn3,dn4 1.28 0.04
pl 0.48 0.04
p2 5.74 0.04
upl,up2 0.24 0.04
up3,up4 2.87 0.04
nl 2.56 0.04
n2 5.2 0.04
nx1,nx2 0.12 0.12
nx3,nx4 3.4 0.12
px1,px2 0.68 0.12
pXx3,px4 17.6 0.12

Table 3.22 reports the performance for the proposed topology at the variation of the process
corners.

Table 3.23 shows the results obtained by acting on the current generator ICTR that in Fig.3.25
corresponding at IBN and IBP (IBN=IBP=ICTR). The current ICTR in the auxiliary amplifier could
be controlled to compensate variations, thus improving performance.

To evaluate more realistically the performance of the proposed amplifier, the simulations have been
repeated considering a 5% variations of the nominal current in all the process corners, and the
results are reported in Table 3.24 and Table 3.25.

Table 3.22
Performance at the variations of the corner process
Corner V0 dc | AV_dif | m¢ fu AVcm_dc | Avem_pk | Tset lcTr
[mV] | [dB] [l | [MHz] | [dB] [dB] [ns] [MA]
TT 599.99 | 51.3 57.8 201 -71 -28.5 9.47 -
FF 638 51 57.6 248 -43 -24.5 7.6 -
FS 640 49.49 55.2 188 -20 - 12.4 -
SF 501 50.5 68.4 | 110.63 -41.4 -39 13.4 -
SS 575 51.6 59.4 | 152.69 -43.8 -24.7 13.29 -
Table 3.23
Correction of the performance at the variations of the corner process
Corner VO dc | AV_dif | m¢ fu AVcm_dc | Avem_pk | Tset lcTr
[mV] | [dB] [l | [MHz] | [dB] [dB] [ns] [MA]
TT 599.99 | 51.3 57.8 201 -71 -28.5 9.47 -
FF 611 51.2 55.7 253.6 -72.9 -28.7 7.6 1
FS 622 49.6 52 200.5 -52.9 -25.2 12.4 6
SF 555.26 515 63.5 167.7 -55.2 -21.4 13.5 -5.5
SS 596.57 | 51.4 60.2 | 151.94 -54 -25.3 13.3 -0.5
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Table 3.24
Performances at the variation of +5%o of the current source ICTR
VO _dc | AV_dif | m¢ fu AVcm_dc | AVem_pk | Tset . lctr
Cormer | fmv] | [dB] | [] |[MHz]| [dB] @8] | mns] | 7| [uA
TT 599.99 | 51.3 |[57.8| 201 -71 -28.5 9.47 -
FF 609.7 51.2 | 55.9 | 259.7 -63.9 -28.7 8.19 1.05 1
FS 616.2 49.6 |51.3| 205.6 -52.1 -26.7 12.87 6.3 6
SF 562.2 515 |63.6 | 174.6 -47 -26.8 11.63 | -5.775 -5.5
SS 597.7 514 |60.3| 151.9 -55.3 -26 13.12 | -0.525 -0.5
Table 3.25
Performances at the variation of -5% of the current source ICTR
V0 _dc | AV_dif | m¢ fu AVcm_dc | AVem_pk | Tset lctr e
Cormer | fmv] | [dB] | [7] |[MHz]| [dB] @8] | [ns] | [uA] | ™7
TT 599.99 | 51.3 |57.8| 201 -71 -28.5 9.47 -
FF 612.5 51.6 |56.8| 203.4 -74.8 -28.4 8.21 1 0.95
FS 629.2 495 |53.1| 199 -50.2 -23.8 13 6 5.7
SF 549 515 |63.8| 168 -65.6 -12.2 13.3 -5.5 -5.225
SS 595.4 514 |60.2 | 152.3 -53.1 -25.6 13.12| -0.5 -0.475

A fully differential class-AB OTA based on the proposed topology has been designed and simulated
using 40-nm technology. The output branches have been cascoded to increase the voltage gain;
supply voltage is 1.2V and 500fF load capacitors have been used as loads. Tab. 3.15 reports
differential and common-mode performance for the proposed topology, compared to the original
topology (where vy is connected to the static reference voltage vx=Vpp/2), highlighting the
improved CMRR of the proposed one, without degradation of differential-mode performance.
Fig.3.27 shows the Bode plot of the common-mode gain: the improvement for typical process
parameters is more than 50dB.

Figs.3.29 and 3.30 present the dc transfer characteristic and differential-mode gain respectively,
showing that they are not affected by the auxiliary block, and Fig.3.31 shows the transient response
to a full-swing input signal when the amplifier is closed in unity-gain configuration and loaded by
500fF capacitors. The OTA has been used to design a 50-MHz sample-and-hold (SHA) with 500fF
sample capacitors, and Fig.3.32 shows the output spectrum for an input signal at fs/64 with 0.5V
peak-peak differential amplitude.
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Fig.3. 32: Output spectrum of a 50-MHz sample-and-hold.

Total harmonic distortion is -73.3 dB for an input signal at fs/64 with 0.5V peak-peak differential
amplitude, and an average power consumption of 157.3 pW.
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Table 3.26 shows the results of the class AB OTA test as Sample and Hold Amplifier (SHA) for an
input signal at fs/64 with 800 mV peak differential amplitude, as in the cases discussed in the

previous paragraphs.

Table 3.26
SHA Performance vs sampling frequency
fsample (MHz) Tck(ns) THD (dB)

50 20 61.9
100 10 54

105 9.5 53.6
111 9 53.3
118 8.5 53.1
125 8 52.7
133 7.5 47.2
143 7 41.5
154 6.5 39.9
167 6 38.3

Conclusions

The class-AB fully differential OTA topology proposed by Peluso in [1] presents very good fully
differential performance but low CMRR. An improvement that exploits a local feedback is
proposed: common-mode gain is reduced up to 71 dB without affecting differential-mode
performance, with a net improvement in CMRR. Good results are obtained for a sample-and-hold
exploiting the proposed amplifier.
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Chapter 4
Further optimizations of class AB OTA

topologies

In this chapter I will present others optimizations of class AB OTA topologies | have done in the
PhD course. In the first two paragraphs, | present class AB OTA applications at very low voltage,
going to optimize in one case the robustness under corners process variations of the Peluso [1]
topology and in the other the input dynamics of the same topology in a single ended version used in
non-inverting configuration. Even for supply voltages below the volt, Peluso topology has good
performance.

In the first paragraph, as an alternative to the triode CMFB | propose another type of CMFB
applicable to class AB structures that generally have no constant current generators within the
original structure. Therefore, the performance of the Peluso topology will be evaluated for 0.8 volts
supply voltage using a self-referenced CMFB.

In the second paragraph | went down to 0.6 Volt supply voltage and compared me to the problems
that arise when working with voltages below the Volt if a single ended (SE) amplifier is used.

In the third paragraph I will consider the topology of Ramirez-Angulo [2] examined in Chapter 2, |
will propose a method that reduces a bit the consumption and improves some performance.

In the fourth paragraph I will propose an alternative way of realizing a class AB starting from the
Peluso topology making appropriate circuit arrangements.

As in the cases seen in Chapter 3, | will use the same technology as that provided by
STMicroelectronic with a 40 nanometer production process.
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4.1 Self-referenced CMFB by body
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Fig.4. 1: a) Peluso topology; b) Self-referenced CMFB

In this section, | exploit another potential of the Peluso topology, that is to say that it can be used
for very low power supply voltages. In this case, the supply voltage is fixed at 0.8 volts and the
price to pay is to have four current generators to bias the structure instead of the two required in the
topologies presented in Chapter 3. In the previous chapter, three possible methods were proposed to
increase the performance of Peluso's topology from the point of view of the "CMRR". The first two
methods used open loop techniques while a closed loop method was used for the last proposed
method.
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In this section, | propose a CMFB that is suitable for working with class AB architectures with very
low power voltages. Fig.4.1b shows the proposed CMFB that allows the same performance as those
obtained in the previous chapter.

In Table 4.1 and 4.2 the aspect ratios of the devices used to design the OTA are reported, together
with the CMFB proposed. Table 4.3 reports the performance for the original topology (without
CMFB) by considering typical case.

Table 4.1
Aspect ratio of OTA
M W[um] L[pum]
1,8 20.52 0.04
2,9 29.6 0.04
3,10 0.3 0.12
4,11 7 0.24
5,12 1.25 0.12
6,13 0.3 0.12
6a,13a 2.25 0.12
7,14 0.5 0.12
7b,14b 11.9 0.12
Table 4.2
CMFB aspect ratio

M W[um] L[pum]
a,la 2.77 0.12
b,1b 2.75 0.12
c,1c 0.36 0.12
d,1d 0.4 0.12
e 2.75 0.12

f 2.75 0.12
g 0.4 0.12
h 0.4 0.12

Table 4.3 reports the performance for the original topology in typical process case. Fig.4.2 shows
the voltage gain and the phase. Fig.4.3 shows the common-mode gain: the improvement for typical
process parameters is more than 100 dB at low frequency, and reduces at higher frequencies.

Table 4.4 reports the performance for the proposed topology by considering variation of the process
corners. A large improvement of CMRR is achieved in all the process corners. In all cases, the
obtained values differ little from those obtained in the typical case, so the structure is robust.
Common-mode gain is reduced without affecting differential-mode performance, with a net
improvement of CMRR. Fig.4.5 show the histograms of the common-mode gain after 1000 Monte-
Carlo iterations, for both the original topology and the proposed one, to evaluate the effect of
process and mismatch variations, therefore the structure is robust.
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Table 4.3
Performance topology of Fig.4.1 without CMFB
Corner | VO_dc | AV_dif me fu AVcm_dc AVcm_pk VDD
[mV] [dB] [°] [MHz] [dB] [dB] (vl
L 400 50.9 81.5 43.42 18.7 - 0.8
Table 4.4
Performance at the variations of the corner process with CMFB
Corner | VO_dc | AV_dif meo fu AVcm_dc AVcm_pk VDD
[mV] [dB] [°] [MHz] [dB] [dB] (vl
L 400 50.9 81.5 43.42 -111.69 -29 0.8
FF 399.8 51.5 80.8 46.15 -110.7 -29.11 0.8
FS 366 49.7 79.7 51 -111.46 -29.2 0.8
SF 433 50 83 36.9 -109.3 -28.9 0.8
SS 400 49 82.3 39.86 -111.3 -29.19 0.8
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4.2 Peluso N-P
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In single-ended operational amplifier closed in non-inverting configuration, when voltages below
the volt are used, the resulting reduction in input dynamics becomes a limit to compare with.

In single-ended operational amplifier closed in non-inverting configuration in fact the input signal |
see it all as a common mode. So somehow, the input common mode dynamics tells me what the
signal dynamics | can apply. In the original structure, the common mode dynamics is a crooked
half, so then | find myself working on the common mode that is not centered or even less exploiting
the dynamics | have. In this section | propose a possible way to increase the input dynamics of a
structure based on a Peluso topology, designed to run at 0.6 Volts of power supply. In Table 4.5 are
reported the MOSs shape ratio used to realize the proposed circuit. As seen in the previous
chapters, Peluso’s topology bases its working principle on FVF and Differential FVF (FVFD). The
topology discussed in the previous chapters included the use of FVFs, implemented with P-type
MOS transistors, which had the task of mirroring currents towards the output branches and FVFD,
implemented with N type transistor MOS, which, in addition to mirroring currents to the output
branches handled the differential input signal. The basic idea is to replace P-type FVFs with FVFD
always of type P as shown in Fig.4.6. In order to obtain a double common mode dynamics
compared to the originary Peluso topology is necessary adopt some circuital solutions. To make
everything work properly | had to add a level to the conventional FVF, as shown in Fig.4.6. The
MOS M1, M1b, M8, M8b, M4, M4b, M11, M11b transistors have all been splitted. In this way |
can fix a bias on one of the two gate and the signal on the other, ensuring the correct operation of all
devices. In Fig.4.7 there are three curves, the one with the dotted line is obtained from the circuit of
Fig.4.6 by fixing a bias on all the MOSs of the two FVFDs of type P and leaving the N type FVFDs
as in Fig.4.6. The dash dotted line represents the dual case of the one described above. The
continuous line represents the case where signals and bias are set as shown in Fig.4.6. Depending
on how | departs the split MOS area | can get more or less gain voltage or more or less dynamic. If |
decide to make the MOS on which I apply the signal respect to that on which I apply the bias I get a
gain increase and a decrease in dynamic.

Table 4.5
Aspect ratio of OTA

M W[um] L[pum]
1,8 11.92 0.04
1b,8b 10.34 0.04
3,10 32 0.04
a 0.382 0.12
4,11 20.78 0.04
4b,11b 17.52 0.04
5,12 66.4 0.04
b 2.041 0.12
nl,n2 15.89 0.12
n3,n4 0.196 0.24
p1,p2 1.073 0.12
p3,p4 1.236 0.24
n5,n6 0.159 0.12
n7,n8 0.196 0.24
p5,p6 102.65 0.12
p7,p8 1.236 0.24
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Table 4.6 shows the results of simulations in the Virtuoso CADENCE environment in case the
original MOS width (W) is divided into half. In Table 4.7 shows the results obtained from the
simulations in the case in which the width of the MOS in which it is applied the signal is nine times

i
e e - s ————— === -~

e — = - -
L - o T,
e - " Sl
o e Y
7 o - Sty
P - s
g ~ ) -\{
J‘ hl -
~ o~
r .
r ~
ﬂ' "
- \.
rd
- \
- .
# s
o ~
# .
‘i- L\.I-
< ™
o+ S
o, b
5
» .
& -
-‘ )
K .
s A
Fa .
- LY
& .
f* ‘..
i %
Jf
5 .
r >
& “
) .
. -,
’. -\'
.~ :
f_“ -
£
400,00 -200.0 0.0 200,0 400.0
.
1 (m

Fig.4. 7: Input common mode of proposed class-AB OTA in case described by Table 4.6

greater than that of the MOS on which to apply the bias.

From the data in Tables 4.6 and 4.7 | note that the proposed topology compared to Peluso's single-
ended version leads to an increase in the voltage gain of about 6 dB, an increase of unity-gain

frequency and an increase in dynamic.

a0, 0

Table 4.6
MOS width divided by a ratio of 50%

AV gis mo fu AV dc AV m ok VDD
N 28.29 83.9 11.2 -37 - 0.6
P 28.07 85.75 10.96 -35.7 - 0.6
N+P 34.2 76.8 21.74 -30 - 0.6

Table 4.7

MOS width divided by a ratio of 90% signal and 10% bias

AV it mo fu AV dc AVim ok VDD
N 33.39 76.76 19.79 -32.4 - 0.6
P 33.17 79.83 19.53 -30.6 - 0.6
N+P 39.3 67.19 37.39 -25.48 - 0.6
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4.3 Ramirez-Angulo improvement
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Fig.4. 11: a)Originary topology b) Common mode generation block

The Ramirez-Angulo topology was presented in Chapter 2 and is shown in Fig.4.12, from the point
of view of consumption it is not preferable to the other three analyzed in Chapter 2. In order to
function as class AB, it needs an auxiliary circuit, shown in Fig.4.12(b), to calculate the input
common mode signal. To further reduce power consumption without affecting performance, include
the common mode generation block within the cell as shown in Fig.4.12. In Table 4.8 are reported
the MOSs shape ratio used to realize the originary circuit while in Table 4.10 are those of the

proposed circuit. Table 4.9 summarizes the performance of Ramirez-Angulo's originary topology.

Table 4.8
Aspect ratio of originary class AB OTA
M W[pm] L{um]
1,1A 0.175 0.04
2 0.6 0.04
3 0.32 0.12
4,4A 6.55 0.24
5,5A 0.33 0.12
6,6A 0.44 0.12
7,7A 0.155 0.2
8,8A 0.155 0.2
9,9A 0.44 0.12
17,20 0.12 0.04
18,19 0.42 0.04
Table 4.9
Performance of the topology shown in Fig.4.11
case Avdif m¢ Fu Avcm_dc Avcm_pk VDD ITOT
[dB] ] [MHz] [dB] [dB] vl [HA]
originary 26.77 90.19 39.98 -18.21 - 1.2 50
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Fig.4. 12: Proposed topology

In order to insert the common mode generation block into the structure of Fig.4.11(a) I splits the
FVF used in the originary structure and | adding a MOS in triode in the FVF as shown in Fig.4.12.
This solution allows me to get the results summarized in Table 4.11. In Table 4.10 are reported the
MOSs aspect ratio of the proposed topology. From the comparison of the results reported in Tables
4.9 and 4.11 it is noted that a noticeable improvement of the common mode gain and therefore

CMRR is obtained.

Table 4.10
Aspect ratio of OTA

M W[um] L[pum]
0,0A 0.15 0.12
1,1A 0.175 0.04
2,2A 0.315 0.12
3,3A 0.22 0.12
4,4A 6.55 0.24
5,5A 0.33 0.12
6,6A 0.68 0.12
7,7A 0.155 0.2
8,8A 0.68 0.12
9,9A 0.31 0.2
25,26 0.16 0.2
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Table 4.11
Performance of the proposed topology shown in Fig.4.12
1
case AV g mo fu AVinde | AVem ok VDD [JX]
1 24.78 91.69 36.036 -1.35 - 1.2 46
2 24.78 91.69 36.025 -41.29 - 1.2 46
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Fig.4. 13: Voltage gain and phase of the originary topology
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Fig.4. 14: Common-mode voltage gain for the two cases (1-2) of the originary topology
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Fig.4. 15: Currents of the input differential transconductor of the originary topology
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Fig.4. 16: Voltage gain and phase of the proposed topology
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Fig.4. 17: Common-mode voltage gain for the two cases (1-2) of the proposed topology
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Fig.4. 18: DC transfer characteristic of the proposed topology
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Fig.4. 19: Currents of the input differential transconductor of the proposed topology
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4.4 Double Folded
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Fig.4. 20: Step 1 to obtain a class AB topology
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Mainly | focused on symmetrical structures and tried to see if from the Peluso topology | could get
a folded structure with good performance.

Considering the left-part from the dashed red line of the circuit shown in Fig.4.20, the MOS M1,
M1b, M3 and M4, M4b, M5 form the FVFDs realized respectively with N type and P type MOSs.
The first MOS triad will be indicated with N-FVFD and the second with P-FVFD. In the original
Peluso topology, N-FVFD was used to mirror current from below and to supply current to P type
FVF (P-FVF) which in turn mirrored it downwards. In the topology shown in Fig.4.20, FVFDs are
not used as current mirrors but are used to exploit their ability to provide so much current that varies
with the input differential signal. In this way | get two single-ended structures with performance
summarized in Table 4.13. The input differential transducer delivers currents that have a typical
class AB trend but then saturate. To obtain a fully differential class AB structure I changed the
circuit of Fig.4.20 to that of Fig.4.21. The MOS M7,14, Mb12 are splitted respectively in the MOS
M33,35, Mb while the MOS M6,13, Mal2 are splitted respectively in the MOS M34,36, Mb, with
shape ratio shown in Table 4.12. MOS 33,34,35,36 have been chosen with a width (W) of
approximately one third (W/3) of the starting point.

Table 4.12
Aspect ratio of OTA
M W[um] L[pum]
1,9 0.525 0.04
1b,8 0.175 0.04
3,10 0.525 0.12
34,36 W5,13/3=0.175 0.12
a 0.12 0.28
al 0.325 0.12
4,11 6.55 0.24
4b,31 494 0.24
5,12 0.37 0.12
33,35 W5 14/2.7=0.185 0.12
b 0.27 0.12
bl 1.07 0.12
b12 0.65 0.12
7,14 0.5 0.12
73,14b 9.91 0.12
al2 0.13 0.12
6,13 0.525 0.12
6a,13a 1.82 0.12
Table 4.13
Performance of the topology shown in Fig.4.21
case AV g mdo fu AV m dc AV m ok VDD
SE 46.5 87.5 17.7 4.4 - 1.2

SE= Single-Ended
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On the gate terminals of M7,14 where there was only one bias before, there is now a bias plus a
signal that is supplied by the P-FVFD. Similarly on the gate terminals of M6,13 there is now a bias
plus a signal that is supplied by the N-FVFD. The gate terminals of the MOS M33,34,35,36 are

applied to the signals as shown in Fig.4.21.

Depending on how the ratio between the "W" of split MOS is unbalanced, | can get more or less
gain voltage. By unbalancing the "W" ratio in favor of M33,34,35,36 | get less gain and a
deterioration in the DC transfer characteristic. The shape ratio | chose was the one that gave me a
good compromise between the gain and the linearity of the DC transfer characteristic. The results
obtained are shown in Table 4.14.

1DIIII

Table 4.14
Performance of the topology shown in Fig.4.22
case AV mo fu AV m dc AV m ok VDD
1 49.2 85.5 58.2 17.4 - 1.2
2 49.2 85.5 58.2 -11 - 1.2
1- without triode CMFB
2- with triode CMFB
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Fig.4. 22: Voltage gain and phase of the topology of Fig.4.21
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Fig.4. 23: Common-mode voltage gain for the topology of Fig.4.21
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Fig.4. 24: DC transfer characteristic
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Fig.4. 25: Currents of the input differential transconductor of the original topology compared to proposed
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Chapter 5
Behavioral model of a Class AB OTA

If I need to design a class AB amplifier for Switched Capacitor (SC) applications such as Sample
and Hold, A/D converters or generally applications where fast transients are required and where a
fundamental specification is the one of settling time, how should | proceed?

If I were to design a Class A amplifier intended for the design of a Sample and Hold, | would know
how to proceed.

L2 ay N
= T, ]

" NUT vo b 1
. g

(a)
Fig.5. 1: a) Sample and Hold Amplifier; b) Sample and Hold Amplifier in sample phase

Fig. 5.1b represents a Sample and Hold Amplifier (SHA) in the hold phase (¢,) with the capacitance
between the input and the output. The generator Vi, is the equivalent of the voltage value stored
during the sample phase (¢1).
In a class A amplifier the settling time (ts) is limited by the unit gain frequency (fu) and the slew
rate of the operational amplifier.
I assumed that the amplifier is a single stage one with a dominant pole, so its transfer function will
be of the following type:

Ao

Ao (5.1)

- 1+st
where Aq represents dc gain. The transfer function between input and output is equal to:

Vo A 1 1

2 == = — - w_ =27 5.2

Vin 1-48 1+s— 14— 3dB fu (52)
Ao 2nfy

Having chosen a negative sign to express the gain "A" in 5.1, 5.2 shows a negative sign to
denominator.

The system has a unitary feedback factor (B) and the bandwidth of the system coincides with the
unitary gain frequency of the amplifier.

In the hold phase, the system must produce as an output a step of amplitude equal to Vj,. In the time
domain there are two phases for the output voltage: a linear phase limited by the amplifier's slew
rate and a phase with exponential trend limited by the maximum time that can last the settling time.
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In case both phases have the same duration, the maximum time that may last the hold phase is half
of the sampling period Ts.

{Vout(t) =SR xt per t < tgew
—(f— Ts 5.3
Vout(t) = Vfin(t) - [Vfin(t) - V(tslew)]e (t=tstew)/T per tgew <t < £l (5:3)
1.2 -
Small-Signal —
0.9
=
50.6
O
>

§%
(¢

0.3

0.0

t1 t2
0 10 20

Time (ns)
Fig.5. 2: Response to input step

The settling time (ts) is the time that the output (Vout(t)) settles down within a time interval £ ¢. If |
have a single pole function, the output voltage stabilizes exponentially (ideal case). In a real case
the slew rate has to be considered, as shown in Fig.5.2; for a class A operational amplifier the
response behaves as a ramp in the first part of the curve and in the second part of the curve as an
exponential. The exponential term represents the error between the input voltage and the output
voltage. The choice of a high slew rate leads to less restrictive constraints on the minimum
polarization current of the amplifier, useful for Low Power applications.

From the definition of slew rate | get a relationship that links the polarization current of the
amplifier to the settling time (ts).

SR=L=20s 5 52l (5.4)

c tsiew tslew

where 2Vref is the input range, and 1 is the output amplifier current that flows in a capacitive load
(C). I can use higher currents value to improve the slew rate performance and so the settling time.
So in the design of the amplifier I must reach a compromise between: the unitary frequency that
limits the settling time and the current which, in addition to limiting the slew rate, is the direct cause
of power consumption increase.

For example, in a Class A design, | can decide to be in Slew Rate (SR) for 20% of the time (ts) and,
given the load capacitance and, using the first of the equations (5.3) and equation (5.4), | can derive
the bias current. Depending on the residual time (80%), using the second of the equations (5.3), |
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obtain the value of unit gain frequency (f,) needed to carry out the design of the operational
amplifier.

Given a specification on settling time, is it possible for class AB amplifier to use the same
procedure as its class-A counterpart? The answer is no, because in the part of the curve in which for
a class A the response is in slewing region as shown in Fig.5.2, for a class AB the relation between
time and current is unknown. | have no idea what the link between the size of the amplifier and the
settling time is.

I'm looking for a formula that relates the setting time to the parameters of the circuit, and another
one that connects the consumption to the circuit parameters. In the end, I will look for the sizing
that produces a settling time less than or equal to a given specified value.

If the operational amplifier is operating in class AB, the part of curve that in the class A is linear
(constant current), in a class AB becomes more complicated.

If I have to design a class AB operational amplifier, how do I do it?

1) I choose how to make the basic cell

2) | choose an operational structure in which to use it

The baseline cell modes are:

1-double transconductor (cross-coupled pair)

2-adaptive biasing (differential cell where the current generator is not constant and, however, the
two transistors have in common the emitters.

3-the Peluso topology, that does not have the emitters in common (it is not a variable current
differential cell): it is a differential structure where, by properly applying the signals, the behavior
resemble the one of the differential pair but does not have a limit on current.

The most efficient way to make the basic cell (OTA) for differential mode, is the one proposed by
Peluso. The simplest way to build the operational amplifier is the one that makes use of the current
mirror. Nobody forbids to choose Peluso topology but with a folded cascode (as long as we manage
the complications that come out from this choice).

In this chapter, a study will be presented on the relation between the output current and the input
voltage of a class AB OTA. Expressions will be derived for the Peluso single ended topology, but
results can be easily extended to fully differential structures and to all symmetrical OPAs that
follow a law of the type:

L, = K(Vg £ v)°

specifically to all the topologies discussed in Chapter 2. A single pole model will be proposed that
is a valid approximation for large phase margin in real cases.
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5.1 Peluso single ended (SE) topology
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Fig.5. 3: Class AB OTA single ended based on Peluso topology

As a case study, the Peluso topology in the single ended version, shown in Fig.5.3, will be
considered. Terminal V; is the inverting one while V; is the non-inverting one. The circuit of
Fig.5.3 was characterized by the point of view of the large signal, taking into account that the MOS
behaves as a voltage controlled current source.

The equation that describes its large signal behavior is:

1§ = k(Ves — Vr)? (5.5)
The model describing the operation of a n-type MOS in the saturation zone is illustrated in Fig.5.4.
- In
GO = — o D
+ . ;
ves |Kvesvy® vos
- } s
=]

Fig.5. 4: Large-signal model of saturated n-MOS

The characteristic curve of the drain current Ip as a function of the Vgs input voltage is shown in
Fig.5.5.
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Fig.5. 5: Large-signal I,-Vgs characteristic curve in saturation region

5.2 Large signal modeling

For large signal operation, the circuit in Fig.5.3 can be modeled as shown in Fig.5.6. The
conventional current mirrors (no FVF) have been replaced by ideal current-controlled current
sources. The Flipped Voltage Follower (FVF) ( M3a,b) was modeled with a voltage controlled
current source, while device Mla,b and M2a,b as an ideal voltage buffer. The control voltage is
equal to the voltage applied between terminals V1 and V2.

lIL‘P
1 l@ K(V2-V1) )
vl O = il <l - O w2 lID-:-;I-_I

Ktz | & | xexsn

"

Fig.5. 6: Circuit equivalent to a large signal of the one shown in Fig.5.3

By applying a differential mode signal between input terminals V1 and V2, of the type:
Vid

Vi
v, =—=¢ (5.7)
the differential mode signal results to be:
V1 - V2 = Vid (58)

In Fig.5.7 the currents 11 and 12 are shown as a function of the differential mode signal. In Fig.5.8
the trend of the load current (I.) is shown. The trend of the curve can be seen as the sum of two
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regions: a linear one for |Vig|<Ves-Vt where the contributions of 1; and I, are present; the second
region, for |Vig| >Vss-Vr, where only a current contribution (I, or 1) is present, shows a quadratic
behavior.
At this point two cases can be distinguished:

.2

150.0 =

134.0 —
118.0 —
102.0 =
860 —

0.0 =

380 —
220 —

60 =

-1.0 0.8 0.6 0.4 0.2 0.2 0.4 0.6 0.8 1.0

0.0
Vid (V)
Fig.5. 7: Currents (l,,1,) depending on the signal Vid

Case 1: |Vigl < Vgs — Vp

In this case, both currents I; and I, are present. The respective equations are given by:

I, =lyp = K(Vgs + Vig = Vr)* = K(Voyg + Vig)? (5.9)
I, = Ipwny = K(Vgs = Vig = Vr)? = KVovg — Via)? (5.10)
Writing the Kirchhoff equation for the equilibrium of currents at the output node, you get:

I, = Iyp — Ipwn = K(Vgs + Vig = Vp)* = K(Vgs — Vig = Vp)? =

= 4K Vs — Vr)Vig = 4K Vovo)Via (5.11)
The equation (5.11) shows that the output current trend in the considered case is linear.
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Fig.5. 8: Currents (I.) depending on the signal Vid

Case 2: |Vigl > Vgs — Vr
In case 2, only one current (I; or I,) should be considered as a branch is cut off. The related
equations are:

lyp = K(Vgs + Via — Vr)* = KVoyq + Vig)? (5.12)
Writing again the Kirchhoff equation for the equilibrium of currents at the output node, now | get:
I, = Iyp — Ipwn = lyp = KVoyg + Vig)? (5.14)

Equation (5.14) shows that the output current has a quadratic behavior. The equations (5.11) and
(5.14) are valid for all topologies described in chapter 2.
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5.3 Simplified model and equation for non linear trend I-V

In order to estimate the settling time of the OTA in Fig.5.3, the latter was closed in buffer
configuration. The terminal indicated by V; was connected to the output terminal while a voltage
step was applied to terminal V. Fig.5.9 shows the simplified scheme of the circuit in Fig.5.3 closed
in a buffer configuration.

Wi

ELJI_
Fig.5. 9: Simplified model of the circuit of Fig.5.3 with buffered OTA

01-

l fit) R % CL =r
Vi _i_ .

Fig.5. 10: Model of the circuit in Fig.5.3 in a buffer configuration

o

The hypothesis is made that a large step input is applied, and the capacitor is charged so that the Viq
signal is greater than the overdrive voltage (Vo).

Under the hypotheses made, | am in the condition described by case 2, in which Viq > Vgg — V. In
this case let’s assume that f(t) (see, the current model in Fig.5.10), is equal to equation (5.12):

f) =13 =KWVes+Via —Vr)? = KVoyq + Vig)* (5.12)
So | can write:

f(t) = k(Vovq + Via)? (5.15)
As the OTA is closed in buffer configuration, the differential input signal can be written as:
Via (D) = Vi(D) — Vo (£) (5.16)

Considering the circuit in Fig.5.10, | can write the Kirchhoff equation for the equilibrium of
currents at the output node, so that:

f(t) =32+ Ce (5.17)
From expressions derived in Appendix C, the following nonlinear differential equation is obtained:
dv, k 1 1 k 2

o = V8 — 2 (2kVi + 2kVovq — Vo + ¢ (Vovq + Vi) (5.18)

Equation (5.18) can be related to a known equation named “Riccati equation”.
In case 1/R is negligible, Eq. (5.18) can be written as:
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% - %Vé - %z(vi + Vov)Vo + 1E<(Vi + VOVQ)2 (5.19)
If | put the term:

(Vi + Vovq) = (D), (5.20)
I can rewrite:

Go =TV - 20OV, + ¢ (5.21)
From expressions derived in Appendix C, | prove that:

f(t) = (Vi + VOVQ) = costant , (5.22)

is a solution of equation (5.19). Considering Egs. (5.20), (5.18) I can write it in the more compact
form:

dv, k K K
Fra EV& — EZaf(t)Vo + Ef(zt) (5.23)

Integration is possible if its particular integral y(x) = y1(x) is known. In this case with appropriate
changes of the variable, it can be brought back to a Bernoulli equation which in turn becomes a
linear equation. With appropriate math steps reported in the Appendix C, I get a solution of the

type:

o J(A-2y1B)dx

y=¥1— J‘B.e—f(A—Zle)dx.dX+k (524)
where y; is:
y1 = Vo = Bf(t) (5.25)

and represents a particular solution of Riccati' equation, f is calculated in Appendix C.
Solving the integrals that appear in equation (5.24), | can write the general solution of Riccati'

equation as:
1

V() =V, - Eeqem (5.26)
The integration constant is given by:
1 B
= = 27
Q Y1—Yo + T (5.27)

Expressions of terms B, T, Q are reported in the Appendix C.
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5.4 Differential equation solution for I-V linear trend

When the load capacitance (C_ ) is discharged, Vig tends to decrease, reaching the condition
described by case 1 (|Viq] < Vgs — V). For convenience, equations in paragraph 5.2 regarding the
case study 1, where the current dependence on the differential voltage is linear, are reported below:
Case 1: |Vigl < Vgs — Vp

I, =lIyp = K(Vgs + Vig = Vr)* = K(Vovg + Via)? (5.9)
I, =lpwy = KWVgs — Vig — VT)Z = K(VOVQ - Vial)2 (5.10)
I, = Iyp — Ipwn = 4K(V0VQ)Vid (5-11)

Considering "Case 1" (|Viql < Vgs — V1), a current is obtained as the difference of two current
inputs generated by the two branches in Fig.5.6.

f(t) = 11 - 12 = 4K(V0VQ)Vid (512)
Taking into account Fig.5.9 and Fig.5.10, I can write the input differential signal as:
Via(®) = Vi(H) — Vo (t) (5.16)

By writing the Kirchhoff equation for currents at the output node of the circuit depicted in Fig.5.10,
| get:
—Yo_ %
f(t) = S
which is a first-order differential equation:

S+ AV, = B(Y) (5.29)

The equation (5.29) is a non homogeneous linear equation that shows a known solution. The
general solution is:

(5.28)

_ [elAWAtR(r)dt
Vo = —amar (5.30)
from the accounts carried out in the Appendix C, Eq. (5.30) can be written as:
[Adtar  Fett+e B _4
Vo = Le efA(t)dE) =AeA't =X+C.e B (531)
where,
_ 4KVoyq i
AW = (224 2) (5.32)
B(p) = X orel (5.33)
I can rewrite Eq. (5.31) as:
V,(t) = —— + ce 4t = pV, + ce~At (5.34)
14—
4KRVOVQ
where the integration constant can be calculated by imposing the initial condition:
Vo(0) =V, — Vovq (5.35)
c=Vi(1=p) —Voyq <0 (5.36)
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5.5 Calculation of the proposed model’s settling time

T Vo

Fig.5. 11: Model proposed

The circuit shown in Fig.5.11 shows the model proposed for studying the behavior of class AB
"OTA" in a buffer configuration under suitable hypotheses. Resistance R represents the equivalent
that is seen at the output of the circuit of Fig.5.3 while the capacitance CL is equivalent to that used
in the circuit of Fig.5.3. The function f(Vq4), describes the behavior of a voltage-controlled current
source that follows the laws given by the equations (5.37). The model of Fig.5.11 is valid under the
hypothesis that the circuit in Fig.5.3 shows a single pole or dominant pole transfer function. Indeed,
the circuit shows a second pole that is introduced by the current mirror, so that the hypothesis I'm
doing is to have a structure with a wide phase margin (>70°).
Obviously the currents of the real circuit and those of the model must be described by the same set
of equations.
f(v- ) _ { 4‘kV;quVid |Vid| < V:)vq
a Sgn(Vid)k(Vovq + Vid)2 |Vid| > Vovq
Since the circuit of Fig.5.11 is in a buffer configuration, the relation between input and output can
be expressed as:

5.37)

Via=Vi =BV (5.38)
with B=1. The initial condition is:
Vo = AyrV; (5.39)
where Avr is the closed loop gain, that can be expressed as:
Ayp = 1+AﬁVAV (5.40)
where Ay is the open loop gain and is given by:
Ay =Gy = O)R (5.41)
where G is the transconductance:
G(Vig = 0) = 4kVpyqNem (5.42)
where Ncm is current mirror gain factor. R, is given by:
RO
R = . (5.43)
If assume that N.mw=1, the regime output voltage is:
4V (V; = V) = 2 (5.44)
4KRVpq

= V; (V, =V; for R — ) (5.45)

0 = TrakRVppy
To test the performance of the model, | consider an input step, defined as:

v,(07) =V, (5.46)
VO =V, =Vi+A  A>V,y, (5.47)
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4kRVopq
Vig(0H) =V, ——=V, >V, Vi <0 5.48
ld( ) 2 1+4kRVm,q 1 ovq ( 1 ) ( )
e L i
mV "
" Vo ‘ Vid > Vovgq Vid < Vovg
Vig=(Vi-Ve) r
1
e 4
4
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I
P
|
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|
4
)
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Fig.5. 12: Input voltage step response

The settling time, due to step response, can be written as the sum of two contributions, given by:
ter=t1H12 (5.49)
Time ty is due to the case where the current flowing in the load (1.) is nonlinear (case 2) while t; is
due to the case where the current I_ has a linear trend (case 1).

5.5.1 Time calculation t;

To calculate the time t; | have to consider the case in which | Vid |> Vov where only one of the
currents generated by the differential input transconductor, of the circuit of Fig.5.3, is mirrored to
the output. The current generator f(Viq) will provide a current that follows a quadratic law according
to what is written in the second of equations (5.37).

By highlighting the relation between input voltage and output voltage, | have

Vg=Vi—Vp (5.50)
taking into account the differential input voltage value (Vid) that makes me pass from nonlinear to
linear behavior, I can write

Vig =Ves = Vr = Vi = Vo = Voy (5.51)

by expressing the output voltage Vo as a function of V,, and indicating with t;, the time instant in
which the output voltage reaches the final value, | have:

Vo(ty) = Vi — Voy (5.52)
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For convenience, some equations obtained for the calculation of the integral of the Riccati’s
equation and reported in Appendix C, are shown below. The particular integral of Riccati’s equation
is given by:

y1 = Vo = Bf(t) (5.25)
The general solution of Riccati's equation is:
— 1
V(t) =V, — m (5.26)
The integration constant is given by:
__1 B

Q= — +t3 (5.27)
By imposing the condition that allows to get t;:

— 1
VO (tl) —_ Vi - VOV —_ VO - [—%+(V_Oiy0+%)e'rt] (553)
with some analytical passages, reported in Appendix C, | get:

B 1
t, = %ln (T (Vil—Vov;VO)> (5.54)
Vo-vo T

5.5.2 Time calculation t;

To calculate the time t, | have to consider the case in which | Vid |[< Vov where both the currents
generated by the differential input transconductor, for the circuit in Fig.5.3, are mirrored to the
output. The current generator f(Vig) will provide a current that follows a linear law according to
what is written in the first of equations (5.37).

In section 5.6, the general solution of the differential equation in the linear zone was found, reported
below for convenience:

V,(t=0) = —2 4 ce ™t = pV, + ce™4t (5.34)
1 WRVoyg

where "c" is the integration constant and is given by:

c=Vo,(1=p) = V5yq <0 (5.36)

The settling time with an error ¢ is given by:

Vo =pVy —p(V, = V1)e (5.59)

imposing such a condition I get:

pVo —p(V; = V)e = pV, + ce 42 = pV, — |c|e™4*2 (5.56)

with some analytical passages, reported in appendix, | obtain:

ty = in—19__ (5.57)

A ep(V—-Vy)
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5.6 Model validation

In the design and prototyping of an integrated electronic circuit, four steps can be identified:

1. design,

2. manufacture,

3. packaging,

4. test.

The most important aspect of this section is that of design, that can be divided into three phases:
ideation and modeling, optimization, validation.

Idea and modeling consists of transforming an idea into a model that manages to enclose in itself
the function that the system will have to carry out. Specifically, the proposed model will implement
the function defined by the equations (5.11 and 5.14) in order to get a behavior similar to that of a
class AB OTA described by the same set of equations.

Modeling plays a crucial role in design and must be rigorous, as general as possible, and easy to
understand. There are several ways to describe a model, among which can be cited: the Hardware
Description Language (HDL), the flow charts, the schematic, and the geometric layout at the
physical level of the circuit. The model in question has been implemented in CAD (Virtuoso
CADENCE) as shown in the Fig5.13, for the Peluso topology in the single ended version.

vDD VDD
[ | I |
1 | : e 1 [
;|j =Ibo*mm*alpha*alpha ¢ +-, vdc=vbias vde=Vhias 4 idc=Ibo*mm*alpha*alpha (L
Ib ['wi. | ) k=) & b
I g 2! [
g I lin
-
| w=&.50e& w=E.508 |

C' 1=0.272 1=0.270 Ll
s .i ’ —p o5 0
ViZ mede 1 m=1[8 T7045° v i1

lVO V2
/4 vdo=Vahift do=Vshift
8 i
G
__vDbD |
L vref=""1" < r=2*ROMNcm
EEEs T vl
lup = 11*Ncm ;
DD G vii viz | + out
| | | | T Idn lZ*Ncm
Kyt e L i Bl B \ = owREMN e B 20
4 S - ey gy GGGl S T wpe
@ | el | & | o [ acp=188 g‘ s 1 & l
J@gnd! Lﬂgnd! IZgnd! i@gndl Egnd' [ngd'

Fig.5. 13: Circuital implementation of the class AB OTA original model

Since the equations (5.14) used to describe the current behavior of the OTA in question follow a
quadratic law, the choice of devices to be used fell on those who followed as much as possible a
quadratic law to describe their behavior.

Then, to implement the circuital model, the 1/0 devices, of the technology with 40 nm production
process provided by STMicroelectronics, are used. 1/0 devices have a channel length of 270 nm and
have a more quadratic characteristic (Id-Vgs) than devices with a channel length of 40 nm.

The behavior of the circuit shown in the Fig.5.13 is described by the equation set (5.11 and 5.14)
carried out in section 5.2. In section 5.3, by making the appropriate assumptions, an equivalent
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model of that circuit implemented in CAD was proposed. The equivalent model is shown in
Fig.5.11, and its behavior is described by the solution of two differential equations, one is linear of
the first order, and the other is nonlinear and is named Riccati's equation. The combination of the
solutions of the two differential equations allows to describe the behavior of the circuit according to
some parameters. The analytic solution, due to the combination of the solutions of the two
differential equations was subsequently simulated in Matlab environment, using the same parameter
values used to perform simulations in CADENCE.

Optimization aims to maximize some figures of merit (FOMSs) of the system in order to improve its
performance. The features that need to be taken into account by optimization can be related to
system performance, occupied area, power dissipation, testability, fault tolerance.

The validation step finally allows to verify the consistency of the models used during design as well
as the properties of the original model. It consists in obtaining sufficient certainty that the circuit
will operate correctly, regardless of any manufacturing faults.

Validation is carried out by simulation and verification in both Matlab environment and Virtuoso
CADENCE environment.

The variables used to describe the circuital model are four: current mirror gain (Ncm), output
resistance (R), transconductance (K), and overdrive voltage (Vov). The simulations were carried out
by varying one parameter at a time by adopting appropriate arrangements, described below, to
prevent the circuit being unbiased. The variables used for validation are summarized in Table 5.1.

Table 5.1
Model variables
alpha mm Ncm Ro
used to vary the MOS used to vary the used to vary the gain of | used to vary the output
overdrive voltage (Vov) multiplicity of MOS the current mirrors resistance

Ro represents the output resistance (ron||rop) divided by alpha factor that, as the default condition, is
set equal to 1.

R, = (ron”rop) _ ( R ) (5.58)

alpha alpha
dividing R for the alpha parameter, when varies Vov acting on alpha the gain Av remains constant

for a range of values (1+3.5).
RO

Ncm (5.59)

where r represents the resistors depicted in Fig.5.13 and Ncm is the gain of the current mirrors does
not affect the gain voltage (Av).

The MOS conductance parameter (K) depends on the parameters manufacturing technology and
geometric dimensions:

K =mm (% Un,p Cox %)
where:

- W is the carriers mobility

- Cox is the oxide capacitance

- W is the gate width
- L is the gate length

r=2=x

5] (5.60)
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- mm is the multiplicity of MOS and is used in design tools.

As it can be seen, the parameter "K" is proportional to the transistor area and since Vth varies
slightly with W, it is preferred to act by varying mm. To keep the bias point unaltered, the
multiplicity of all the devices present in the circuit of Fig.5.13 needs to be varied appropriately,
including current mirrors as shown in Table 5.2.

To vary Vov, | acts on current generators (IB) while maintain constant "W" and "mm" parameters.

Table 5.2
Dependence of design variables from model variables
Multiplicit
1B Multiplicity Mo 3.5 . IVIIP Y o1 cccs, ;
2,4
IBO*mm*(alpha)? mm 2*mm 2*Ro/Ncm l1,*Ncm

To vary Vov (and so alpha parameter) affects linearity, gain, and bias point. Linearity involves a
maximum limit (alpha = 3.5). The gain depends little (in linear zone) on the bias point choices.
Table 5.2 shows the dependence of design variables on those used for modeling. The current
generator IB depends on the multiplicity of transistors (mm) and alpha parameter. By increasing the
multiplicity of transistors, it is also necessary to increase the bias current to keep the bias point
unchanged. The output resistors (roi) of the circuit shown in Fig.5.13 simulates the output
resistances of the MOS transistors that would be in a real circuit. Ry and Ry in the model of Fig.5.13
are taken equal. Their value is inversely proportional to the alpha value so as to contain the
variations that would be on the voltage gain as shown in Table 5.5, where the voltage gain as
function of R and R is reported. The output resistors (rp;) are also inversely proportional to the
current mirrors gain to maintain constant the gain voltage. The current-controlled current-source
(CCCSy5) in the circuit of Fig.5.13 model the behavior of the current mirrors. They read the I,
currents and output them multiplied by an Ncm factor. Tables 5.3 and 5.4 summarize the default
condition of my circuital model. Before validation, | performed simulation of the circuital model
with "Virtuoso CADENCE" tool to estimate the settling time, leaving all parameters set to their
default values. Once the settling time was estimated, | proceeded with estimation of the
transconductance parameter (K) used in the mathematical equations found in the previous
paragraphs.

Table 5.3
Bias of the circuit of Fig.5.13
Mo,1,3,5 M4
w L m Vs Vs Vin w L m Vs Vs Vin
[pum] | [pm] vl vl [Vl | [um] | [pm] \ vl vl
0.5 0.27 1 0.55 0.7 0.45 0.5 0.27 2 0.55 0.7 0.45
Table 5.4
Default condition
VbD 1B R alpha mm Ncm RO
vl [nA] [MQ] [MQ]
2.5 5.4 1 1 1 1 1
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Table 5.5
Voltage gain variation in function of a, R, RO parameters
a Av(R) Av(RO)
0.5 89.45 178.9
1 210.3 210.3
1.5 3243 206.2
2 419.4 209.7
2.5 493.4 197.36
3 544.3 181.43
3.5 561 160.28

K can be estimated from the Ip-Vgs curve of the MOS, or from the I-Vj4 curve of the OTA. To
estimate the K value,l exported the "CSV" files of the feature 1, ,-Viq and the one of 1d-VGS for the
single MOS. Subsequently, I imported the "CSV™" files in Matlab environment and | estimated the
value of "K" by fitting the curves imported from "CADENCE".

x 10
16 T T T T T T T T T

14 y= 6.6e-05%2 + 6.6e-057x + 1e-05

12 -

10 -

11,2[A]

S —— M2-Vid

——— ¢quadratic
_2 | | | | 1 I | | 1

-1 0.8 0.6 0.4 0.2 0.2 0.4 06 08 1

0
Vid [V]

Fig.5. 14: Fitting of the curve from which it was estimated "Kota2"

In Fig.5.14, the current-voltage (112-Vig) characteristic of the circuit of Fig.5.13 is shown in blue,
and the fitting curve is shown in cyan. The value of K was estimated by comparing the general
equation of a parabola with that of the drain-current of a MOS in saturation.
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ILi; =aV+ bV +c
I, = KWy, + Vig)? = KVZ + 2KV,,Vig + KV,
where a, b, c are:

a=K
b = 2KV,
c =KVg

(5.61)

(5.62)

Also shown in Fig.5.14 is the parabola equation used to calculate one of the values of K used to
estimate the settling time for the proposed model.
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Fig.5. 15: Fitting of the curve from which it was estimated "Kota1"
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Fig.5.15 shows that, by narrowing the fitting range, the result obtained for the estimate of "K" is

very good.
Table 5.6
K-Vth value estimate by “OTA” fitting
VGS | Vthol | Vtho2 Vovl Vov2 Kotal Kota2
[Vl [Vl [Vl Y I\ [4/V?] [4/V?]
0.55 |0.37101 | 0.0518 | 0.17899 0.49819 1.471e-4 6.6239%-5

Table 5.7 shows the values of K, Vov and Vth extracted from the equation of the fitting for a VGS
value equal to that used in the CADENCE simulation.
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Table 5.7

Settling time for different value of K-Vth
Kla/v?] T1 T2 Tsetm Tsetcad
Vth[V] [ns] [ns] [ns] [ns]
Kotal= 1.471e-4 ~
Vtho1=0.37101 7.2137 57.452 64.665 12.8+52.2=65.08
Kota2= 6.6239e-5 ~
Vtho2= 0.0518 0 51.958 51.958 12.84+52.2=65.08

In Table 5.7, T1 and T2 represent the settling time for the part of curve described by the solution of
the Riccati equation and for the part of curve described by the solution of the first order differential
equation, respectively. Tsetm is the settling time provided by the mathematical model implemented
in matlab while Tsetcad is the settling time provided by the simulation in virtuoso CADENCE
environment.

The K estimation was also made taking into account the 14-Vgs characteristic of a single MOS.
Fitting of 14-Vgs curve was performed on three different curve portions as shown in Fig.5.16, 5.17,
5.18. Three values of K and Vy, were obtained from the three fittings using the Vs value used in
circuit simulations in "Virtuoso CADENCE" environment, as shown in Table5.8.

Table 5.8
K-Vth value estimate by “MOS” fitting
VGS | Vithl Vth2 | Vth3 Vov1l Vov2 Vov3 K1 K2 K3

[VI] [VI] [VI] [VI] V] [VI] [V] [A/v?] | [A/V*] | [A/V?]

0.55 | 0.22944 | 0.1905 | 0.18 0.3205 0.3595 0.37 | 1.1844e-4 | 1.4111e-4 | 1.4856e-4

For the three values of K-Vth, their respective settling times were estimated and compared to those
obtained from simulations in "Virtuoso CADENCE" environment, as shown in Table 5.9.

Table 5.9
Settling time for different value of K-Vth

K[A4/V?] T1 T2 Tset Tset(CADENCE)
Vth[v] [nS] [nS] [ns] [nS]

K1 =1.1844e-4 -

Vthl =0.22944 1.43 43.77 45.21 12.84+52.2=65.08
K2 =1.4111e-4 ~

Vth2 =0.1905 0.515 33.37 33.89 12.8+52.2=65.08
K3 =1.4856¢-4 _

Vith3 =0.18 0.34599 30.94 31.29 12.8+52.2=65.08
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Fig.5. 16: Fitting for K, estimate
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Fig.5. 17: Fitting for K, estimate
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Fig.5. 18: Fitting for K; estimate

From the comparison of the results shown in Table 5.7 and Table 5.9, it is noted that the Kotal is
what makes it possible to obtain a settling time very similar to that obtained by the circuit
simulation in the "virtuous CADENCE" environment.

The model was validated by performing a set of simulations in the Matlab environment as well as in
the "Virtuoso CADENCE" environment by varying the parameters "K", Vov (alpha) ", Ncm, mm,
one at a time as shown in Table 5.10.
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Table 5.10

Validation Table

Kotal=1.471e-4 [A/V?]
Vtho1=0.37101 [V]

Avo GBW RO 1 ™ Tset Tset Ener Ener VGS Vth
[dB] [MHz] nn Ncm a mm mMQ] [ns] [ns] Mat Cad Mat Cad [mV] | [mV]
[ns] [ns] [pJ] [pJ]

46.45 33.47 1 1 1 1 1 7.21 57.45 | 64.66 | 65.08 5,57 5,67 | 549.8 | 449.5
46.69 | 51.61 1 1 1.5 1 1 2.46 | 40.86 | 43.33 | 43.04 6,9 | 7,475 | 642.1 | 448.3
46.43 | 66.74 1 1 2 1 1 0.507 | 32.01 | 32.52 | 33.2 8,4 | 9,625 | 734.1 | 447.1
45.9 78.5 1 1 2.5 1 1 0 26.01 | 26.01 | 28.01 9,95 | 12,25 | 830 446
45.17 | 86.62 1 1 3 1 1 0 21.68 | 21.68 | 24.99 | 11,52 | 15,42 | 931 | 444.8
44.09 | 89.22 1 1 3.5 1 1 0 18.58 | 18.58 | 23.5 | 13,12 | 19,25 | 1030 | 443.6
6.45 29.4 1 1 1 1 0.01 4.43 | 29.15 | 33.58 | 33.12 | 24,25 | 8,275 | 549.8 | 449.5
26.45 | 33.43 1 1 1 1 0.1 6.77 | 52.87 | 59.65 | 59.9 | 8,625 6,1 | 549.8 | 449.5
40.43 | 33.47 1 1 1 1 0.5 7.16 56.9 | 64.06 | 64.4 | 5925 | 5,725 | 549.8 | 449.5
46.45 50.2 1 1.5 1 1 1 7.2 38.3 45.5 43.3 4,9 4,35 | 549.8 | 449.5
46.45 66.94 1 2 1 1 1 7.19 28.72 | 35.92 324 4,7 | 3,675 | 549.8 | 449.5
46.45 | 66.94 1 2.5 1 1 1 7.19 | 22,98 | 30.17 | 25.7 4,7 | 3,275 | 549.8 | 449.5
46.45 | 100.4 1 3 1 1 1 7.18 | 19.15 | 26.33 | 214 4,8 3 | 549.8 | 449.5
46.45 | 117.1 1 3.5 1 1 1 7.17 | 16.41 | 23.59 | 18.3 4,95 2,8 | 549.8 | 449.5
52.47 | 66.94 1 1 1 2 1 3.6 28.72 | 32.33 | 32.5 4,7 | 5625 | 549.8 | 449.5
55.99 | 100.4 1 1 1 3 1 2.4 19.15 | 21.55 | 21.59 4,4 5,6 | 549.8 | 449.5
58.49 | 133.8 1 1 1 4 1 1.8 14.36 | 16.16 | 16.07 | 4,275 5,55 | 549.8 | 449.5
60.43 167.3 1 1 1 5 1 1.44 11.49 | 1293 | 12.89 | 4,175 | 5,575 | 549.8 | 449.5
Ibo= 5.4 [uA]
Vvdd= 2.5 [V]

a=alpha

Table 5.10 shows that in the default case the estimated settling time in Matlab differs from the

estimated "Virtuoso CADENCE" of 0.645%.

Fig.5.19 shows the input step and the output response of circuit represented in Fig.5.13. Fig.5.20
and Fig.5.21 represents the qualitative trends of the Riccati equation solution and linear differential

equation solution.
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Fig.5. 19: Input step (green) and step response (magenta)
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Fig.5. 20: Qualitative time trend of Riccati equation solution
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Fig.5. 21: Qualitative time trend of linear differential equation solution
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5. 7 Settling time curves in function of k and Vov parameters

In this paragraph, graphical results are reported on the trend of the settling time as function of pairs
of parameters. Since the resistance Ry is fixed by the technology and the gain voltage value is
determined by the desired static error, | decided to keep them constant and to vary in a case K and
Vov and in the other K and Ncm.
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Level= 4.04t4e-08
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Yoy [V]

Fig.5. 22: Settling time level curves as function of parameters K and Vov

Fig.5.22 shows level curves that represent settling time in function of K and VVov parameters. For
increasing values of K and Vov, the curves move to the right and upward at lower settling time
values. Given a certain specification on settling-time, I can set one of the two parameters and see
the other one as to be chosen. Fig5.23 shows the same results on a three-dimensional scale. Fig.5.24
shows the same results with a three-dimensional graph, in this case, it is immediately noted that the
values at higher altitude (increasing settling time) are found for low K and Vov values. Fig.5.25 and
Fig.5.26 describe the settling time level curves in case of K and Ncm variation. As can be seen the
settling time decreases for K and Ncm increasing value. Also in these cases the curves move to the
right and upward at lower settling time values. Fig.5.27 shows the same results with a three-
dimensional graph.
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Fig.5. 23: Three-dimensional settling time level curves as function of parameters K and Vov
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Fig.5. 24: Three-dimensional settling time graph as function of parameters K and Vov
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Fig.5. 25: Settling time level curves as function of parameters K and Ncm
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Fig.5. 26: Three-dimensional settling time level curves as function of parameters K and Nem
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Tsett 3D

Tsett [s]
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Fig.5. 27: Three-dimensional settling time graph as function of parameters K and Nem

5.8 Energy dissipated during step response

Since the ultimate goal is to find the sizing that provides minimum consumption for a given settling
time, it is also necessary to express the consumption according to the design parameters. To
estimate consumption, consider the energy dissipated during step response

The energy dissipated during step response can be calculated as the difference between the energy
supplied by the supply voltage and the energy stored by the capacitor.

Egiss = Eqiim — Econa (5-63)
Eopng = =Cr(AppVs)? — =CL(AypVi)? = =C, A2, (V2 — V2 5.64
cond ZL(VFZ) 2L(VF1) 2va(z ) (5.64)
T T.
Eqiim = Vop [, Irordt + Vpp [,* Irordt (5.695)
where, in general:
ITOT - h111 + h'ZIZ + h3 (566)

The coefficients "h;,3" take into account how the circuit is made (current mirrors, number of
branches, bias current, etc.), so that they vary in general by, changing topology. For the circuit in
Fig.5.3, and in the case of ascending step (so during t; | have only "I;" and not "I,"), | can write:

hy =1+ N, (5.67)
where, in simulation, Ncm represents the current mirror gain.

h, =1 (5.68)
h = I = 21, + =22 (5.69)

where, lo, in simulation, represents the static current.
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Iy = K (Voyq + Via)? Via > —Vovg

I = K(Vppg + Via)? Via < Vovg

Viag = Vin =V, , for t>0

in case of a positive step (V,>V,), | have

Eqiim = Vpplo(Ty + T2) + Vpp f0T1 hiLdt + Vpp fOTz hiLdt + Vpp fOTZ h,Idt
ST dt = K [T (Vopg + Vo = V) dt = K [} (¥ = V,)?dt =
= V2T — 2KY¥ [ V,dt + K [ V¢ dt

[l dt = K [T (Vopg = Vo + V) dt = K [T (V, — V2)2dt =
= K [} ViZ dt — 2KV [, V, dt + KV;*T

Jar = fOT Vonr dt

Jaz = fOT Vany, dt

Jp1 = fOT Voo dt

Jp2 = foT Vane dt

where :

— 5
VoNL - Vo 6C16t/tNL—1
and

Voo = AyrVy — (AypV, — Vg)e™ /"
Alternatively, it is necessary to calculate it directly:
T T
]1 = fo (LP - VONL)Z dt = fo VAZ dt
T T
Jo = [y (¥ = Vo) dt = [ Vidt
T . T
Js = Jy Vo, = V5)2dt = [ VE dt
— 8
Vy=Y¥Y-V, + SeretitNi L = 1-p¥+
Ve = (¥ — AypVs) + (AyeVy — V3)e "
Ve = (AyeVo — V3) — (ApeVy — V3)e /T
is derived, (see Appendix C)
b 2
fo = (a + ced"—l)
b?/d

6
Sciet/TNL—1

(5.70)
(5.71)

(5.72)

(5.73)

(5.74)
(5.75)
(5.76)
(5.77)
(5.78)

(5.79)

(5.80)

(5.81)
(5.82)
(5.83)
(5.84)

(5.85)
(5.86)

(5.87)

2
Jy fadx = =Los+ (@ = b)2x + =L = 2(2a = b) In(c — 1) + 2 (2a — b)In (ce™ — 1)  (5.88)

fp = (a + ce™9%)2
" fdx = L [c?(1 — e29%) + dac(1 — e~9%) + 2a%gx
0] 2g

f. = (a—ce™9%)2

¥ fdx = —=[c2(1 — e29%) — 4ac(1 — e~9%) + 2a2gx
0 29

replacing I get

Eqiim = VpphiKJ1(Ty) + Vpph i KJ5(T2) + Vpph KJ3(T2) + Vpplo(Ty + T3)
for the calculation of J;:

a=1-y)¥

(5.89)
(5.90)

(5.91)
(5.92)

(5.93)

(5.94)
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b=9§6 (5.95)
c=6c (5.96)
d=— (5.97)
TNL

for J, calculation:

a=%¥Y — AVFVZ (598)
C = AVFVZ —_ VO* (599)
g=- (5.100)

for J; calculation, | have a = AygV, — V" = c.
In the case that Vig(0)<Voyq | have T1=0, J;=0, and for J, and Js, | have:

¢ = AypVz = V5(0) = Ayp(V, — V) (5.101)

For what concerns small signal parameters, | have:

Ay = 4KN.,, Voo R = 4KV, R, (5.102)

R=_2 (5.103)

G,y = 4KV, N (5.104)

4KVoyNem Gm

W34 = C—L = C_L (5105)
= mKVZ, = 24v 5.106

IQ mK ov 4R, ( )

where m, depends of the architecture.

139



Model proposed

Chapter 5

5.9 Energy curves as a function of k and Vov parameters
Similary to what has been done for settling-time estimation in function of pairs of parameters can be

done in the case of energy. Fig.5.28 shows that the energy increases for K and Vov increasing

values.
¥ 10‘4 Edis
5 T T T T T
; : 3
|
:‘I
) Bt Dree GRS E e UL RN ST e oL SE T O T | ST RS ﬂ .......... i
? z : [
: D ¥=02018 : : [
© ¥=000029394 : E [
D Level= 44982212 : } 2
.................... -._;..F':F......:...................-. ..........\.....,:‘,....:.........._
: F
: X= 023367 : : o
Y= 0.00018859 : :
| O, SO (R R | Level=4884e-12 | - A E ennofBo e 4
W %= 0.26513 N & :
S : S ¥=000013232 @
B i Level= 5.4947e-12
< : DT —" E
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 05
Vo [V]

Fig.5. 28: Energy level curves as function of parameters K and Vov

Fig.5.29 shows the same results in a three dimensional graph where the highest curves represent
higher values of dissipated energy. Fig.5.30 shows the same results with a three-dimensional graph.
Fig.5.31 combines the results of Fig.5.22 and Fig.5.28, and so, given a certain settling time

specification, I can choose K and Vov values in such a way to minimize power consumption.
Fig.5.32 represents the level curves in function of K and Ncm parameters. Fig.5.33 and Fig.5.34

represents the same results in a three-dimensional graph. Fig.5.35 combines the results of Fig.5.25
and Fig.5.32 and in this case | can choose K and Ncm values that minimize power consumption for

a given settling time.
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Fig.5. 29: Three-dimensional energy level curves as function of parameters K and Vov
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Fig.5. 30: Three-dimensional energy graph as function of parameters K and Vov

141



Chapter 5 Model proposed
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Fig.5. 31: Settling time level curves and energy level curves as function of parameters K and Vov
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Fig.5. 32: Energy level curves as function of parameters K and Ncm
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Fig.5. 33: Three-dimensional energy level curves as function of parameters K and Ncm
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Fig.5. 34: Three-dimensional energy graph as function of parameters K and Ncm
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Fig.5. 35: Settling time level curves and energy level curves as function of parameters K and Ncm
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Conclusions

During the Ph.D. | have addressed the issue of reducing consumption in the field of microelectronic
design. I tried to make my contribution in this direction by addressing the OTA study in class AB.
Such devices show the advantage of having little consumption in quiescent conditions and are not
limited in terms of the current they can deliver to the load. As their field of use in electronic devices
is wide, I have decided to narrow the scope of action by thinking of them for applications such as
sample and hold amplifiers, A/D converters, and in general for devices where fast settling is
required. Since such applications require devices that work in a completely different way, | have
concentrated mainly on the study of fully differential topologies. However, the study of single-
ended topologies has not been neglected since the latter, in general, can be transformed in a fully
differential structure. Fully differential amplifiers in order to function properly require a CMFB that
generally has an impact on energy consumption, so it must be carefully chosen.

For topologies covered in Chapter 3 | chose a CMFB that does not require additional power
consumption since it can be integrated into the branches of the original structure and contains only
devices operating in triode region.

This type of CMFB has been integrated into Peluso's topology as the first choice emerging from the
state of the art (Chapter 2), making it preferable to other topologies considered for consumption,
differential mode gain, bandwidth, and ability to deliver large current to the load. The only problem
of Peluso’s topology is the high common mode gain and consequently the low value of CMRR. In
order to improve the CMRR of the structure and thus to make it the most powerful of the state of
the art, | have proposed, in Chapter 3, new techniques. Such techniques have proved to be effective
in improving the CMRR of the structure while leaving unaltered the other OTA performances, and
have introduced small additional consumption. Specifically, two open loop techniques and one
closed loop were proposed. All the three techniques turned out to be less robust under corner
process variations, and | proposed a methodology that can be applied post-process to bring back
performance to the nominal case. The topologies with performance improvement were then tested
as Sample and Hold Amplifiers (SHA), generally achieving good performance.

Then 1 tested Peluso's topology for supply voltages below the 1 Volt, pushing it to 0.4V. The results
obtained are promising because the topology continues to have good performance, and only
maintains the same problem in terms of high common mode gain as shown at a 1.2 Volt supply
voltage.

In Chapter 4 | proposed two topologies for voltages below 1 volt. In the first one I went down to
0.8V power supply and I used the body terminal of some devices to apply the control signal of an
auto-referenced CMFB. The proposed method was shown to be valid by significantly improving the
CMRR of the structure and also proved to be robust under corner process variations.

In the second one | went down to 0.6V supply voltage and went to consider the problems related to
the input dynamics of a single ended output amplifier used in non-inverting configuration. Again
starting from the Peluso topology, | proposed a circuit solution to improve the input dynamics of the
amplifier. In order to implement the idea I proposed a FVF with MOS in triode added with respect
to the classic configuration, the so-called 3 levels FVF (FVF3). The proposed technique was
effective.
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Along with the aim of reducing consumption, | passed to the Ramirez-Angulo topology, which in
the original version provides an auxiliary block for generating the input common mode that in fact
introduces additional consumption. In order to try to improve it from the point of view of
consumption, | proposed a modification of the original structure by incorporating the block for
generating the input common mode into the OTA structure. Again in this case, in order to make
changes to the original structure, | used FVF at 3 levels.

In the last paragraph of chapter 4, always starting from Peluso topology, | showed how it is possible
to derive a folded topology that has comparable performance with the state of the art.

From the studies carried out during the first year of PhD | noticed that in technical literature the
information on how to design a class AB amplifier with the input differential transconductor that
operate in class AB, was poor and fragmentary. From this ascertainment the idea came of trying to
propose a model capable of responding to this need. In tackling new issues, generally, the most
obvious thing is to start from simple case studies, and to complicate them later. That's exactly what
I did.

The proposed model does not want to be a general, but it is a solution useful for all those topologies
where the behavior of the differential input transconductor can be described with the same set of
equations used to describe the proposed model.

In the last chapter, | proposed a model that allows me to link the settlig time to some project
parameters such as: transconductance of the OTA/MOS, overdrive voltages (\Vov), output resistance
(RO) and gain of the current mirrors (Ncm).

In line with what | wrote earlier, | started the work from a simplified circuit model where the output
is of a single ended type and that is based on the Peluso topology. In the simpler circuit model, the
differential input transconductor is realized with FVFD exactly as in the original Peluso structure.
The currents generated by the input differential transconductor are mirrored to the load by ideal
current-controlled current sources. MOS output resistors have been modeled with ideal resistors,
and the load capacitance has been left unchanged with respect to the original topology. The
availability of such a circuit model requires to introduce simplifying hypotheses. In the simplified
circuit model I neglect the poles that would be introduced by the real current mirrors so in fact i'm
making the assumption of being single pole or limit in the case of dominant pole.

At analytical level, the equations describing the behavior of the input differential transistor currents
were derived according to the parameters K and Vov. From the simplified circuit model and from
the knowledge of the set of equations describing the current behavior of the OTA, | could add
another level of abstraction to the circuit model. The circuit model I focused on in order to derive
equations describing the behavior of the entire OTA has become a single time-constant (RC)
parallel circuit with a current generator that models the current behavior of the input differential
transconductor.

The equations found to describe the current behavior of the input differential transductor are of a
quadratic type: therefore, the 1/0 devices provided by STMicroelectronics with 40nm production
process have been chosen to validate the mathematical model. In order to find a way to estimate the
parameter K that appears in the mathematical equations of the input differential transconductor,
different approaches, described in chapter 4, were tried and to validate the model. Of the various
ways | tried | chose one according to the criteria described in chapter 4 and | validated the model.
Future developments:
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From a topological point of view, hybrid topologies with improved performance compared to
individual starting structures could be derived from the topologies of Castello, Baswa, Ramirez-
Angulo and Peluso .

From a theoretical point of view, a degree of complication can be added to the proposed model. In
the simplified circuit model, real current mirrors can be added, which means that at least one second
pole must be taken into account. By making the assumption that the mirrors introduce only one
more pole, analytic equations become more complicate. Instead of managing a single Riccati
differential equation, one needs to solve a system of differential equations of Riccati.
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This appendix contains the accounts carried out to determine the results obtained in Chapter 2.

A.1 FVF small signal analysis
Here is the analysis of the Flipped Voltage Follower (FVF)

O DD

l@ Ibizs

VG

vhias
M1

___+4%ﬁ;

(a)

= gm2Vo + =
To2

. Ve—Vx
(lx — 9Imi1Vx +

{ To1
Vg

Ve—vx
R Im1Vx + iolv =0
VG(R + rol) = vx(l + gmlrol)R
:7_); (R + rol) = (1 + gmlrol)(l + ngR) +

R+T01

To2

LYy — Py S S |"|"|"|"|"|"|"—-—| |

rol

ro2

Iy — 1 — (1+gm17o1) (1+gm2R) R+7p1 — (1+gm1701)(1+gm2R) + 1
Vx  Regq (R+701) (R+791)702 (R+701) To2
ix 1 (1+gmiTo1) (1+gm2R) 1
Bl + == To1//R
Vx  Req (R+701) Toz gngTVLZ( 01// )
R. = To2(R+751) _ To2(R+761)

eq To1+R+702(1+gm1701)(1+gm2R) D

D=1, +R+ Toz(l + gmlrol)(l + ngR)
Vs (R + rol) = R(l + gmlrol)Reqix

V. = R(1+gm17o1)Reqix _ R(14+gm1To1)ix To2(R+791) _ R(1+Gmi1To1)To2ix
. = = =

(R+T01) (R+T'01) D D
r, = D —
oz (R+751)
Replace rq, in the Vg equation:
_ . To2(1+gmiTo1)R _ . Req  (1+gmiTo1)R _ . Req(1+gmiTo1)R
Vg = i 2—Imilot” — D =
D (R+701) D (R+701)
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A.2 Analysis of the class AB input stage

based on the cross pair

V1 = Upn + Vig/2

Vy = Upn = Via/2

V3 = Vpp + Vig/2

Vy = Vpp — Via/2

Bias point

k (vbn an) =k (175 Ubp |va|)2
\/_(vbn an) - \/_(Us - |va|)

\/k—n(vbn_UTn)+\/_(pr+|va |)

Vs = \/—+\/— = Vso
VEnWpn—v7)+/Kp Wpp+|vrp))
lyc = kn(Vpn — v — an)z = kn(Vpn — \T/k—n_,_\{/_,% PP — an)z
I..=k (vbn(\/E"”\/k—p)_(\/E(vbn_an)*'\/k_p(vbp+|77TpD)_an(\/H"'\/k—p))z
dc — *n

(i +[kp)
1 (\/—\/_:/—) (vbn(\/_ + \/—) \/_(vbn an) \/—(vbp + |va|) an(\/_ +

k)2

(Jk_n+\/_) Wkpon = \kp(Vop + [V1p]) = vrn[kyp)?

lac (JJ_k—n +JJ__) (Vsn = Vop — |vrp| = vra)?

A= Vpn — 'pr

9 = UTn + |7.7Tp|

2
=k (vbn an)Z (\/\/i_n-;/\;‘__) (vbn Up bp — |va| - an)Z
lye = eff(A —0)
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Kerr = <—Jk_nw(_p )2

Signal:

Lip = kn(vy — Vs — UTn)z
Ilp = kp(vsl — Vg — |17Tp|)2
Iy = kp(vy —vsy — an)z

Iy = ky(vs, —v3 — |va|)2

Lin = Iy
Ilp = Izp

kn—/Kp v; ] . . . .
Vs12 = Vgo T %Uf , until all the MOS devices are in saturation region

__Yid

Vs2 = Vbn ==, ~ Us2 = Urn
_ __Yia _ _

Ves2 = Upn 2 Vs2 = VUrn

Vig = Z(Ubn —VUrn — Vsz)

Jen+/k
vid(n) = T;/—p(vbn — Urn — vso) =4-0

— Vid _
Usgz = Vs2 = Vpp ==, = |vrp]
Sty
vig® = T(vso ~ Ubp — |va|) =4-90
For |vid|< A-0 :

I 1
Upn = Upp + Vig = Vrp + fk—111+ lvrp| + fé
[T, [3
,/Il< k_n+ k_p>=A_9+vid

Lo = kepp(A— 0 £ v9)°
11 - 12 = keff4(A - Q)Uid
Per [vid> A-0 :
I,=0 o  IL,=0
Saturation limits:
Vi Vi
Upni — Vs1 = Upn + %d — Vg1 — Urp =2 ?d = VUpni — Vpn + VUrn
(7 Vi
Vs1 — Vpp = Vs1 — Vpp + ?d— |va| > ?‘i = Vpp — Upp + |va|

Common mode input:

Vg = VUgp + —\/k_"vﬁ‘/k—pvz

s1 Sso \/k—n+\/k—p
v = \/k_nv2+\/k—pv1

s2 so \/k—n"'\/k_p
U1 =V =V VUs1 = Vsp = Vso + Vj¢
Differential mode input

_ _Via

Ul —_ _UZ -

2
Iy = kn(Vpn +v1 — Vs — an)z
Pervy, + vy — Vg =V > 020, —v, >—(4—-6)
I = kn(Vpn + v, — U5y — an)z
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Forvy, + v, — vy — v, > 020, — v, < (4-0)
vy —v,| < (4-6)
log =1 — I, = 4kepr (A — 0)vig

= % = kepr[(A — 0)% + v;47]

v — vy >—(4-0)

IL=0

L = kn(Vpn + vy — Vg1 — an)Z = keff(A -0+ vid)z

IOC

log =11

Iy
I, ==
oc >
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A.3 Cross-coupled class AB input stage
(Castello 85)

vDD
M15 Ij I t‘ 11 12 lj I t‘ hM1G
vh vb

"

=
U
L[
]

Bias point

I, =1, = I3 = 1, = I, fixed by level shifter
Is =1 =1y =110 =Ip

Ly =lhy=1;=Ilg=Ig+1I
Liz=1s=15=1he=k(p+1)
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Ioror = [4lg + I + k(Ig + IL)12 + Iemgp + Lref pur)

Ipour = kUp + 1)

In detail:

DP I7qi = 21,

OUT I,y = 2k(Ip + 1)

BUF Igur = Blp p =2

AUX Iy, =aly a=2  Bufin Iy =4l

CMFB Icmfb = Ylrai
k(Ig+1y) 2k

¢ T Mptiytk(g+l)+yly  5+2k+y (Iy=1Ip)

Large signal
I, =0 Iy = Limax
Loapmax = klimax
Limax = keff(vidmax +A— 0)2
Kerr = ( AL )2
A =vp,—Vpy
0 =vp, + |va|
I, = keff(A - 9)2
A-g= |=

Keff

A

For vacin = Vop/2, Vic = 0, Vigmax = Vpp — 3

2
A | Iy
k Vpp—=+ 2
eff( 2 keff> _ keff(VDD+%_9)

4lg 4lg

Fsp =

Small signal analysis
vDD vDD vDD

o

v = f (V)
vy = f(va)
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Ve = —gﬂ
_ _ R
Vg =—7"
i=1
D
R, = T04(To3+R)
1= 5
1
R, = To6(To5+R)
2~ 5
2

01 = (o3 + R) + 154 (1 + gm37o3) (1 + gmaR)
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82 = (155 + R) + 156(1 + gmsTos) (1 + gmeR)
—i (1+9gm3T03)To4R
&1
=i (1+9msT05)T06R
62

Differential Mode

v]_:_vz— 5

v
Vo = RLoad(ngUx - gm7vy) = +R10aaCGp ?d

_ (1+9msTos)To6R (1+gms3To3)ToaR M 2
Gp =gm7— 5 tTIms— 45 .
2 1 id

D_

Dy = (14 gmato) 10202 + 106165 + R)] + (1 + gmat02) 16161 + 164 (ro3 + R)] =

DA = (1 + gmlrol)[(ros + R)(Toz + ro6) + 7”06(1 + gm5r05)(1 + .gm6R)] + (1 + gmzroz)[(ro3 +

Rrol+rod+rod(1+gm3ro3)(1+gm4R)
= (gmlrol + maTo2 t 29m1To19m2Toz) Al = A

_ ANp
Gp 61 62 5, 62 D

Np = gm7ro6(1 + Ims705)01R + GimgToa(1 + Gm3To3)62R

Common Mode
V1 =V =V

Vo = _RLoad(gm8vx + gm7vy) = Ri0aaGcVic
G. = (1+gm3703)T04R (14+gmsTo5)To6R7 46162 1
c — [ m8 —Ym7 ] .
61 82 Dy vic

n=mn.= (Im1To1 — GmaTo2)Vic = UVi¢
Qzém

N, = gm8ro4(1 + gm3T03)52R - gm7ro6(1 + gm5T05)61R

CMRR = $2 =12 _ No rprpp.
26, 2 uN.  Ng

A= 29m1To19m2"02

u= gmlrol Im2702

T, T, 1
CMRR ~ 9Imi1To19m2702 — . .

" ImiTo1—9mz2To2
9m2To2 9ImiTo1l

Np = gm3ro3gm5r05ro4ro6R(gm8gm6) + (gm7gm4)

N, = gm3r039m5r05r04T06R(gm8gm6) - (gm7gm4)

(gm89m6) (gm7gm4)

1
m2To2 9miTo1
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A.4 Class AB input stage based on FVF

(Ramirez-Angulo)

Bias point

L=5L=1I

I, =3I

then I, = 3l

Itan, = 21

Is=lg=1;=Ig=1Ip

Iy =1, = klp

Liz =14 =55 =1lLe=k(p+ 1)
Ioror = [(5 + 2k)Ig] + Iemsp + Icm)
loour = 2klp

using FVF Current Mirror

Ioror = [(9 + 4K)Ig] + Iemysp + Icm)
looyr = 4klp
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In detail:

DP I7qi = 215

ouT Lout = 2klrgi;
BUF Igyr = Blran
AUX lgux = alran
CMFB Icmfb = Ylrau

4k
Fc:—
4k+9+2y+2&

R
[T
NI Gy
+
'™

Large signal
,b=0
I = Limax

Ioad max = klimax

Limax = kl(V651max - VT)2
Vi

Ve1 = Vpcin + Vie + Td

Vs = Vpcin + Vie — Viss

Vess = Vr + \/,I{E
3

Vi 1
Limax = kl(%d-l' k_33)2

(kITail)

Iey = fITail

for example: Vpcin = Von/2, Vie = 0, Viamax = Vop

v I
e (224 [1By2- 1

Fep =
SR il
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Small signal analysis

[wl+u2)2

Rox i
Vs
r
_ 9ms
Imx = 5
_ 9Ima
Imy = 2
Tox = 2753
Toy = Toa
. Vx—Vs
(i1 = gmi1(vy —v5) + 2= ror
vy = —i1Ry
. VA=Vs _ Vg
i+ gmx(vic vs) t+t——— = ImyVa +—
Tox Toy
VA—Vs | Va _
kgmx(vic - vs) + Tox + ? =0
‘ 1,01\ _ 1
Vg (_ + _) = Vs (gmx +—)— ImxVic
Tox R Tox
1 1 1
-V (—+—)= v —v( +—)
X Ry To1 Im1V1 s\ Im1 To1
, Uy
i =—=
1 R
1, 1) _
gmlvl + + ImxVic = Va\Imy — — Us|Im1 + + Imx T —+—) = 0

Tox Toy
. 1( ; ) ( 1)
1 Ry Tox+R Vicmx\9m1t To1 RL

Vs
Azgmlgmx(i‘l' )+gm1( 2 +L)+
+1
R

oxRL To1Tox  RLR
pom( oy L) 4 Y+ (+=)+
R ToxR \To1 ' Ry

1 1
o )
Toy \To1R To1Tox RRL RLTox

To1 Ry TolRL (rox
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1
gmlvl_(gml‘i'ﬁ)vs _
1,1 -
)
(Tol Ry,

V19m1X— Vlcgmx(gml"' )(gml 11?)( .

Uy =

3)_

o1 RL

i)
r=0-(om+ 2 )2 -

Tox
- +) I (g~
gmlgmx ( RL Tox RL To1

)

bR Ge) +

Toy LTo1 Tox

ssam(oms 2 ome st

pome (g )

20

) scsmelom ) (o)

_ Toy\R Tox
Uy = A
2 . 2
~ V1Imidmx—VicImiGmx
- A
If vi=vic
A
Uy = Vjc K
1 1 Ima (1
=t ) o+ )+ 2
Gm1 R Ymx Tox Toy \R

= %myl(% + : ) (gml + ) [gmlgmx

Tox

S ) ¢ g+ D[22

Toy ox

if V1:-V2:Vid/2, Vic=0, si ha che Vs =0
11=0m1Vid/2 € Vx=-Om1RVid/2

Small signal analysis

Tox To1

1
ox ImiGmx —

I
M15
i

Vo '

Wy

M13

Vo

R = 9Im15Vx T Im13Vy
Load

Ly

V. =
y Imi1

. —i
= {
lg

Im1s = kGmo
Im13 = kK9mi1

dif ferential mode
common mode

it ELBl |
|

k11

ME

+ er) Imx (gml + ) (gml + )

mx] —_
To1
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9Imo = Gm7
lg = —gmoVx
1
Im13Vy = ikgmllgm11 ImoVx = TKGmoVx = gmisVx

_ _: To7(14+gmsTos)R
Ux =~~~
p

D, = (Tos + R) + (1 + gmsros) (1 + gmsR) 77

Differential Mode

_ _ Via
n= v =
. Vid
b=9m1~
Vg = 0
_ To7(1+gmsTos)R Vid
Uo = 9m1 D RLoad29m157
D
Common Mode
V1 =V =V
i1 = GV
_ Imi3 To7(1+gmsTos)R
Vo = RLoad(gmls - gm9) chic
Imi1 Dy
If gmi1s = kGmi1: Gmis = kGmos Im7 = Gmo, Si hache v, =0
gmi Imai3
== (Gmas+ 9m9)
2
CMRR = - s
Gc(gmls_g 9mo)
mil

J. 181

Dp
a = gm1To1(Toz + R)vy + (1 + gmaR)704m
n= gmlrol(l + gm3r03)v1 - .gm3ro3(1 + gmlrol)vic
then a = Av;,
A= gm17o1(To3 + R) + (GmiTo1 — Im3T03)Toa(1 + gmaR)
Q = ADpryy + Arp7 (105 + R) + Dp1oa(l + gmi7o1) (T3 + R)
A= (ro3+R)+ (1 + gmato3) (1 + GmaR)To4

. Dp
= ?Avic
Dp
G.=—2A
N,
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dmai3
CMRR = (gm15+9211gm9) Im1Q

(9mis _gzﬁgm‘a) 2DpA

m1Q A 1
CMRR; = gmi% = = ImaToagms(To3//R)

2DpA  2(ro3+R) 2

with gms e gmy that in reality are gms/2 e gm4/2 and roz € ro4 that in reality are 2rq3 € 2rg,.
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A.5 Class AB input stage based on
adaptive biasing WTA (Baswa 06)

? vDD

o j‘_“_

Bias point
L=hL=L=14=1Ip

Is =1 = 21

I; =1Ig = I
Iy=1o=hy=h,=2Ip
Liz =1y =2l

Iis = Iig = 17 = 1g = k2l

loror = 2(5+ 2k)I5 + Lemsp

Ioror = 2(3 + 2k)Ip, with current mirror
loror = 2klg, simple

loour = 4kl

In detail:

DP Irai = 215

BUF Igyr = Blrair B =3

ouT Lout = 2klrgi;
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AUX Loux = Alrain a=1
CMFB Icmfb = Ylrau

2k
C 7 5+2k+y
Large signal

12 = IB

I = Limax

Iioad max = k(Ilmax - IB)
Limax = kl(V651max - VT)2
v
Ve1 = Vpcin + Vie + ?d
Vi
Vs1 = Vocin + Vie = =% — Vas3

Vess =Vr + ,IC_B
3

1
Limax = kl(vid + k_33)2

For example: Vpcin = Von/2, Vie = 0, Vidmax =

1
k1(vpp+ ,ﬁ)z -Ip

4lg

Fsp =

Small signal analysis

VDD

wis jtl }74{ w1

Vo _
"R = 9m17Vx t Im1sVy
Load
i
v, = —=
Imi3
= {—in dif ferential mode
* i1 common mod
11 = —9m11Vx
. Too(1+ To7)R
v, = —iy 09\1+Gm7707

Dy

Dy = (157 + R) + (1 + gms7o7) (1 + gmoR)7o0

wvh
CF*——+ M7
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Differential Mode

_ Vig
v ==t
Vid
b=9m1~
Vg =0
_ To9(1+gm7707)R Imis Vid
Vo = RLoad D gml(gm17 + gmll)?
p Imai3
Se gm17 = kGmo; Gmi1 = Gmo: Gmis = kGmas, Si ha:
_ To9(1+gm7707)R
Vo = RLoad Dy kgmlgm9vid
Common Mode
V1 =V =Vj¢
i1 = Gy
_ Too(1+gm7707)R Imis
Vo = RLoad D gm1(9m17 - gmll)vic
p 9Imi3
Se gm17 = kGmo; Im11 = Gmo: Imis = kGmis, Siha, v, =0
gm17+zziggm11
CMRR = ——4m1= " CMRR,
gm17_g Imi1
mi13
CMRR; = 222
26,
=2
17 p
_e
Dp

@ = gm1To1(Toz + R)vy + (1 + GimsRITo5n = vy

N = (Im1To1 — GmaTo3)V1

B = gm1To1(To3 + R) + (Im1To1 — GmaTo3) (1 + gmsR)7os
Q = ADprol + A7/'09(7"07 + R) + DpT'OS(1 + gmlrol)(ro3 + R)
A= (153 + R) + (1 + gmsTo3) (1 + gmsR)7os

Dy
11 =—uv
1 Q HVic

D.
G. =22
<=7 U

A Tos5(1+ T T TosR

CMRRl — Imi@ o 05(1+9mi701) . Im3To39msTos

2Dpp ~ 2(ro3+R) 2791 - 2(r93+R)
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A.6 Class AB input stage based on Peluso

topology with Vs=-Vi (Peluso 97)

? wDD

M12 ji Iﬁ e 10 ji

vb
M7 b
M

vin+ win-
M1 M2

Iﬁ M14

ne
Bias point
I3 =1y
Iy =1p
Is = 2Ip
I; =1Ip
Iy = 2Ip

11 = I;53 = 2klp

Ioror = 23 + 2k)Ig + Iomgp

loour = 4klp

In detail:

bp Itay = 2Ip

ouT lout = 2kIrqay

BUF Igyr = Blran p=1

AUX Loux = alrgi a =1 (or 0=0 if recycled IB)
CMFB Iemgb = Virain
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F, = 2k
2k+3+y

Large signal

I,=0

I = Limax

Iioad max = k(Ilmax)
Limax = kl(V651max - VT)Z

vy
Ve1 = Vpcin + Vie + Td

v

Vs1 = Vocin + Vie = = = Vasg
— s

VGSQ = VT + ks

1
Ilmax = kl(vid + k_B3)2
For example: Vpcin = Von/2, Vie = 0, Vidamax = Vop
kl(vDD+\/%)2
4lg

Fsp =

Small signal analysis simplified (ro=0) differential mode

'.? vDD

O oD ME Ij}iAHiJ M7
v,

j v
Mg }—O
Ro
" &=
iy
Ve |- = |
s = |[_: ME =
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‘.,-'E

(Gm1(V1 — Va) + Gm2 (V2 — Va) = GmaVy
Uyx
Im2 (v —va) + R 0
V.
{ Gma(v3 — vp) +R_}21 =0
Ima(V3 — V) = g1 (v1 —v4) + ImsVy

Vo

\ImeVx — Im7Vy — R 0

_ Vx
9Im2Va = GmaV2 + R,

v
— } Y
ImaVp = Im3V3 R,

Vx
.!7m2772+R—1
Imi1V1 + Im2V2 — (Gm1 + Gm2) P = 9Im3Vx
vy gmz”z"‘%
ImaV3 = 9m3V3 — = = ImiV1 T GmsVy —Gm1—
2 Im2
vy
R, —Gm2(V2 — v4)
v
y _
R, —9ma(v3 — vp)

1 1
gml(vl - UA) = Uy (gmB + R_1) = _vy(g + Gms)

Im1 (V1 = Va) + Gm2 (V2 — V4) = —Ggm3GmaR1 (V2 — v4)
ImiV1 + Gmz2(1 + GmsR1)V2 = Va(Gm1 + Gmz2 + ImaImsR1)

— ImiV1tgme (1+gm3R1)v2

Va

(9m1+9mz+9Im3R1)
_ Imi1V1+Imz(1+gmsR)v2] _
Vy = —gm2Ry [Vz - =
Im1+tIm2(1+gmsR1)
_ Imi1(V1—12)
= gm2R1
Imi1+t9m2(1+gmaR1)
— _HgmsR1 R v = — 1+gmsR1 _gmigmaRe(V1—V3)
Y Ry 1+gmsR; ~ 1+9msR2  Imit9mz2(1+9mzR1)
Vo = _RLOAD(.gm7vy - gm6vx) =
Im19mz 1+gmsR1
= +R (v, —vy) Ry + R, —=—
LOAD o (1+gmaRy) " L 2)[9meR1 + 9m7R> 1+gm5Rz]

for the common mode, vi=V,=Vic € Vo=-RLoap(gMeVx+gmyVy); neglecting ro, Vyx=vy=0
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Small signal analysis (v3=0)

V=V Ux—V4 _ V4
(Gm1(v1 —v4) + Im2(Vy —vy) + Trr s + Im3aVx
v Vy—Va
R_x + =+ gmz(Vz vy) =0
1 To2
{vy  vy-vp _
R_z + 7 — JmaVp+=10
Vy—VB _ (4] Vp—Vy
- 9maVB = GmsVy + - + gm1(vy —va) + .
\ 04 05 o1
1 1 193]
vx(gm3+R )+;— _vy(gm5+R_2)_a

{avl + pv, + Y+ 6v, =0
vy + (v, +nvx+9vy =0

= 9gmi (gmz + ) (gm4— + 4)
B=—9m (gml +— + ) (gm4 + )

y=—(gms+7 )Kgm1+nn)ci+3;) (gms +3) (gme+ ) + = (T +

5= (22 (om )

e = gna (gm2 +5) (9ms +57)

¢ = Gmz (gm1 +77) (Gma+ 1)

1= (om+ ) (me + o) (54 5)

9=@m+@M@m+ oms+7)+ o)+

_ (e6-60a)v1+(36-0B)v,

X

0y—né
_ (an-y&)vi+(Bn—vv,
V. =
y 0y—né

Differential Mode

v = —v, = vzid

Vo = —RLOAD(9m7Vy - gm6vx)
r

Vo = _RLOADZ

A=0y—né

T =22 gy (an —ye = B +¥0) = gme(e8 — 6a — {5 + 6B)]

Common Mode
V1 =V = Vj¢

Vo = _RLOAD(.gmevx + gm7vy)
>
Uy = _RLOADX
X = Vic[gme(e6 — O + {8 — OB) + gmz(an —ye + fn —y{]
CMRR = f—r

I'= ((1 - B)(gm69 + gm777) + (Z - 3)(.gm66 + gmﬂ/)
L= —(0+B)(Gmed — gmm) + ({ + €)(GmeS — Gm7Y)

1

Ry

)i
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0 =B = (gms+ =) (20mrgms + 222 4 222 4 222)
(—¢e= (g 24) (29m19m2 + g_mzl + %)
0t b= (gm+5) (S-S -4
<= (amt) (- 02)

placing

Im1 = Imz2 = Ymn

9Im3 = 29mn

Imas = Gmp

9Ims = zgmp

Ime = kGmn

Im7 = kgmp

To1 = To2 = Ton

Toz = Ton/2

Tos = rop/z

| vave:

= [A(a—P) + B({—9)]k
T =[-Cla+B)+D( +e)k

A= Gun (Gn +22) (G + - )(ngp i)+
b+ )2 (2 -

oo+ D)o+ ) (4 ) -

= (g +2) (90 + 72 [ (20mp +70) = 9y (3 +55)] +

1 1 1 1 2
+9mn (gmn ) (Rz + _) <_ + _) = Zgrznngrznp

Top/ \To1  Top
B = Imn Tjn (Riz + sz) (gmn : ) gmp (gmp ) (gmn Tjn) (Ril + i) -
—Y9mp (gmp + é) (gmn + r ) (ngn R_) = ngngmp

I =k2g2,92,(a—B—c+() = Zkgmngmp—
C = Grnn (Gonn + )<gmp ) (29mp +7) +
oo+ 2) (24 2) (- 2)
+Gmp (gmn - ) (gmp + i) (Ri1 + ﬁ) =

= (gmn+75) [(gmp ) (29mngmp + 22+ T2 4 02)

Ton
1 1 1 2
+9mn (R_z + a) (a + a)] = ngngmp
1 1 1 1 2 1 1
D= gmn (R_z + a> (gmn + ) + Imp (gmp TQp) a (R_1 + a) +
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+mp (9o + =) (g +2) (3 +72) +
+Gmp (gmp + i) (gmn + ﬁ) (20mn +7-) = 20050

1

Y= Zkgrznngrznp(_a -B+J+ g) = Zkg?nng?np T:_n

a= gmlrol(roz + R)Ul + (1 4+ gmsR)1rp3n

N = gmi1To1(1 + GmaT02)V1 — GmaTo2(1 + GmiTo1) V2

o = Av; + By,

A= gmiTo1lroz + R+ 753(1 + gmat02) (1 + gmaR)] = GmaiTo1A

B = _gmzroz(l + gmlrol)(l + gm3R)r03
R, = To5(1+gmaToa)R
L Ap

Ap = (1oa + R) + (1 + gmaToa) (1 + gmsR)7ps
A= (7”02 + R) + (1 + gmzroz)(l + gm3R)r03
D= A(7'01 + %:H?) + (1 + gm17”o1)(7”02 + R)ro3 = AQ_p

Q = AAprol + Aros(rm} + R) + Apro3(1 + gmlrol)(roz + R)
. Tos(1+gmaToa)R _

o R
Uy = —1 ————— = ——71,5(1+ r,,)R = —=
'y 1 Ap Q 05 ( ImaTos) QC

Vy = —%B = —R%

0= [Aprol + r05(7b4 + R)]gmzrozvz - Apro377

6 =Cvy +Dv,

C= _gmlrol(1 + gmzroz)ro3Ap

D= Im2702 [Aprol + 7503Ap(1 + gmlrol) + (To4 + R)TOS]
for the common mode, | have:

Vo = —RLOAD(9m7Uy - gm6vx)
as it would be
Vo = —Rpoap (gm7vy + gm6v3;)

with, v, = —g(C—D)UZﬂ= -V,

R R i
Voa = —Rpoap Q (GmeS — gm7$) = —Ryoap aAd 1]2_d
Aqd = GmeC — GmeD — Gm7705(1 + gmaToa) A + gms7os(1 + Gmatoa) B =
= _[gmlrol(l + gmzroz) + gmzroz(l + gmlrol)]ro3 [gm6Ap + gm7r05(1 + gm4r04-)(1 + gm3R)
for the common mode, | have:

R R

Vo = —Rpoap (gm6vx + gm7vy) = Ry0ap 6 (gm66 + gm7() = Ri04p 6Acvic
A= GmeC + gm7D + gm7r05(1 + gm4ro4)A + gm7ros(1 + gm4ro4)B =
= ImeIm2%02 [Aprol + 75 (T4 + R)] + Im79mi1To1(Toz + R) *
* 7'05(1 + .gm4ro4) + (gmlrol - gmzroz)ro3{r05(1 + gm4ro4) *
* [gm7(1 + gmzR) — Gme(1 + gmsR)] — gme(Toa + R)} =
= gm6gm2r02Aprol
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CMRR =&, (1 + gﬂ)

Imp
coné, = ImnTon
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Appendix B

B.1 Evaluation of the performance limit
through analysis in the symbolic domain
with Sapwin 4

Hi

5K
—T_

M7 ]ji IE ME

M12 Iji IE M14

IUF‘l _f{ﬁ M4

l IUP
M11 j }1

vyl

IDWN l l IDWN

Wi

w2
?—{ itk Ma ;] }—?
10 I I [jfL M13

|

|

[

|

[

[

: T
|5 eies |1 : 2 | |5 toiss o

:

|

|

|

|

|

|

Fig.B. 1: Fully differential class AB OTA

{IDWN X gMg * Vyq 2 (B.1)

Iyp X gmy * vyq 5 '
Vi+V,

Viem = 12 ? (B.2)
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B.1.2 Transfer function Vy/Vicm

QD

R

Fig.B. 2: circuit to calculate transfer function Vy/Vicm

Vy/Vicm=

[-gm8Gd3Gd2Gd11-gm8gm3Gd2Gd11+gm3gm2Gd8Gd11-gm8gm11Gd3Gd2-
gm8gm3gm11Gd2+gm3gm2gm11Gd8+Gib(-gm2Gd3Gd11-gm8Gd3Gd11+gm8Gd2Gdl2-
gm2Gd3Gd12-gm2Gd8Gd12-gm2Gd8Gd3-gm2gm11Gd3-gm8gm11Gd3)]
(Gd3Gd2Gd12Gd11+Gd8Gd2Gd12Gd11+GibGd2Gd12Gd11+gm3Gd2Gd12Gd11+
gm8Gd2Gd12Gd11+GibGd3Gd12Gd11+GibGd8Gd12Gd11+gm2GibGd12Gd11+gm8Gib
Gd12Gd11+gm3gm2Gd12Gd11+Gd8Gd3Gd2Gd11+GibGd3Gd2Gd11+gm12Gd3Gd2Gd11+
gm12Gd8Gd2Gd11+gm3Gd8Gd2Gd11+gm12GibGd2Gd11+gm3GibGd2Gd11+gm3gm12Gd2Gdl
1+gm8gm12Gd2Gd11+GibGd8Gd3Gd11+gm12GibGd3Gd11+gm12GibGd8Gd11+gm3GibGd8Gd
11+gm3gm2Gd8Gd11+gm2gm12GibGd11+gm8gm12GibGd11+gm3gm2GibGdll
+gm8gm3GibGd11+gm3gm2gm12Gd11+GibGd3Gd2Gd12+GibGd8Gd2Gd12+gm3GibGd2Gd12
+gm8GibGd2Gd12+gm3gm2GibGd12+GibGd8Gd3Gd2+gm11GibGd3Gd2+gm12gm11Gd3Gd2+
gm12GibGd8Gd2+gm3GibGd8Gd2+gm12gm11Gd8Gd2+gm12gm11GibGd2+gm3gm11GibGd2+
gm3gm12gm11Gd2+gm8gm12gm11Gd2+gm12gm11GibGd3+gm12gm11GibGd8+gm3gm11Gib
Gd8+gm2gm12GibGd8+gm3gm2GibGd8+gm2gm12gm11Gib+gm8gml2gm1l
Gib+gm3gm2gm11Gib+gm8gm3gm11Gib+gm3gm2gm12gm11)
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B.1.3 Transfer function Vx/Vicm

J:_“f 1

Fig.B. 3: circuit to calculate transfer function Vx/Vicm

Vx/Vicm=

(gm8Gd2Gd12Gd11-gm2Gd3Gd12Gd11-gm2Gd8Gd12Gd11+gm8gm12Gd2Gdll-
gm2Gd8Gd3Gd11- gm2gm12Gd3Gd11-gm2gm12Gd8Gd11+gm8gm12gm11Gd2-gm2 gm12 gmll
Gd3-gm2gm12gm11Gd8+Gib(-gm2Gd3Gd11-gm8Gd3Gd11+gm8Gd2Gd12-gm2Gd3Gdl2-
gm2Gd8Gd12-gm2Gd8Gd3-gm2gm11Gd3-gm8gm11Gd3)
(Gd3Gd2Gd12Gd11+Gd8Gd2Gd12Gd11+GibGd2Gd12Gd11+gm3Gd2Gd12Gd11+
gm8Gd2Gd12Gd11+GibGd3Gd12Gd11+GibGd8Gd12Gd11+gm2GibGd12Gd11+gm8Gib
Gd12Gd11+gm3gm2Gd12Gd11+Gd8Gd3Gd2Gd11+GibGd3Gd2Gd11+gm12Gd3Gd2Gd11+
gm12Gd8Gd2Gd11+gm3Gd8Gd2Gd11+gm12GibGd2Gd11+gm3GibGd2Gd11+gm3gm12Gd2Gdl
1+gm8gm12Gd2Gd11+GibGd8Gd3Gd11+gm12GibGd3Gd11+gm12GibGd8Gd11+gm3GibGd8Gd
11+gm3gm2Gd8Gd11+gm2gm12GibGd11+gm8gm12GibGd11+gm3gm2GibGd1l
+gm8gm3GibGd11+gm3gm2gm12Gd11+GibGd3Gd2Gd12+GibGd8Gd2Gd12+gm3GibGd2Gd12
+gm8GibGd2Gd12+gm3gm2GibGd12+GibGd8Gd3Gd2+gm11GibGd3Gd2+gm12gm11Gd3Gd2+
gm12GibGd8Gd2+gm3GibGd8Gd2+gm12gm11Gd8Gd2+gm12gm11GibGd2+gm3gm11GibGd2+
gm3gm12gm11Gd2+gm8gm12gm11Gd2+gm12gm11GibGd3+gm12gm11GibGd8+gm3gm11Gib
Gd8+gm2gm12GibGd8+gm3gm2GibGd8+gm2gm12gm11Gib+gm8gml12gmll
Gib+gm3gm2gm11Gib+gm8gm3gm11Gib+gm3gm2gm12gm11)

B.1.4 Comparison of transfer functions Vx/Vicm vs. Vvy/Vicm:

By comparing the obtained transfer functions (Vx/Vicm and Vy/Vicm), note that the denominators
are identical while the numerators have a common part and one that differs. This difference between
the Vx/Vicm and Vy/Vicm numerators causes the difference between the Iyp and Ipwn currents
flowing in M7 and M6 of the circuit shown in Fig.B.1, which originates from a common output
mode signal.
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B.2 Peluso topology counts with triode
CMFB

vDD

.
-

vref
I
M11
wref

& &
MTh e vy vy2 vt M14b
1 j }—o } o—{ ﬁ M14
o] 12 =y "
Mea ;”—o e it ez el o—“_: M12a
't e
2 Vi w2 1

N RN W

vref
Ma1 MaZ Ma Ma
2 & W wref

Fig.B. 4: Topology by Peluso with triode CMFB

For calculating the Vol / Vicm transfer function, the overall function can be broken in two parts.

AVey = Vo1 _ I Yy1Vo1 | Vx1 Vou (B.3)
M Viem Viem IL Vy1 Viem Vx1

_ _ I VyiVes _ 4 R
Fup = Fy = 5= 2 {2 = A“B - C (B.4)
Vyr Vo
Fpwn = F2 = V_ic11n —in =D-E (B.5)

The Fyp function is intrinsically linked to the Iyp current while the Fpwy function is linked to the
Iown current. In turn, Fyp and Fpwn functions have been decomposed into the product of multiple
functions in order to make the calculations simpler. To calculate these functions, from time to time,
a part of the circuit of Fig.B.4 was taken into account in which elements were introduced that take
account of any load effects.
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vref
11

wref
MTb jl—-—o vy
1
o— lel 1
wref
MEs -
v2 v

Ma1 Ma2 Ma }—‘—O
B o Wi vref

Fig.B. 5: half circuit for calculating the functions needed to determine AVCM

To calculate the transfer functions A, B, D, the circuit of Fig.B.6(c) was taken into account, in
which the term GL which represents the load effects due to the circuit of Fig.B.6(b).
AVey = Vor _ I Vy1Vos + Vx1 Vo1 (B.3)

Viem  Viem I Vy1  Viem Vx1
Gib conductance, instead, replaces the independent current generator and is sized to provide the bias
current (lpiasy required to operate the structure. For the calculation of the functions C and E,
reference will be made to the circuit of Fig.B.7(b) and (c).

176



Appendix B

r._..t.—[_B]}:L J:_“ét Mb
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Fig.B. 6: equivalent circuits for partial function calculation

From the circuits shows in Fig.B.6, | define:

A=t (B.6)
_ % (B.7)
L
— Vxa
D= (B.8)
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vl
Cr—
M7 j ;]
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Fig.B. 7: equivalent circuits for partial function calculation
From the circuits shows in Fig.B.7, | define:
\%
C=-2t (B.9)
\%
E=-2 (B.10)
Vx1
Vo1 = Viem(Fyp + Fpwn) (B.11)

The difference between the two Fyp and Fpwy functions causes an output common mode signal not
negligible.
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B.3 Analysis of the partial transfer
functions defined above

In this section, accounts will be performed to determine the transfer functions defined above, A, B,
C, D, E, and summarized below.

A= VI_L = % (B.6)
B = % (B.7)
L
C=7o (B.9)
y1
D= (B.8)
— Vo1
E = (B.10)

To perform the accounts, the effect overlay principle will be applied by enabling a source at a time.
The sources in question are V; and V. In the first instance, the GL term is determined to determine
the Vo /V1 and Vo /V> transfer functions. From these functions | can then determine the IL/V; and
IL/V, functions.
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B.3.1 Conductance (GL) analysis

f“t Mb

—{t M12 Mb
X CI:(_ vE12 gmﬂél'ﬂ |d121% Gd12
— o N é
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-_r{ﬁ MIL t:) vE11  Emil @l 11 |d111 % Gd11
F
.
= Mib 1 Vi C)

E 312
%Eih Eit-fl”h L

(a) (b)
Fig.B. 8: (a) circuit to determine GL; (b) Equivalent Circuit

For the calculation of GL, reference is made to the circuit of Fig.B.8(a) in which, as input to node
X, an independent voltage supply Vx was placed. To determine GL we have to derive the ix current,
since:

G = “,— (B.12)

To do this, use the equivalent circuit shown in Fig.B.8(b). In this circuit are indicated the terms Nib,
Nx and Nb, the nodes to which the first law of Kirchhoff KCL (Kirchhoff Current Law) will be

applied.

As mentioned earlier, proceed with writing the equilibrium equation of currents at the Nib node:
i1 + 111 = Iip (B.13)
(Vs11 — Vg11)gmys + (Vs11 — Vg12)Ga1r = Ve12Gip (B.14)
Vsi1 = Vi (B.15)
Vigmy1 + VxGa11 — V612Gd11 = V612Giv (B.17)
By highlighting the terms in Vy and Vg2, | get:

Vx(Gq11 + gmy;) = Vg12(Gip + Gg11) (B.18)

_ (Ggy1t+gmyq)
Verz = Vx (Gib+Gd11) (B.19)

To ease the notation, the following form is adopted:

N
Veiz = VXD_ZE (B-ZO)
Noo = (Gq11 + gmy4) (B.21)
Doo = (Gip + Gq11) (B.22)
Node Nx:
L1 +1g12 + Ix = 11 + g1 (B.23)

From the circuit of Fig.B.8(b), I can write:
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—lap = I12 + la12 (B.24)
lip = i1 + lana (B.25)
replacing (B.24) and (B.25) in (B.23), | get:
—Igp + Ik = Ijp (B.26)
IX = Iib + Idb (827)
Ix = VG12Gip + Vs12Gap (B.28)
| write KCL at Nb node:
lig + g1z +1gp =0 (B.29)
—(Vg12 — Vs12)gmyz + (Vs12 — Vi) Gaiz + Vs12Gap = 0 (B.30)
—V6128M12 + Vs12Gd12 + Vs12Gap + Vs128myz — VxGgiz = 0 (B.31)
—V6128My2 + Vs12(Ga1z + Gap + 8M12) — VyGa12 = 0 (B.32)
Vs12(Gq1z + Gap + gmy2) = VyGaiz + Vg128my; (B.33)
G m
Vs12 = Vx (Gd12+G(;32+gm12) + Ve (Gd1z+id;1gm1z) (B.34)
Vs12 = Vx(]})d_(: + V12 gg:: (B.35)
Do1 = (Gq1z + Gap + 8my2) (B.36)
Replacing (B.20) in (B.35):
Varz = Vep™ (B.20)
Vsi2 = Vx(];)d_(: + Ve12 % (B.34)
Gdiz Nop gmj
Vsiz = Vypit2 4V, 20 B2 (B:37)
Noo = (Gd11 + 8m11) (B.21)
Doo = (Gip + Gq11) (B.22)
Do1 = (Ga12 + Gap + 8my3) (B.36)
Vsiz = Vy[Fzen 4 Soe £z (B.38)

Do1Doo  Doo Doz
From equation (B.28) at Nx Node:

Ix = V612Gip + Vs12Gap (B.28)
Replacing Vg2 (B.20) and Vs;, (B.38)

Ix = ng_zz Gib + Vx[(];)d:lz]];oooo + l;_zz%](}db (839)
= VMl Dt Mgt @40
Ix _ NooDoiGib , D0oGd12Gdb | Noo8Mi2Gdp (B.41)
\Ifx NDooDol\1IT NfooDm DooDo1

o @42
Nt1 = NooDo1Gip (B.43)
Ntz = DgoGa12Gap (B.44)
Nt3 = Noogm;2Ggp (B.45)
Dt = DyoDo1 (B.46)
Noo = (Gq11 + gmy4) (B.21)
Doo = (Gjp + Gq11) (B.22)
Do1 = (Gg12 + Gap + gMmy2) (B.36)

Nt1 = NooDo1Gib = (Ga11 + 8M11)(Gg12 + Ggp + gMy2)Gip =
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= GibGa11(Ga1z + Ggp + 8my2) + Gipgmy1(Gy1z + Gap + gMy3)
Ntz = DgoGa12Gdap = Ga12Gdbn(Gip + Ga11)

N3 = Ngogmy,Gap = gM12Gap(Garq + gmy1)

D1 = DgoDo1 = (Gip + Ga11) (Ga12 + Gap + gmy3) =

= Gijp(Gq1z + Gap + gM12) + Gq11(Ga1z + Gqp + gMy2)

Kk _ [NT1+NT2+NT3]
Vx Dt

Nt =Np; + Npz + Np3 =

= GibGa11(Ga12 + Ggp + 8my3) + +Gipgmy1(Gyr2 + Gap + gmy,) +
+Ga12Gab(Gip + Ga11) + 8M12Gap(Ga1q + gmyy)

Dt = Gip(Gar2 + Gap + 8My2) + Ga11(Garz + Gap + gMy2)

(B.47)
(B.48)
(B.49)

(B.50)
(B.51)

(B.52)
(B.53)
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B.3.2 Vo/V1 analysis

V33 Gib% T lib

GL T”»
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" ) gmlellz % lldz &m %Li %L lldl
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N1 _f

Gd3

(a)
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o )
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gm0 1|0 1 1d0
vs0

(b)

Fig.B. 9: (a) circuit for the calculation of Vo / V1; (b) equivalent circuit

I apply KCL to the node NO of the circuit depicted in Fig.B.9:

Vo =Vso=0
|0:0
I3 + 143 = Igo
(Vsz — Vs3)Gas + (Vg3 — Vs3)gms = Vs3Gqo
Vs2Gaz — Vs3Ggz + Vgzgms — Vszgms = Vs3Ggg
Vs2Ggz + Vgzgms = Vs3(Ggo + Ggs + gm3)
Vg = Vs2Ga3+Vgzgms
(Gdo+Ggz+gms)
Vs2Gd3+Vgzgms
Do
Do = (Ggo + Ggz + gm3)
I apply KCL to the node N1:
Id2+12+ld1+11 :I3+Id3
laz + 12 = =Iip
Iy + 1, = =1,
Replacing (B.64) and (B.65) in (B.63):
—(lip + 1) =13 + g3
—(V3Gip + VoGr) = (Vgz — Vs3)gms + (Vs — Vs3)Gqs
—(Va3Gip + VoGL) = Vs2Ga3 — Vs3Gaz + Vgagmsz — Vszgms
—Vi3(Gip + gm3) — VoG, = Vg3Gaz — Vs3(Ggs + gm3)
I apply KCL to the node NL:
[, +1g; +IL =0
(Vo — Vs2)Gqq + (V; — Vsz)gmy + VoG, = 0
VoGgy — Vs2Ggq + Vigmy — Vsogmy + VoG, = 0
Vo(Ggy + Gp) + Vigmy = Vs5(Gqq + gmy)

Vs =

(B.54)
(B.55)
(B.56)
(B.57)
(B.58)
(B.59)

(B.60)

(B.61)
(B.62)

(B.63)
(B.64)
(B.65)

(B.66)
(B.67)
(B.68)
(B.69)

(B.70)
(B.71)
(B.72)
(B.73)
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Ggq1+G m N N
Vs2 = Vo (E;ddlign% Vi gy = Vo, +Vip: (B.74)
D; = (Gq1 + gm;) (B.75)
N; = (Ggq1 + Gy) (B.76)
N, = gmy (B.77)
I apply KCL to the node Nib:
L +14+p=0 (B.78)
(Vez — Vs2)Gaz — Vsogm, + V3Gip = 0 (B.79)
V63Gaz — Vs2Gaz — Vs28my — Vsgmy + Via Gy = 0 (B.80)
Vi3(Gaz + Gip) = Vs2(Gqz + gmy) (B.81)
Vez = Vs % = Vszg_z (B.82)
D3 = (Gaz + Gip) (B.83)
N3 = (Gq2 + gm3) (B.84)
| take equation (B.69), obtained at node N1:
—Vi3(Gip + gm3) — Vo Gy, = Vs3Gaz — Vs3(Gas + gm3) (B.69)
replacing (B.82), (B.74), (B.62) in (B.69)
Vez = Vs —(((;(Lz;iiz)) = Vs 1;_2 (B.82)
G4q1+G m N N
Vs2 = Vo (E}dil"'gnﬂ) V1 (Gdigml) =Vop, +Vip, (B.74)
Vgs = VszGd3;VG3gm3 (B.61)
0

By replacing, equation (B.69) becomes:

N N N Vg, Gga+V
— Vs, D_z (Gjp + gm3) — VoG, = (Vo D_i +V; D_j) Gaz — (%Omgmg) (Ggz +gm3) (B.85)

N3
Gas +p,8Ms

N N N
—Vs, D_Z (Gip + gm3) — VoG, = Vj D_iGd3 +V; D_iGd3 — Vs, (D—o) (Gg3 + gmj3) (B.86)

Gaz+pigms N N N
Vsz l<+03> (Ggs + gm3) — D_z (Gip + gm3)l = Vo (GL + D_iGdz) +Vi D_iGda (B.87)

replacing (B.74) in (B.87), | have:

N
(V &+V&) %L_ggm (Ggz + m)—&(G- +gm3)| =
0p, 1D, Do ds T 8Mms D, b gms

N N

= Vo (Gr +5*Gas) + Vi 52 Gas (B.88)

The equation from this moment will be fragmented to make calculations easier:

A-B=C (B.89)

where,

_ Ny Ny

A= (v0 5+ Vi D1> (B.90)
[ Gd3+&gm3 N ]

B = (D—> (Gas + gmy) — 5* (Gip + gms) (B.91)
i . . |

c=V, (GL + D—1Gd3) + V1 2 Gas (B.92)
[ Gds"'&gms N ]

B= (D—> (Gaz + gm3) — 52 (Gip + gm3) | =

0 3 ]
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[Gd3 (Gaz +gm3) + (N3gm3) (Ggq3z + gm3) — _3G1b gmg] =

[Gd3D3 (Gqz + gm3) + ( 85 3) (Ggz + gm3) — D, E Gip — g330 gm3]
_ [Gd3D3(Gd3+gm3)+N3gm3(]()}:]3)-:gm3) N3DoGip—N3 Dogm3] — [DSDS] (B.93)
B" = Gq3D3(Gqz + gm3) + N3gm3(Ggs + gmsz) — N3DoGip, — N3Dogms (B.94)
B' = Gq3D3(Gqz + gm3) + N3gm3(Ggs + gmsz) — N3DoGjp, — N3Dogms (B.94)
where Do, D3 e N3, are:
Do = (gm3 + Ggz + Gqo) (B.62)
D3 = (Gjp + Gq2) (B.83)
N3 = (Ggz + gmy) (B.84)
B’ = Gg3(Gip + Gg2)(Ggs + gm3) + gm3(Ggz + gm;)(Ggz + gms) +
—(Gqz + gm3)(gm3 + Ggz + Ggo)Gip — (Ggz + gmy) (gms + Gg3 + Ggo)gmz = (B.95)

= Ga3(GipGqz + Gipgms + Ga2Ggz + Ggzg8ms) + gms3(Gga2Gas + Gaz2g€ms3 + gm;,Gy3 + gm,gms)

—Gip(Gaz8m3 + Gg2Gas + Ga2Ggo + gmygms + gm,Gys + gmyGgp) +

—gm3(Gy28m3 + Gg2Gaz + Ga2Gqo + gMogm3 + gm;Gyz + gm,Gyp) = (B.96)
= GipGds + Gib8M3Gas + G33Gaz + Gaz8M3Gas + Ga2Gasgms + Ggogm3 + gmsgm, Gy +
gm,gmj +

—GipGa28M3 — GipGa2Gas — GibGazGao — GipgM2gM3 — GipgM,Ggz — GipgMmyGqo +
~Ga28m3 — Gg2Gazgmz — gm3GazGao — gMogM3 — gM3gm,Gas — gm3gm,Gag (B.97)
simplifying | get:

B’ = GipGis + Gip8M3Gas + G43Gaz + Ga28m3Gqz +
—GipGgaz28m3 — GipGa2Gas — GinGa2Gao — GipgMmagms — Gipgm,Gyes — GipgmyGyp +

—8M3Gg2Gqo — gM3gM,Gyo (B.98)

As regards the product of terms A and B, | can write:

A-B=A- (B.99)
B Ny N\ B N;B’ N,B’

A-B = (Vo 5tV Dl) 5o = Voo mos + Vig o, (B.100)

As regards the product of term C, I can write:

C = Vo (Gu + 5 Gas) + Va2 Gas = Vo (257220 4 v~ (B.101)

1
A-B=C (B.89)
N,B’ N,B" GLD;+N;Gg3 N,Gqz

Vogrmon Vg oy = Vo ( - )+ Vi L (B.102)

reworking and simplifying the common terms right and left, the equation can be rewritten as:

VoN;B’ + V;N,B’ = VyDD3(GD; + N;Gg3) + V;DoD3N,Gys (B.103)

Vo[N1B" — DoD3(GD; + N1 Gg3)] = V1[DoD3N,Ggz — N2B'] (B.104)

Vo _ DoD3N,Gg3—N,B’ _Np (B.105)

V,  N;B'-D¢D3(GLD;+N;Ggs)  Dr

calculations for the numerator N+ and for the denominator D+, will be performed separately. First,

however, | recall the expressions of terms Dy, Dy, D3, Ny, Na:

Do = (gm3 + Ggz + Ggo) (B.62)
D; = (gm; + Gq1) (B.75)
D3 = (Gjp + Gq2) (B.83)
N; = (G + Gg1) (B.76)
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N, = gm, (B.77)
Do D3 = (gm3 + Ggz + Gqo) (Gip + Gq2) =

= (gm3Gjp + 8M3Gyz + GazGip + GazGaz + GaoGib + GaoGaz) (B.106)
DoD3N3Gg3 = DoD3gm;Ggz =

= (8m3Gjp + 8m3Gyz + GasGip + GazGaz + GaoGib + GaoGaz)gm;Gas = (B.107)
= gm; (gm3GipGqz + gmM3Ga2Gas + GazGinGaz + GazGa2Gaz + GaoGinGasz + GaoGa2Gaz)
—N,B’ = —gm;B’ = (B.108)

—gm;B" = —gm; (GipGis + GibgM3Gaz + G33Gaz + Gar8M3Gaz +

—GipGa28M3 — GipGa2Gas — GibGazGao — GipgM2gM3 — GipgM,Gyz — GipgmyGqo +
—gm3Gg,Ggo — gM38M,Gqo)

by putting together the members of the numerator, I get:

Nt = DyD3N,Gg43 — N,B' =

= gm, (gm3GipGaz +8m3GayGas  + GibG3s + Gi3Gaz + GaoGibGas + GaoGazGas) +
gmy (—Gip G4z — gM3GipGaz — G§3Gaz — gM3GaaGaz +

+GipGa28M3 + GipGa2Gasz + GibGazGao + GipgM2gM3 + GipgMm;Ggz + GipgMmyGgo +

+8m3GqzGao + gM3gmM;Gqo) (B.109)
Simplifying, | get:

Nt = gm;(GqoGibGasz + GaoGaz2Gaz + GibGaz8M3 + GipGa2Gaz + GibGazGao +

+Gipgmygms + Gipgm;Gys + GipgM,Gao + 8M3Ga2Gao + 8M3zgM;Gqo) (B.110)

calculate the individual denominator members :

Dy = N;yB" — DgD3(GDy + N1Gg3) =

= (GL + Gg1)B" — DgD3[GD; + (GL + Gg1)Gys] =

= G.B" + Gg1B" — G1.(DoD3D4) — G,(DgD3Gg3) — Gq1(DeD3Gg3) =

= GL[B" — (DoD3D;) — (DoD3Gqg3)] + Ga1[B" — (DoD3Gq3)] (B.111)
—(DoD3D;) = —DoD3(gm; + Gg1) = —DoD3gmy — DoD3Ggy =

= —gm; (8m3Gjp + gM3Gyaz + GazGip + GazGaz + GaoGip + GaoGaz) +

—Gg1(8m3Gip + gm3Gyy + Ga3Gip + Ga3Gaz + GaoGib + GaoGaz) (B.112)
—(D0D3Gd3) =

= —Gg3(gm3Gyp + gm3Ggy + Ga3Gip + GazGaz + GaoGip + GaoGaz) (B.113)
Dt = G [B' — (DyD3D1) — (DgD3Gg3)] + Gg1[B" — (DgD3Gg3)] (B.114)
Dt = G [X] + Gq1[Y] (B.115)
X=B'- (D0D3D1) - (DoDsGd3) (B-116)
X=B'- (D0D3D1) - (DoDsGds) (B-116)

B’ = GipGis + Gib8M3Gys + G43Gaz + Ga28m3Gqz +
—GipGgaz28m3 — GipGa2Gas — GinGaz2Gao — GipgMagms — Gipgm,Ges — Gipgm,Ggp +

—gm3Gg,Gg9 — gM3gmyGgg (B.98)
—(DD3D;) = —gm; (gm;3Gjp, + gm3Gaz + Ga3Gip + GazGaz + GaoGip + GaoGaz) +
—Gg1(gm3Gip + gM3Gyz + GasGip + Ga3Gaz + GaoGip + GaoGaz) (B.112)

—(DoD3Gg3) = —Gg3(gm3Gip + gm3Gaz +  GazGip + GazGaz + GaoGip + GaoGaz) (B.113)
by making the appropriate simplifications, from (B.116), | get:

X = —GijpGgz8m3 — GipGazGas — GipGazGao — Gipbgmygms — Gip,gm, Gz — GipgmyGgp +
—gm3Gy,Gg9 — gM3gm;,Gyp +
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—gm; (gm3Gip + 8M3Gyz + GazGip + GazGaz + GaoGib + GaoGaz) +

—Gy1 (gm3Gyp + 8M3Gyz + GazGip + GazGaz + GaoGib + GaoGaz)

—Ga3(GaoGip + GaoGaz) (B.118)
Y =B’ — (DyD3Ggy3) (B.119)
B' = GipG3s + GibgM3Gas + Gi3Gaz + Gaz8M3Gaz +

—GipGa28m3 — GipGa2Gaz — GibGa2Gao — GipgMzgmM3z — GipgMmyGyz — GipgMmyGyo +
—gm3G4,Gqo — gM3gmM;Gyg (B.98)
—(DD3Gq3) = —Gg3(gmsGip + gm3Gaz +  GazGip + GazGaz + GaoGip + GaoGaz) (B.113)
by making the appropriate simplifications, from (B.117), | get:

Y =B’ — (DyD3Ggy3) (B.117)
Y = —GipGa28m3z — GipGa2Gaz — GipGazGao — Gipgm,zgms — Gipgm,Ggz — GipgMm,Ggp +
—gm3G4,Gqo — gM3gM, Gy +

—G43(GqoGip + GaoGaz) (B.120)
Dt = G [X] + Gg41][Y] (B.121)
GL[X] = GL[~GipGaz28m3 — GipGa2Gas — GipGa2Gao — GipgMzgms — Gipgm,Gaz — Gipgm,Ggo
—gm3G4,Gqo — gM3gM,Ggpo +

—gm; (gm3Gip + 8M3Gyz + GazGip + GazGaz + GaoGib + GaoGaz) +

—Gy1(gm3Gyp + 8M3Gaz + GazGip + GazGaz + GaoGib + GaoGaz)

—Ga3(GaoGip + GaoGaz] (B.122)
Ga1[Y] = Ga1[—GipGa28m3 — GipGa2Gaz — GinGa2Gao — Gipbgmzgmsz — Gip,gm,Gyz —
Gipgm,Ggo — gM3GazGao — 8M3gmM,Gyo — Ga3(GaoGip + GaoGaz)] (B.123)

D+ can be write as:

Dt = —GL[GipGqaz8m3 + GipGa2Gaz + GipGa2Gao + Gipgmzgms + Gipgm,Gys + Gipgm,Gao +
+gm3G4,Ggo + gmzgm, Gy +

+gm; (gm3Gjp, + gm3Ggy + GazGip + GazGaz + GaoGip + GaoGaz) +

+Gq1(8m3Gip + gm3Gaz + GazGip + GazGaz + GaoGip + GaoGaz)

+Ga3(GaoGip + GaoGazl +

+Ga1[GipGa28m3 + GipGa2Gaz + GipGa2Gao + Gipgm,gms + Gipgm;,Gys + Gipgm,Ggo +
+gm3G4,Gqo + gM3zgm,Ggo +

+Ga3(GaoGip + GaoGaz)] (B.124)
in conclusion, the Vo/V1 transfer function can be written:

Vo _ Nt _

i (B.125)

= —gm;(GqoGibGas + GaoGa2Gaz + GipGa28m3 + GipGa2Gaz + GipGazGao +
+Gipgmygms + Gipgm,Gy3 + Gijpgm,Ggp + gM3Ga2Ggao + gm3gm;Ggo)

GL[GinGa28m3 + GipGda2Gaz + GipGazGao + Gipgm,gms + Gipgm;,Gyz + Gipgm,Ggo +
+8m3G4,Gqo + gM3gmM;,Ggo + gMygMm3Gyp, + gm;gm3Ggy + gm; Gy3Gip + gm; GezGyz +
+8m; GqoGip + 8M1GgoGaz + Gq18m3Gip + gM3G42Ga1 + GazGinGar + GazGazGar +
+Ga0GinGa1 + GaoGa2Gar + GazGaoGib + GaoGazGasl +

+Gd1[GipGa28m3 + GipGa2Gaz + GipGa2Gao + Gipgm,gms + Gipgmy,Gys + GipgmyGgo +
+8m3Ga,Gqo + gM3gm,Gao + GazGaoGip + GaoGazGasl
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B.3.3 Vo/V; analysis

w33 '|‘|ib
w2 w32
T 4 7 . Mib .
) W@Lz % Ldz
"o
vG3 . M1 -
gm3®ll3 % lld‘i
vED sl =
MO GdD
% "
g{%m B gm0 &[0 [ 1o
wsl
= O—o
(a) (b)

Fig.B. 10: (a) circuit for the calculation of Vo/V2; (b) equivalent circuit

For the calculation of all the following transfer functions, the same procedure used to calculate the

first transfer function was followed, so | omit the comments.

I apply KCL to the node NO of the circuit depicted in Fig.B.10:
Vo =Vso=0

|0:0

I3 +laz = lqo

(Vsz — Vs3) Gz + (Vg3 — Vsz)gms = Vs3Ggo
Vs2Ga3 — Vs3Ggz + Vgazgms — Vszgmz = Vs3Ggp
Vs2Gas + Vgzgms = Vs3(Ggo + Ggz + gm3)

3 = Vs2Gdz+Vgsgms

37 (Gao+Gas+gms)

Ves = Vs2Gg3+Vgsgms
0

Do = (Ggo + Gg3 + gm3)

I apply KCL to the node N1:

Id2+12+ld1+11 :I3+Id3

laz + 12 = =lip

[0+ =1,

—(ip + 1) =13 + Ig3

—(V3Gip + VoGL) = (Vg3 — Vs3)gms + (Vs — Vs3)Gas
—(Ve3Gip + VoGL) = Vs3Gaz — Vs3Gaz + Vgzgms — Vszgmsy
—Vi3(Gip + gm3) — VoGr, = VgGaz — Vs3(Ggs + gm3)
I apply KCL to the node NL.:

[, +1g; +IL. =0

(Vo — Vs2)Ggq + (—Vsz)gmy + VoG, = 0

VoGai — Vs2Gag — Vs28my + VoG, =0

Vo(Gq1 + GL) = Vs2(Gq1 + gmy)

(B.126)
(B.127)

(B.128)
(B.129)
(B.130)
(B.131)

(B.132)

(B.133)
(B.134)

(B.135)
(B.136)
(B.137)
(B.138)
(B.139)
(B.140)
(B.141)

(B.142)
(B.143)
(B.144)
(B.145)
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_ (Ga1+GL) _ v Ng

Vs2 = Vo (Gai+gm;) 0D, (B'146)
D, = (Ggq + gmy) (B.147)
N1 = (Gdl + GL) (8148)
I apply KCL to the node Nib:

(Vgz — Vs2)Ggz + (V2 — Vsp)gm, + Vi3 Gip, = 0 (B.150)
V63Gaz — Vs2Ggz + Vogmy — Vsgm, + Viga Gy = 0 (B.151)
Vi3(Gaz + Gip) = Vs2(Ggp + gmy) — Vogm, (B.152)

(Ggz+gmy) gm, N3
Vs = Vs2 (Gdz2+Gip) — V2 (Gd2+Gib) = Vs2p, Dy VZ D3 (B.153)
—yv. NiNs Ny

Vez = V) D,D V, D, (B.154)
D3 = (Gaz + Gip) (B.155)
N3 = (Gdz + gmz) (8156)
I consider (B.133):

Vgs = VszGd3;VG3gm3 (B.133)

0
N N;N N
Ve, = VOD_iGd3+V°D11)ngm3_D_:gm3 (B.158)
o
VoraDag vt om, v, N4P1gy,
Vg, = —21bs "% oD, DDO s~V p;8ms (B.159)
Vg = V0N1D3Gd3+V0DN1g3§m3—V2N4D1gm3 (B.160)
3
Vg = Vo(N;D3 Gd3+NDND38]r)n3) V;N,Dygmg (B.161)
oD1D3

I consider (B.141):

—Vi3(Gj b + gm3) — VoG, = Vs52Ggz — Vs3(Gqs + gms) (B.141)
Ves = Vo D, D3 \£ D.Ds (B.152)
Vs, = V0 D— (B.146)

1
Vg = VO(N1D3Gd3+N];ND3g];n3)_V2N4D1gm3 (B.156)
oD1D3
N{ N
(Vo —— Vz ) (Gjp + gm3) — VoG, =
=V, &GdS _ VO(N1D3Gd3+N1N3gm3)—V2N4D1gm3 (Ggs + gms) (B.162)
D, DoD4D3
=V [N1N3(Gjp+gm3)+G1D;1D3]+V;N, Dy (Gip +gms) _
D,Ds
=V, N1DoD3Ggz  Vo(N1D3Gq3+N;1N3gm3)(Gaz+8ms)—VaN4D1gm3(Gaz+gms) (B.163)
DoD4D3 DoD1D3

—VoDo[N;N3(Gjp + gm3) + G.D1 D3] + V,N4DoD;(Gyp, + gm3) =

= VoN1DoD3Gq3—Vo(N1D3Gq3 + N;N3gm3)(Ggz + gm3) — V;N,D;gm3(Ggs + gm3)] (B.164)
By highlighting the terms in V and V5, | get:

Vo[—=DoN;N3(Gjp + gm3) — G DoD1D3 — N1DoD3Gq3 + (N1D3Ggz + Ny N3gms3)(Ggs + gms)] =
= V;[N4D18m3(Gqs + gm3) — NyDD; (Gjp + gms)] (B.165)
The transfer function becomes:
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Yo _ Nr

V, Dt

_ [N4D;gm3(Ggz+gms)—N4DoD4 (Gip+gms)] (B 166)
[-DoN1N3(Gijp+gm3)—GLDoD1D3—N;DD3Gg3+(N1D3Gq3+N1 N3gm3)(Gaz+gms)] '

Calculation of the numerator (NT), of the function found:

N, = gm, (B.157)
Do = (gm3 + Ggz + Ggo) (B.134)
D; = (gmy + Gq1) (B.147)
Np = [NyD1gm3(Gqz + gm3) — NyDoD;(Gjp + gm3)] = Npq + N (B.167)

N1 = NyD1gm3(Gg3 + gms) =

= N4(gm; + Ggy)gm3(Ggz + gm3) =

= gm,gmz(gm; + Gg1)(Gqz + gm3) =

= gm,gm3(gm;Ggz + gm;gm3 + Gq1Ggz + Gq18m3) = (B.168)
N1z = —=N4DoD;(Gjp + gm3) = —gm,(gms + Ggs + Gqo)(gMy + Gq1)(Gjp + gm3) =

= —gm,(gm3 + Gqs + Gqo) (8M; Gjp + gm;gms + Gg; Gip + Gq18m3) =

=—gm,gms (gm; Gy, + gm;gm3 + Gy Gip + Gg18m3) +

—gm;Gy3(8m; Gp + gmygms + Gq1Gip + Gg18m3) +

—gm;Ggo(gm; Gyp + gmygms + Gq1Gjp + Gq18m3) (B.169)
Nt = N7y + Ntz = —gmygms  (8myGyp + Gq1Gip) +

—gm;Gy3(8my Gip + Ga1Gip) +

—gm;Ggo (M1 Gip + gmygm3 + Gq1Gip + Gg18m3) (B.170)
D+ calculation:

_ [N4D;gm3(Ggz+gms)—N4DoDq (Gip+gms)] (B 166)
[-DoN;1N3(Gjp+gm3z)—GDoD1D3—N;DgD3Ggs+(N1D3Gq3+N1Nzgm3)(Gqz+gms)] '

Dt = —DoN;N3(Gjp + gm3) — G D;DgD3 — N;DgD3Gg3 + (N;D3Ggsz + NyN3gm3)(Ggs + gms3)

where,

Do = (gm3 + Gg3 + Ggo) (B.134)
D; = (gm; + Gq1) (B.147)
D; = (Gjp + Gg2) (B.155)
N; = (G + Ggq1) (B.148)
N3 = (Ggz + gm3y) (B.156)
DDz = (gm3 + Ggz + Gao) (Gip + Gqz2) =

= (8m3Gjp + gm3Ggz + GasGip + GazGaz + GaoGib + GaoGaz) (B.171)
N;N3 = (GL + G41)(Ggz + gmy) =

= (GLGgz + GrLgm; + G41Ggz + Gg18m3) (B.172)
N;D3z = (Gy, + Ga1)(Gip + Ggz2) =

= (GLGjp + GLGqz + Ga1Gip + Ga1Ga2) (B.173)
Do (Gip + gm3) = (gm3 + Ggz + Ggo) (Gip + gm3) =

(gm3Gyp, + gm3 + Ga3Gip + Gasgms + GqoGip + GaogMs) (B.174)
D = —Do(Gjp + gm3)N;N3 — G, D;DoD3 — N;DyD3Gg3 +

+(NyD3Gj; + N;D3Ggzgms + N;N3gm3Ggz + N;N3gm3) (B.175)
Dr=A+B+C+D+E+F+G (B.176)

A = —Dy(Gjp + gm3)N;N3 = —(gm3Gyp, + gm3 + GasGip + Gazgms + GaoGip + Gaogms)N; N3

= —(gmsGjp + gm3 + GgzGip + Gazgms + GgoGip + Gaogmsz)N; N3 =
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= —(gm3Gip + gm3 + Ga3Gip + Gasgms + GaoGip + Gao8M3)(GrGaz + GLgm, + GgqGgp +
Gq18m3) =

= —G,Gqz(gm3Gip, + gm3 + Ga3Gip + Gazgms + GaoGip + Gaogms) +

—G.gm, (gm3Gip + gm3 + Ga3Gip + Gazgms + GaoGip + Gaogms) +

~Ga1Gaz(gMsGip + gm3 + GasGip + Ggzgms + GqoGip + Gaogms) +

—Gq18m,(gm3Gip, + gm3 + Gg3Gip + Gazgms + GqoGip + GaogMms) (B.177)
B = -G D;DyD; =

=—(Grgm; + G Gg1)(8m3Gjp + gM3Gqz + GazGip + Ga3Gaz + GaoGib + GaoGaz) =

= —GLgm, (gm3Gip, + gm3Gqz + GazGip + GazGaz + GaoGip + GaoGaz) +

—GLGya1(8M3Gip + 8M3Gyaz + GazGip + GazGaz + GaoGib + GaoGaz) (B.178)
C = —N1D¢D3Gq3 = —Gg3(GL + Gq1)DoD3 =

= —(Ga3GL + Gg3Gq1) (8M3Gip + gM3Gqz + GaszGip + GazGaz + GaoGib + GaoGaz) =
—Gq3GL(gm3Gip + 8M3Gaz + GasGip + Ga3Gaz + GaoGib + GaoGaz) +

—Gq3Gq1(gm3Gip + gM3Gaz + GazGip + GazGaz + GaoGib + GaoGaz) (B.179)
D = N;D3G3; = G33(GLGip + GLGaz + Ga1Gib + Ga1Gaz) (B.180)
E = N1D3Ggzgms = Gg3g8m3(GLGip + GLGa2 + Ga1Gip + Ga1Gaz) (B.181)
F = N;iN3gm3Gqz = Gq3gm3(GLGaz + GLgmy + Gg1Gaz + Ga18m3) (B.182)
G = N;N3gm§ = gm3(G.Gqp + GLgm; + Gg1Gaz + Gar8m5) (B.183)

simplifying some terms:

A = —GGq2(gm3Gip + gm3 + Ga3Gip + GazgMs + GaoGip + GaogMs) +
—Grgm, (gm;3Gip, + gm3 + Ga3Gip + Gazgms + GqoGip + GgogMms) +
—Gq1Gaz(8M3Gip + gM3 + Ga3Gip + GazgMs + GaoGip + Gaogms) +

—Gq18m,(gM;3Gip, + gm3 + Gg3Gip + Gazgms + GqoGip + Gaogms) (B.184)
B = —Gpgm,; (gm3Gip + gm3Gyz + Ga3Gip + GazGaz + GaoGip + GaoGaz) +

—GLGya1(8M3Gip + 8M3Gyz + GasGip + GazGaz + GaoGib + GaoGaz) (B.185)
C = —Gg3GL(8m3Gjp + gm3Gaz +  GasGip + GazGaz + GaoGip + GaoGaz) +

—Ga3Gg1 (8M3Gip + 8M3Gaz +  GasGip + GasGaz + GaoGip + GaoGaz) (B.186)
D = N;D3G35 = G33(GLGip + GLGqz + Ga1Gip + Ga1Gaz) (B.187)
E = N1D3Ggzgms = Ggzg8mz(GLGip + GLGaz + Ga1Gip + Ga1Gaz) (B.188)
F = N;N3gm3Gqs = Ga3gmz(GLGaz + GLgm; + Ga1Gaz + Ga18my) (B.189)
G = N;N3gm3 = gm$(GLGgz + Grgm; + Gg;Ggz + Gg18m5) (B.190)

The terms D, E, F, G simplify completely:

A = —GGg2(gm3Gip + Ga3Gip + GaoGip + Ggogms) +
—Grgm,(gm3Gip + GazGip + GaoGip + Ggogms) +
—Gq1Ga2(8M3Gip + Ga3Gip + GaoGip + Ggogms) +

—Gq18m,(8m3Gip + Ga3Gip + GaoGip + Gaogms) (B.191)
B = —GLgm,; (gm3Gj, + gm3Gyz + GazGip + GazGaz + GaoGip + GaoGaz) +

—GLGq1(gm3Gip + gM3Gaz + GazGip + Ga3Gaz + GaoGib + GaoGaz) (B.192)
C = —Gg3GL(G4oGip + GaoGaz) +

—G43Gq1(GaoGip + GaoGa2) (B.193)
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B.3.4 Vyi/1 analysis
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Fig.B. 11: (a) circuit for the calculation of Vy/lin; (b) equivalent circuit

I apply KCL to the node Nib Depicted in Fig.B.11:

i1 +1a11 = Iip

—(Ve11 — Vs11)gmyg + (Vsi3 — Vg12)Ga1r = Ve12Gin

V611 =0

Veiz = Vy

—Vg118Myg + Vs118My1 + Vs11Ga11 — Ve12Ga11 = Ve12Gip
Vs118my1 + Vs11Ga11 — VyGai1 = VyGip

Vs11(gmyq + Ga11) = Vy(Gip + Gq11)

Voo, = (Gip+Gqd11)
S11 Y (gm11+Gd11)
_ Noo
Vs11 = VyD—00

Noo = (Gip + Gq11)

Doo = (gmy; + Ga11)

I apply KCL to the node Nin:

liz + g1z + lin = 111 + la1a

11 + a1 = lip

liz + Iq12 + Iin = Iip

—(Vg12 — Vs12)gmy; + (Vs12 — Vs11)Garz + lin = V12Gip
Veiz2 = Vy

—Vygmy, + Vs128My; + Vs12Ga12 — Vs11Gaiz + lin = VyGip
—Vy(Gijp + gmy3) + Vs12(gmyz + Gaq2) — Vs11Ga12 + Lin = 0
Vy(Gib + gmy;) — Vsi2(gmyz + Gar2) + Vs11Garz = lin

I apply KCL to the node Nb:

(B.194)
(B.195)
(B.196)
(B.197)

(B.198)
(B.199)

(B.200)
(B.201)

(B.202)

(B.203)
(B.204)

(B.205)
(B.206)
(B.207)
(B.208)
(B.197)
(B.209)
(B.210)
(B.211)
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112 + Id12 + Idb = 0 (8212)
—(Vg12 — Vs12)gmy; + (Vs12 — Vs11)Garz + Vs12Gap = 0 (B.213)
—Vygmy, + Vs128myy + Vs12Ga12 — Vs11Gaiz + Vs12Gap = 0 (B.214)
Vs128my, + Vs12Ga12 + Vs12Gap = Vygmy, + Vs11Gyi2 (B.215)
Vsi2(gmyz + Ggq2 + Gap) = Vygmy, + Vs11 Gy (B.216)
gmy, Gdiz
= B.217
Vs12 Vy (8my2+Gd12+Gdp) + Vs (8m12+Gd12+Gap) ( )
_ y 8miz Gdi2
Vsi2 =V Doy + Vsqq Do, (B.218)
Doy = (gmy3 + Gg12 + Ggp) (B.219)
Replacing (B.202) in (B.218):
— v Noo
Vsi1 =V Deo (B.202)
Noo = (Gip + Gg11) (B.203)
Doo = (gmqy + Gg11) (B.204)
Doy = (gmy; + Gg12 + Ggp) (B.219)
_ gm Gq
VSlZ —_ Vyﬁ + VSll D0112 (8218)
— y 8Miz Noo Gdiz
Vsi2 = Vy Doy +Vy Dec Do (B.220)
— v Doogmy; Noo Gdiz
Vsiz = Vy DooDo1 +Vy Dgo Do1 (B.221)
_ Dgo8M12+NgoGd12
Vsiz = Vy[ = =51 (B.222)
From the equation to the node Nin:
lin = Vy(Gip + gmy3) — Vsq2(8My, + Ga12) + Vs11Garz (B.211)
Replacing Vs;1 (B.202)) e Vg1, (B.222):
D +NgoG N
lin = Vy(Gip + gmyp) — Vy [ oogﬂll;onDojo 2] (gmy, + Ggaqp) + VYD_ZZ Ga12 (B.223)
_ DooDo1(Gip+gm45) Dgogm12+NgoGq Dg1N
lin =Vy = OSOODM - Vyl = DlozoDozo 2](gmy, + Garz) + Vy DOlDZ: Ga1z (B.224)
linDooDo1 = VyDgoDo1(Gip + gmy3) — Vy(Doogmyz + NooGai2) (8Mmyz + Ggiz2) + VyDo1NgoGy12
(B.225)

linDooDo1 = Vy[DooDo1(Gip + gmyz) — (Dgo8myz + NooGar2) (M2 + Ga12) + Do1NooGaiz]

(B.226)
Yy _ DgoDo1
i/i'_n " [DooDo1(Gib+8M12)—(DoogM12+NooGa12)(8M12+Ga12)+Do1NooGd1z2] (B.227)
e [g_ﬂ - m (B.228)
Nt = DooDos (B.229)
Dr1 = DooDo1(Gip + gmy3) (B.230)
Drz = —(Doogmiz + NooGd12)(8M12 + Ga12) (B.231)
D13 = D1NgoGa12 (B.232)
Noo = (Gip + Gq11) (B.203)
Dgo = (gmy; + Ga11) (B.204)
Do1 = (gmy2 + Ga12 + Gap) (B.219)

193



Appendix B

Nt = DgoDo1 = (gmy1 + Gg11) (M2 + Ga12 + Gap) =

= gmy;(gmy, + Gg12 + Gap) + Gaq1(€myz + Gz + Gap) = (B.233)
D11 = DooDo1(Gip + gmyz) = (gmyy + Ggq1) (M2 + Gz + Gap) (Gip + gmy3)

= (gmy; + Ga11)(Gip + gmy2)(gmy; + Gqq2 + Gap) =

= (gmq1Gjp + gmy18my; + Gg11Gip + Ga118M12) (M4 + Ga1z + Gap) =

= gmy,(gmy4Gjp + gMy18My;, + Ga11Gip + Ga118M12) +

+Ga12(gmy1Gip + gMy18My5 + Ga11Gip + Gar18my2) +

+Gap(gmq1 Gip, + gmy18myy + Gai1Gip + Gar18My2) (B.234)
D1, = —=(Dgogmyz + NooGai2) (8Mmyz + Gar2) =

= _((gmu + Gg11)gmy; + (Gip + Gd11)Gd12)(gm12 + Gq12) =

= —(gmy18my; + Gq118M12 + GipGaiz + Ga11Gar2) (@my2 + Gai2) =

= —gmy,(gmy18my; + Gg118Myz + GipGarz + Ga11Garz) +

—Gg12(gmy18My; + Ga118M12 + GipGa1z + Ga11Gaiz) (B.235)
D13 = Dg1NgoGa1z =

= (gmyz + Gg12 + Gap) (Gip + G411)Ga12 =

= (gm12Gjp + 8M13Ga11)Ga12 + (Ga12Gib + Ga12Ga11)Garz + (GapGip + GapGa11)Ga1z =

= Gq12(8M12Gjp + 8M12Gg11 + Ga12Gip + Ga12Gd11 + GapGip + GapGai1) (B.236)
Dp = gmy,(gm1Gip + Ga11Gip) + Ga12(8M11Gip + Ga11Gip) +

+Gap(gmy1 Gip, + gmy18my5 + Ga11Gip + Ga118Mi2) + Ga12(GabGib + GabGa11) (B.237)
Dp = gmy,(gmy1Gip + Ga11Gip) + Ga12(8M11 Gip + Ga11Gip) +

+Gap(gMmy1Gip + gMy18My; + Ga11Gip + Ga118My2) + Ga12(GabGib + GapGai1) (B.238)
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B.3.5 Vol/Vyl analysis

H Mb1,2 %
— Gb12
Idb12
M7 j Nb
+
Vy gm7 ld7 Gd7
VS7b N7
MTb = F -
j}j; vy gm7b |7b Id7b % Gd7b
vout =
[ S —
vout
O
- Nout
IN
GN

(a) (b)
Fig.B. 12: (a) circuit for the calculation of Vout/Vy; (b) equivalent circuit

I apply KCL to the node Nout depicted in Fig.B.12:

I7p + Ia7p = In

—(V7b — Vs7p)8my7, + (Vs7b — Vou) Gazb = VoutGn
—Ve7p8Mmyp + Vs7p8Myp — VoutGazp + Vs7bGazb = VourtGn
Verp =0

Vs7p8m7, + Vs75Gazp = VoutGn + VoutGazn

Vs7b(8m7p + Gazp) = Vout(Gn + Gazp)
(Gn+Gdzp) No
out (gm71,+Gg7p) out Dy

No = (Gn + Gg7p)

Dy = (gmyp, + Garp)

I apply KCL to the node N7:

I; +1a7 = I7p + a7

—(Vg7 — Vs7)gmy + (Vs7 — Vs71)Ga7 = — (Vg7 — Vs7p)8M7n + (Vszb — Vour) Garb
—Vg78my + Vs78my + Vs7Ggy — Vs7pGar =

= —Vg7p8My7p + Vs7p8Myp + Vs75Gazn — VoutGarp

Vo7p = 0; Vgz = Vy,

—Vygmy + Vs;8my + Vs;Gq7 — Vs75Gaz = Vs7p8myp + Vs7Gazb — VoutGarp
Vs7(gmy + Gq7) = Vszp(gmyp + Gazp + Ga7) + Vygm; — Vi Garp
Replacing Vs:

Vs7(gm; + Gg7) = Vs7p(gmyp + Ggzp + Gg7) + Vygmy — Vi Gazp

No
Vs = VoutD_0

Vs =

N
Vs;(gmy + Ggr) = VoutD_Z (gm7p, + Ga7p + Ga7) + Vygmy — VoutGazp

(B.239)
(B.240)
(B.241)
(B.242)
(B.243)
(B.244)

(B.245)

(B.246)
(B.247)

(B.248)
(B.249)

(B.2.50)
(B.251)

(B.252)
(B.253)

(B.253)
(B.245)

(B.254)
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Vout[No(gm7p+Gd7p+Gd7)—Gd7pDol+VyDogmy

Vs7 = Do(gm7+Gd7) (B.255)
Vg, = Vout D, + Vy D, (B.256)
N; = [No(gm7p, + Gazp + Ga7) — GazpDo] (B.257)
N, = Dygm;, (B.258)
I apply KCL to the node Nb:
I7 + Id7 + Idblz = 0 (8260)
—(Vg7 — Vs7)gmy; + (Vs7 — Vs75)Gar + Vs7Gap1z = 0 (B.261)
—Vg78my + Vs78my; + Vs;Ggy7 — Vs75Ga7 + Vs7Gapiz = 0 (B.262)
Ver = Vy (B.251)
—Vygmy + Vg;8my; + Vs;,Gg7 — Vs7,Ga7 + Vs7Gapiz = 0 (B.263)
—Vygmy; — Vs7,Gq7 = —Vs7(Gap12 + gmy + Gg7) (B.264)
gmy Gaz
= B.2
Vs7 Vy (Gdb12+gm7+Gd7) + Vs7p (Gdb12+8m7+Gq7) (B.265)
Vsy = Vy B2 4 V), 202 (B.266)
D, = (Gdblz + gm; + Gd7) (B.267)
summarizing some of the previous results, | have:
_ (GN+Gd7b) No
VS7b - Vout (gm7b+Gd7b) - Vout D, (B-245)
Vs; = Vy B2 4 Vi, 202 (B.266)
Vsy = +V,, & +V utgo f;” (B.268)
Vg, = Vout[No(gm7b+Gd7b+Gd7) Gd7pDo]+VyDogmy, (B.269)
Do(gm7+Gd7)
Vg, = Vout D, + Vy D, (B.256)
equalizing the (B.268) with (B B. 256) I get:
No G
vy B2+ Vout oo pr = outD L}y, 2 o (B.270)
D0D1gm7 NoD1Gg7 _ DoD;Ny DoD2N,
Yy Dy0,0, T Voutop,n, = Voutp,p,n, T V¥ b,p,p, (B:271)
+VyDOD1gm7 + VoutNoD1Gg7 = VoutDoD2 N4 + VyD D,N, (B.272)
VoutNoD1Gd7 — VoutDoD2N1 = VyDoD,N, — VyDyD;gmj; (B.273)
Vout(NoD1Gg7 — DgDzNp) = Vy(DoD;N; — DoD;gmy) (B.274)
Vout(NoD1Gg7 — DoD,Ny) = Vy(DoDzNz — DoD;1gmy7) (B.275)
Vout — (DODZNZ_DODlgm7) — ﬁ (B 278)
Vy (NoD31Gg7—VoutDoD2N1) Dt '
N; = [No(gm7p + Ggzp + Ga7) — Ga7pDo] (B.257)
NZ = Dogm7 (8258)
Dl = Do(gm7 + Gd7) (8259)
Vout __ (DoDzN;—DoDo(gmy+Gd7)gmy) _ Nr
Vy "~ (NoDo(gm;+Gd7)Ga7—DoDzN;)  Dr (B.279)
Voutr _ (DaN2—-Do(gmy+Ggz)gmy) _ Nr
Vy " No(gm;+Gq7)Ga7—D2Ny) Dt (B.280)
D, = (Gap1z + gmy + Gg7) (B.267)
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Ny = (Gy + Ga7p) (B.245)
Dy = (gmyp, + Gg7p) (B.246)
N; = [No(gm7p, + Gazp + Ga7) — Ga7pDol =

= [(Gn + Gg7p)(gm7p + Ga7p + Ga7) — Ga7b(gmyp + Ga7p)] = (B.281)

= [(GN + Gg7p)(gm7p + Gg7p) + (Gn + Ga7b)Ga7 — Gazb(8Myp + Ga7p)] =
= [Gn(gmyp + Gg7p) + Gazp(gmop + Gg7p) + (Gn + Gazp)Gaz — Gazp(8M7p + Gazp)]

N; = [Gn(gm7p + Gazp) + (G + Ga7)Ga7] (B.282)
N, = Dogm; = (gmyp, + Gg7p)gm; (B.283)
D; = Do(gm; + Gg7) = (gm7p, + Ggzp) (gm7 + Gq7) (B.284)
D; = (Ggp12 + 8my + Ggy) (B.267)
No = (Gn + Gazp) (B.245)
Do = (gmyp, + Gazp) (B.246)
(D2N,—Dy(gmy+Gg7)gmy) _ Nt

(No(gm7+Gq7)Ga7—D2Ny1) - D_T (B.280)
Nt = (D;N; — Do(gm; + Gq7)gmy) = Npq + N, (B.285)
Nt; = D3N3 = (Gap1z + gm7 + Gg7)(gm7p + Ga7b)gMmy (B.286)
Nt, = —Do(gm; + Gg7)gm; = —(gmy, + Gg7p) (gM; + Gg7)gm; (B.287)
Nt = (Gda128m7)(gmy7p + Gazp) (B.288)
Dt = (No(gm; + Gg7)Gq7 — D;N;) = Dpq + Dy (B.289)
Dr; = No(gmy + Gg7)Gg7 = (Gn + Gazp) (M7 + Ga7)Gar (B.290)
Dr; = —(D;Ny) =

= —(Gap1z + gm7 + Gg7)[Gn(gmyp + Ga7p) + (Gy + Ga7p)Gar] =
= —(Gap12 + gm7 + Gq7)[Gn(gm7p + Ga7p)] +

—(Gap1z + gmy + Gg7)[(Gn + Ga7p)Gar] =

= —(Ggp12 + gm; + Gg7)[Gngmyy] +

—(Gap12 + 8m7 + Gg7)[GNGa7b] +

—(gmy + Gg7)[(Gn + Gg7b)Gg7]

—(Gab12) [(Gn + Gg7b)Ga7] (B.291)
Dt =D,

Nt = (Ggp128m7)(gmyp + Gg7p) (B.288)
& — (Gdeng7)(gm7b+Gd7b) (B 292)
Dt —(Gap12+8m;+Gq7)GNgM7p—(Gdp12+8M7+Ga7)GNGA7b—(Gdb12)(GN+Gd7b) Gdr .
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B.3.6 Vx/V1 analysis

vG3 =Vx

o]

" Nib

vG3 =Vx VG2 Gib% Ilib

iy -

gm2 @l:z

——

z

1=

Id2

—ib

N1

gm3 6113

% 1|d3

NO__-

("

Gdo

(b)

gmo 110 1 I1do
vs0

Fig.B. 13: (a) circuit for the calculation of Vx/V1; (b) equivalent circuit

I apply KCL to the node NO depicted in Fig.B.13:
Being Vo =Vs0=0, it follows that 10=0.

I3 + laz = Iqo

(Vsz — Vs3)Ggz + (Vg3 — Vsz)gms = Vs3Gqo
Vs2Gaz — Vs3Gaz + Vgzgms — Vszgmz = Vs3Ggp
Vs2Gaz + Vgagms = Vs3(Ggo + Ggsz + gm3)

Veo = Vs2Ggq3+Vg3gms
53 (Ggo+Ggsz+gms)
Dy = (Ggo + Gg3 + gms3)
Ves = Vs2Gg3+Vg3gms
I place:
Ve3=VX
Ves = Vs2Gg3+Vxgms

I apply KCL to the node N:

lap + Lo + Igg + 1y = Ig + Iys

laz + Iz = =Iip

Iy + 1y = I,

—(lip + 1) =13 + g3

—(Ve3Gip + VoGL) = (Vgz — Vsz)gms + (Vs — Vs3)Gys
—V63Gip — VoGL = Vs2Gaz — Vs3Gaz + Vgzgmsz — Vszgmsy
Ve3=VX

—Vx(Gjp + gm3) — VoG, = Vs5Gg3 — Vs3(Ggs + gm3)

I apply KCL to the node NL:

[, +1g; +IL =0

(Vo — Vs2)Ggq + (V4 — Vsp)gmy + VoG, = 0

VoGay — Vs2Ggag + Vigmy — Vsagmy + VoG =0

(B.293)
(B.294)
(B.295)
(B.296)

(B.297)

(B.298)
(B.299)

(B.300)
(B.301)

(B.302)
(B.303)
(B.304)
(B.305)
(B.306)
(B.307)
(B.300)
(B.308)

(B.309)
(B.310)
(B.311)
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Vo(Gar + GL) + Vigmy = Vs,(Ggyq + gmy)
Vo(Ggy1 + GL) = Vs2(Ggq + gmy) — Vigmy

A (Gqi+gmy) gmy
52 (Ggy+GL) 1 (Ga1+GL)
(Gqi+gmy) gmy Ny
Vo = Vs2 (Ga1+GL) 1(Gqi4Gy) _ 'S2D, Vi gt D,
N; = (Gq1 + gm,)
N, = gm,

D; = (Gq1 + G)

I apply KCL to the node Nib:

IZ+Id2+Iib:0

(Ves — Vs2)Gaz — Vsogm; + Vg3Gip = 0

V63Gaz — Vs2Gaz — Vszgmy — Vsagmy + Vs Gy = 0
V3 (Gaz + Gip) = Vs2(Ggz + gmy)

I place:

Ve3=VX

Ve, = (Gaz+Gib) _ y; N3
52 X (Ggz+gmy) X D3

N3 = (Ggz + Gip)
D3 = (Ggz + gm;)
1) I consider (B.308):
—Vy(Gjp + gm3) — VoG, = Vs5Ggs — Vs3(Ggs + gm3)
Replace Vs, Vj e Vss, but first summarize the results obtained previously:
Nib:
Ga2+Gi N
Vs2 = Vx ((G:22+gmb2)) - XD_z
N3 = (Gqz + Gip)
D3 = (Ggz + gm;)

NL:
v, (Ggi+gmy) gm;  _ N1 _ \VA
52 (Ga1+GL) '(Gar+GL)  S2D, 1D1

N; = (Gg4q + gmy)
N, = gm,
D; = (Ggq1 + Gy)
NO:
Vea = Vs,Gaz+Vxgmsy

3= p,

N3

V. Vxp,Ud3tVx8ms

s3 = Do
Ves = _ Vx(N3Ggz+D3gms)

S3 DyDs

Dy = (Gqo + Gg3 + gm3)

—V¢(Gjp + gm3) — VoGL = Vs2Gq3 — Vs3(Gg3 + gm3)
Vx(N3Ggq3z+D3gmy)

N
—V¢(Gjp + gm3) — Vsz —Vig" o~ GL = Vs,Gq3 — DD, (Gg3 + gm3)
—VXM— VX&&_ Vlm _

(B.312)
(B.313)

(B.314)

(B.315)

(B.316)
(B.317)
(B.318)

(B.319)
(B.320)
(B.321)
(B.322)

(B.300)
(B.323)

(B.324)
(B.325)

(B.308)

(B.323)

(B.324)
(B.325)

(B.315)

(B.316)
(B.317)
(B.318)

(B.301)

(B.326)

(B.327)

(B.298)
(B.308)

(B.328)
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_ VxDoN3Gds _ Vx(N3Gds+D3gms)(Gqs+gms)

DD DD, (B.329)
vV (Gip+gm3)D;D3 V. N3 N;  VyxDgN3Ggs + Vx(N3Gd3+D3gm3)(Ggz+gms) _
X D,D; XD, D, DyDs DoDs -
_ vy D3N3Gy
=V; D.D, (B.330)
(N3Gg3+D3gm3)(Gqz+8ms)  (Gip+8m3)DyD3 N3 N3  DoN3Ggzq _ y; D3NaGp
Vil DoDs D,Ds D3 D, DoDs 1= D;D; (B.331)
(N3Gg3+D3gm3)(Gdz+8ms)  (Gip+8m3)D;D3  N3N;  DoN3Ggzq _ y; D3N2Gp
Vi | D, D, D, D 1=V; D, (B.332)
V. [Dl(N3Gd3+D3gm3)(Gd3+gm3) _ (Gip+8m3)DoD;D3  DoN3N; D0D1N3Gd3] —
X DoD; DoD; DoDy DoD;
_ v DoD3N3Gy,
=V DDy (B.333)
Vx[D1(N3Gqs + D3gm3)(Ggz + gm3) — (Gip + gm3)DoD; D3 — DoN3N; — DD N3Ggs] =
= V1DOD3N2GL (B334)
Vx _
v,
DoD3N,Gy,
— B.335
[D1(N3Ggz+D3gm3)(Gdz+8ms)—(Gip+8mz)DoD1D3—DoN3N1—DoD1N3Ggs] ( )
Vx _ Nr
Vi Dp (B.336)
N3 = (Ggz + Gip) (B.324)
D; = (Ggq1 + Gr) (B.318)
Nt = DD3N,GL = gm; G (Ggo + Gaz + gm3)(Ggz + gmy) =
= 8m; G2 GL(Gqo + Gz + gm3) + gm;gm; Gy (Ggp + Gaz + gm3) (B.337)
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B.3..7 Vx/V; analysis

VG3=Vx s
vG3 lib
TVX o T
e vG2
TN ? Nib
s
L A Gdz
+ W@Lz % Ldz
/2 vs2
o
1 = vG3 . N1 G42
‘{T M2 VG3=Vx
[——B ngelB % lIdS
VG0 vs3 =
NO Gdo
i’_—._ s
Mo =
?r“; gmo lIO 1|d0
vs0
(a) (b)

Fig.B. 14: (a) circuit for the calculation of Vx / V2; (b) equivalent circuit

I apply KCL to the node NO depicted in Fig.B.14:
Being Vo =V50=0, it follows that 10=0.
I3 +laz = Iqo
(Vsz — Vs3)Ggz + (Vg3 — Vsz)gms = Vs3Gqo
Vs2Gaz — Vs3Gaz + Vgzgms — Vszgmz = Vs3Ggp
Vs2Gaz + Vgagms = Vs3(Ggo + Ggsz + gm3)
| place:
V(53=VX
Vg = Vs2Ga3+Vxgma

(Gqo+Ggz+gms)

Vg = VSzGd;+ngm3
0

Do = (Gqo + Gg3 + gm3)

I apply KCL to the node N:

Id2+12+ld1+11 :I3+Id3

laz + 1 = =l

g1 + 11 = -1,

—(lip + 1) =13 + g3

—(V3Gip + VoGL) = (Vg3 — Vs3)gms + (Vs — Vs3)Gas

—(Ve3Gip + VoGL) = Vs3Ga3 — Vs3Gaz + Vgzgms — Vszgmsy

V(33:VX

—Vy(Gjp + gm3) — VoG, = Vs5Gg3 — Vs3(Ggs + gm3)

I apply KCL to the node NL:

[, +1g; +IL =0

(Vo — Vs2)Gqq + (V; — Vsz)gmy + VoG, = 0

VoGgy — Vs2Ggq + Vigmy — Vsogmy + VoG, = 0

Vo(Gq1 + GL) + Vigmy = Vs5(Ggy + gmy)

Vo(Gay + Gr) = Vs2(Ggq + gmy) — Vigm,

(B.338)
(B.339)
(B.340)
(B.341)

(B.342)
(B.343)

(B.344)
(B.345)

(B.346)
(B.347)
(B.348)
(B.349)
(B.350)
(B.351)
(B.342)
(B.352)

(B.353)
(B.354)
(B.355)
(B.356)
(B.357)
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v, (Gqi+gmy) gmy
S2 (G4 +G G41+G
(Ga1+GL) 1 (Ga1+Gr)
V=0
A (Gas +gmq) _ Ny
52 (Gq1+GL) 52 Dy

N; = (Gq1 + gmy)

D; = (Gq1 + G)

I apply KCL to the node Nib:

IZ+Id2+Iib:0

(Vas — Vs2)Gaz + (Vg2 — Vs2)gm; + Vg3 Gy, = 0

Vez = V2

V63Gaz — Vs2Gaz + Vogmy — Vsgm, — Vsogmy + Vs Gy, = 0
Ve3(Gaz + Gip) + Vogm, = Vs, (Ggz + gm3)

Ve3=VX

(Gd2+Gib) gmy  _y N3 gmy
Vs2 = Vx X (Ggz+gmy) 2 (Ggz+gmy) +V2
N3 = (Ggz + Gip)
D3 = (Ggz + gmy)
I consider (B.352):
—Vi(Gjp + gm3) — VoG, = Vs5Ggz — Vs3(Ggz + gm3)
Replace Vs, Vo e Vg3, but first summarize the results obtained previously:
Nib:
_ (Gd2+Gip) gm, — gmy
Vs2 = Vx (Ggzt+gmy) 2 (Ggp+gm,) + V2D, D3
N3 = (Ggz + Gip)
D3 = (Ggz + gmy)
NL:
v, (Ggi1+gm,) _ N,

2 GaitG) . 'S2D,
N; = (Ggq + gmy)
D; = (Ggq1 + Gy)
NO:
Vs, Gga+Vy
VS3 — Ys2 d;o gmsz
Dy = (Ggo + Gq3 + gm3)

D D
V — 3
s3 D,
Ves = Vx(N3Gg3+D38m3)+V,8m;Gyz
oDz

—Vx(Gjp + gm3) — VoG, = V5,Ggz — Vs3(Ggz + gm3)
Vx(N3Gg3+D38m3)+V,gm,Ggs

N
—Vx(Gip + gm3) — Vs, D_lGL = Vs2Gas — oD (Gqz + gm3)
oY3
-V, (Gb+gm3) Vx NIGL Vzg];nzgiGL =
V Gd3 + Vz gmy Gd3 Vx(NaGd3+D3[,)i1;z)+Vzgm2Gd3 (Ggs + gm3)
—V. —(G1b+gm3) -V Ns Ny GL — V, &&GL =

D3Dq X D3 Dy

(B.358)
(B.359)
(B.360)

(B.361)
(B.362)

(B.363)
(B.364)
(B.365)
(B.366)
(B.367)
(B.342)

(B.368)

(B.369)
(B.370)

(B.352)

(B.368)

(B.369)
(B.370)

(B.360)

(B.361)
(B.362)

(B.344)
(B.345)
(B.371)

(B.372)

(B.352)
(B.373)

(B.374)
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DoN3Ggs Dogm;Ggs  Vx(N3Gg3+D3gm3)(Ggz+gms)+V,8m;Gys(Gaz+gms)

=V,——+V
X DoD3 Y DoD3 DoD3

—VxD3D;(Gip+gmsz) | —VxN3N;1G | —VogmyN;Gp
+ + =
Dy Dy Dy
_ VxDoN3Ggs + V;Dogm;Gys + —Vx(N3Gg3+D38m3)(Gq3+8m3)—V,8m;Gy3(Ggz+gms)
Do Dy Dy
—VyDoD3D; (Gjp, + gm3)—Vy4DoN3N; G, — V,Dogm;,N; Gy, =

(B.375)

(B.376)

= VxD¢D1N3Gg3 + V,D¢D18m,Gg3—ViD1 (N3Ggs + D3gm3)(Ggs + gm3) — VoD;18m;Gg3(Ggs +

gms)

(B.377)

—V¢[DoD3D; (Gip + gm3)—DoN3N; G, — DgD;N3Gg3+D; (N3Ggs + D3gm3)(Ggs + gm3)] =

= V,[DoD1gm;Gg3 — D1g8m;Gy3(Ggs + gm3) + Dogm,N; Gy

Vx _ _ [DoD1gm;,Gg3—D1gm;yGy3(Gas+gms3)+DoN1gm,Gy]

\' [DoD3D; (Gjp+8m3)—DoN3N; G, —DoD1 N3Gg3+D1 (N3Ggz+D3zgms)(Gqz+gms)]
Vx _ Nr

Vi Dr

N; = (Gqy + gmy); Nz = gmy; N3 = (Gg2 + Gip)

Do = (Gqo + Gg3 + 8m3); D; = (Gq; + GL); D3 = (Ggz + gm;)

Nt = Np; + Ntz + N3 = [DgD18m,Gg3 — D1gm;Gg3(Ggz + gms3) — DoN1gm,Gy

Nt; = DoD1gm;Gy3 = gm,Gy3(Ggo + Ggz + gm3)(Ggq + Gr.)

Np1 = DoD1gm;Gg3 = gm,Ge3Gae(Gay + Gr) + gmyGa3(Ges + gm3)(Ggq + Gy)

Ntz = —D18m;Gy3(Ggz + gm3) = —gm,Gg3(Gq1 + GL)(Ggz + gms)
Np3 = +DgN1gm, Gy, = +gm, G (Ggo + Gaz + gm3)(Ggy + gmy)

Nt1 = 8m3Gg3Gqao(Gar + GL)

N3 = +8m;G1Ga1(Ggo + Gqsz + gm3) + gm,Ggm; (Ggo + Ggz + gm3)
N1 + N3 = gmyGy3Gqao(Gay + GL) +

+8m3GGa1(Ggo + Gz + gm3) + gmyGrgm; (G + Ggz + gms)

(B.378)
(B.379)

(B.380)

(B.381)
(B.382)
(B.383)
(B.384)
(B.385)
(B.386)
(B.387)

(B.388)
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B.3.8 Vout/Vx analysis

Emba llﬁa Idﬁal

) vGE %
i ;] c? . V56a N6
+ +
Vi W EmBG 1|5 ld& l % GdB
V56
Ma

_f“_: etz id12] %EGME

(a) (b)

Fig.B. 15: (a) circuit for the calculation of Vout / Vx; (b) equivalent circuit

I apply KCL to the node Nout depicted in Fig.B.15:

lea + lgea = —Ip (B.389)
(Vesa — Vsea)8Mea + (Vour — Vsea) Gdsa = —VourGp (B.390)
Veea8Mea — Vsea8Mea + VourGasa — VssaGdea = —VoutGp (B.391)
Veea8Mea — Vssa8Mea + VoutGd6a - VS6aGd6a = _VoutGP (8-392)
Vgea =0 (B.393)
—Vs6a(8Mea + Gasa) = —Vout(Gp + Gaea) (B.394)
Vsea = Vout% = Voutg_z (B.395)
No = (Gp + Ggea) (B.396)
Dy = (gmea + Ggea) (B.397)
I apply KCL to the node N6:
Ig + Iy = Igy + lygs (B.398)
(Vee — Vse)8me + (Vssa — Vse)Gas = (Veea — Vssa)8Mea + (Vout — Vsea) Gdea (B.399)
Vee8Mg — Vse8Mg + Vs6aGas — VseGas = Vosa8Mea — Vsea8Mea + VoutGdsa — VssalGdea
(B.400)
Veea = 0; Ves = Vx (B.401)
Vygmg — Vse8Mg + Vs6aGas — Vs6Gas = —Vsea8Mea + VoutGdsa — VseaGdsa (B.402)
—Vse(gmg + Gge) = —Vsea(8Mea + VseaGdsa + VsealGds) + VoutGasa — Vx8Me (B.403)
Vse(gme + Gge) = +Vsea(gMea + Gasa + Gas) — VoutGdsa + VxgMe (B.404)
Vse(gme + Gge) = +Vsea(8Mea + Gasa + Gdas) — VoutGdsa + Vx8Me (B.405)
Vsea = +Voutg_z (B.406)
Vout[No(8Mea+Gasa+Gas)—GasaDol+VxDogm
VSG — t[No(gmg gz(gm:i)(;dG()ie ol 08Meg (B.407)
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VS6 Vout D, + V

X ]:)1

N; = [No(gmg, + Ggea + Gas) — GasaDol

N2 = Dogmg

D; = Do(gmg + Gge)

I apply KCL to the node Na:

le + lge = la12

(Vge — Vs6)8meg + (Vsa — Vs6)Gas = Vs6Gaarz

Vee = Vx

Vxgmg — VsegMmg + VseaGas — VssGas = VseGda1z

Vig8mg + Vs6aGas = Vs6Gdarz + Vse8Me + VseGae

Vigmg + Vs6aGae = VS6(Gda12 + gmg + Gge)

Vs = o~ Sé6a G
(Gd312+gm6+Gd6) (Gda12+8me+Gqe)

Vsg = Ve 58 o+ Vg, 28

D, = (Gda12 + gmg + Gda)
summarize the results obtained previously:
N

(Gp+Ggea)
Séa OUt (gmga+Gaea) outp,

_ gmg Gde
VSG = VX D, + VS6a_

_ vy 8Me NoGde
VSG_VX D, +VutD D,

Vout[No(gmea+GdeatGde)—GdsaDol+VxDogMe

Vse =

Do(gm6+Gd6)
VS6 Vout D, + Vx D,
Vx gm6 + Vout go C];ds = Vout D, + Vx D,
Vi +Vou e = Vourggp,  Yebomin,

VXDODlgm6 + VoutNoD1Gds = VoutDoD2N1 + Vi DoD2N;
Vout(NoD1Gge — DoD2N1) = Vx(DoD2N; — DoD1gms)
Vout _ (DgD2N;—DoD4gmyg)
Vx (N0D1Gd6_VoutD0D2N1)
Vout _ (DoDaN,—DoD1gms) _ Nt
Vi (NoD1Gge—DoD2N;) Dt
(B.427)(2.8.38)
D; = Do(gmg + Gge)
I have:
Vout _ (DgD2N3—Do Do (gme+Gds)gMs) _ Nr
Vx (NoDo(gme+Gds)Gds—DoD2N1) D
Vout _ (D2N;—Do(gme+Gge)gms) _ N
Vx  No(gme+Gde)Gas—D2N;)  Dr
D; = (Gda1z + 8me + Gge)

N; = [No(gmeg, + Ggsa + Gas) — GasaDol =

= [(Gp + Ggea)(8Mea + Gdsa + Gas) — Gdsa(8Mea + Gaea)] =
= [(Gp + Ggpa)(gMea + Ggea) + (Gp + Gapa)Gas — Gdea(EMea + Gasa)] =

(B.408)

(B.409)
(B.410)
(B.411)

(B.412)
(B.413)
(B.401)
(B.414)
(B.415)
(B.416)

(B.417)

(B.418)
(B.419)

(B.395)
(B.418)
(B.420)
(B.421)
(B.408)
(B.422)

(B.423)

(B.424)
(B.425)

(B.426)

(B.428)
(B.429)

(B.430)

= [Gp(gme, + Gasa) + Gasa(@Mea + Gasa) + (Gp + Gasa)Gas — Gaea(8Mea + Gasa)] =
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N; = [Gp(gmgs + Ggea) + (Gp + Gaea)Gael

N, = Dogmg = (gme, + Ggea)8Me

Dy = Do(gmg + Gge) = (gMea + Gaea) (Mg + Gge)

D; = (Gda1z + 8me + Gge)

No = (Gp + Ggea)

Do = (gmea + Gaea)

(DN, —Do(gme+Gde)gMe) _ Nt

(No(gmg+Gde)Gas—D2N1) Dt

Nt = (D;N; — Do(gmg + Gge)gme) = Npq + Ny

N71 = D3Ny = (Gga12 + 8Mg + Gge)(€Mea + Gaea) 8Me
Ntz = —Do(gmg + Gge)gme = —(gMea + Ggea) (8Me + Gae)gMme
Nt = (Gda128Me)(gMea + Gaea)

Dt = (No(gmg + Gg6)Gge + D2N;) = Dpq + D

D1y = No(gmg + Gge)Gas = (Gp + Ggea) (Mg + Gae)Gas
Dy, = —(D,Ny) =

= —(Gga12 + 8me + Gge) [Gp(gmea + Gaga) + (Gp + Ggea)Gasl =
= —(Gga12 + 8Me + Gqe) [Gp(gmg, + Ggea)] +

—(Gga12 + 8mg + Gae) [(Gp + Ggga) Gae] =

= —(Gqa12 + gme + Gge) [Gpgme,] +

—(Gga1z + 8Mg + Gqe)[GpGasal +

—(gmg + Gge)[(Gp + Ggea)Gael

—(Gga12)[(Gp + Ggea)Gasl

Dt =D,

Nt = (Gda128me)(gMg, + Gaea)

Nr _ (Gda128me)(gmea+tGdea)

Dt —(Gda12+8Me+Gae)GpgMea—(Gda12+8Me+Gde) GpGdea—[(Gp+Gdea)GdeGdat2]

(B.431)
(B.432)

(B.429)

(B.433)
(B.434)
(B.435)
(B.436)
(B.437)
(B.438)
(B.439)

(B.436)
(B.440)
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B.4 V3 signal

vDD vDD vDD vDD

D
vref | Tj l vref g vref
Mb1 Mb2 Mb Mb Mb2 Mb1
vref vref vref
M7 j | I ﬁ M5 M12 j | I ﬁ M14
| | | l

vref O‘—iE -

vref 6 (5 vref
M7b & M14b
vyl vyy2
vref vref
MEa vicx ! vio2 M13a

Fig.B. 16: AVcm correction from MOS in triode

The voltage signal to be applied on Ma gate transistors (indicated by V3) must be proportional to
the input common mode signal (vicm) that is applied to the terminals v1 and v2 of the OTA shown in
Fig. B.16. In this way, in the presence of differential signal (V1 = -V2) on the gate of the MOS Ma,
there will be no signal presence and therefore the differential mode gain will not be altered.

_ Vo1 _ I Vy1Vo1 | Vx1 Vo1
FDTy3 = _V3 =V _IL _Vy1 + _V3 _Vx1 (B.441)
—LLViVos _ Al p.
Fupz =325 via = A B C (B.442)
Vyy Vo
FDWNZ = V_;V_xi = DI ' E (B443)

From the equations (B.441), (B.442), (B.443) it is noted that functions B, C, E are the same ones
that were used in the calculation of the AVcm transfer function of the appendix B.3.
For the FDTy;3 study, the circuit of Fig.B.17 can be considered and the following paragraphs will
calculate the A' and D' functions.
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vDD vDD

vref
Mb1 Mb2 I——O Mb l——-o
vref wref
M7 j I { ME

vref
Ma

s vref 6
M7b ———
— vyl
vol
s =t
— vref
Méea 4+ — vaoed

w1 v2

e

vivi+v2)2
I
vref
Ma1 Ma2 Ma
" 3 vref V3

Fig.B. 17: half-circuit for the study of the Vo1/V3 transfer function

I I_L _ VoG
O (B.444)
Dl = Va (B.445)
Vs
Vo1 = V3(Fupz + Fpwnz) (B.446)
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B.4.1 Vo/V3 analysis

-

L w

V3

Fig.B. 18: (a) circuit to determine Vo/V3; (b) Equivalent Circuit

vo/v3=

=( - gm0 Gd3 Gd2 Gd1 - gm3 gm0 Gd2 Gd1 - gm0 Gib Gd3 Gd1 - gm3 gm0 Gib Gd1 - gm1 gm0

Gd3 Gd2 - gm3 gm1 gm0 Gd2 - gm1 gm0 Gib Gd3 - gm3 gm1 gm0 Gib )

+ ( Gd3 Gd2 Gd1 GdO + Gib Gd2 Gd1 Gd0 + GL Gd2 Gd1 GdO + gm3 Gd2 Gd1 Gd0 + Gib Gd3
Gd1 Gd0 + GL Gib Gd1 GdO0 + gm2 Gib Gd1 Gd0 + gm3 gm2 Gd1 Gd0 + GL Gd3 Gd2 Gd0 + GL
Gib Gd2 GdO + gm1 GL Gd2 GdO + gm3 GL Gd2 GdO + GL Gib Gd3 Gd0 + gm1 GL Gib Gd0 +
gm2 GL Gib Gd0 + gm3 gm2 GL Gd0 + Gib Gd3 Gd2 Gd1 + GL Gd3 Gd2 Gd1 + gm3 Gib Gd2
Gdl1 + gm3 GL Gd2 Gd1 + GL Gib Gd3 Gd1 + gm2 Gib Gd3 Gd1 + gm3 GL Gib Gd1 + gm3 gm2
Gib Gd1 + GL Gib Gd3 Gd2 + gm1 GL Gd3 Gd2 + gm3 GL Gib Gd2 + gm3 gm1 GL Gd2 + gm1

GL Gib Gd3 + gm2 GL Gib Gd3 + gm3 gm1 GL Gib + gm3 gm2 GL Gib)
I apply KCL to the node NO
Veo =V3
10=0
I3 + 143 =1y + Igo
(Vsz — Vs3)Ggz + (Vg3 — Vs3)gms = gmg Vs + Vs3Ggo
Vs2Ggz — Vs3Ggz + Vgzgms — Vszgmsz = gmgVz + Vs3Ggo
Vs2Gaz + Vgagms — gmoVz = Vs3(Gqo + Ggz + gm3)
Vgy = Vs2Gg3+Vg3gmz—gmgVs
(Ggo+Gqgz+gms)
Do = (Ggo + Gg3 + gm3)

Veo = Vs2Gg3+Vg3gmz—gmgVs
S3 — Dy

I apply KCL to the node N1
Id2+12+ld1+11 :I3+Id3
laz + 1 = =lip

Idl + Il == _IL

(B.447)

(B.448)
(B.449)
(B.450)
(B.451)
(B.453)
(B.454)

(B.455)

(B.456)
(B.457)

(B.458)
(B.459)
(B.460)
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_(Iib + IL) = 13 + Id3 (8461)
—(Vg3Gip + VoGr) = (Vg3 — Vsz)gms + (Vs — Vs3)Ggs (B.462)
—(Ve3Gip + VoGr) = Vs2Gaz — Vs3Gg3 + Vgzgms — Vszgmg (B.463)
—V63(Gjp + gm3) — VoG, = VsGgz — Vs3(Ggz + gm3) (B.464)
I apply KCL to the node NL
Il + Id1 + IL = 0 (B465)
(Vo — Vs2)Ggq + (=Vsz)gmy + VoG, = 0 (B.466)
V()Gd1 - VSZGdl - Vszgml + VoGL = O (8467)
Vo(Ggy + Gp) = Vs3(Ggq + gmy) (B.468)
v GatG) _ o Ny
Vs, =V Gartgmy — VoD, (B.469)
-Nib
I+ Igy + I = 0 (B.470)
(Vs — Vs2)Ggz — Vsogm; + V3G = 0 (B.471)
Vi3Gaz — Vs2Gaz — Vsogmy + VgsGip = 0 (B.472)
Vi3 (Gaz + Gip) = Vs2(Ggz + gmy) (B.473)
(Gaz+gmy) N3
Vs = Vs2 6~ = Vs2p, (B.474)
_ vy NiNg
Vas = Vo35 (B.475)
From N1:
_(Iib + IL) = 13 + Id3 (B476)
—V63(Gjp + gm3) — VoG, = VsGgz — Vs3(Ggz + gm3) (B.477)
v Ga*G) _ o Ny
Vsy = Vo ot ttd — v, o (B.469)
Vs = VszGd3+VGng3—gmoV3 (B.478)
0
N, N
Ve, = V== B.475
G = Vo (8.475)
LN N VeyGga+V —gm,V
_Vo == (Glb +gm3) — VoG, = 'V D_iGd3 — S G;ims 03 (Ggs + gm3) (B.479)
N N, N
N, Vo D_i Gaz + Vo D_iD_zgm3 —gmyVs3
—Vo— D1 D3 (Glb +gm3) — VoG, = Vo— D, G - D, (Gg3 + gm3)
N, N
Vo D_iD_Z (Gip + gm3) — VoG, =
N, [Vo(gigg(}dﬁ'ng gm3) gmovgglg3](Gd3+gm3)
— VO _Gd3 _ 3 1 13
D1 DO
—V N1N3(Gip+gms)-D1D3Gr _
0 DDz
N, [Vo(NleGd§+§1N3gm3) gm%V3DD1D3](Gd3+gm3)
=V ~LGqs — 1D3 1D3
D, Do
—V N1N3(Gip+8ms)—D;1D3Gr, _
0 D, D
DoD3N1Ggs _ [Vo(N1D3Gg3+N;1N3gms)—gmoV3D4D3](Gas+8ms)
0 pyD;D; DoD;D3
—Vo[DoN;N3(Gj, + gm3) — DD D3GL] =
= VoD¢D3N;Gg3 — [Vo(N1D3Gg3 + N;N3gms) — gmoV3D; D3] (Ggs + gms3) (B.480)

Vo[=DoN1N3(Gjp + gm3) + DoD;D3Gy, — DoD3N;Gg3 + (N;D3Gg3 + NyN3gm3)(Ggz + gms3)] =
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_ [gmgD;D3](Gg3+gms)

v [—D§N1N3(Gib+gm3)+DoD1D3GL—DoD3N1Gd3+(N1D3Gd3+N1N3gm3)(Gd3+gm3)]

V2~ br

Nt = gm(G43D;D3 + gmegm3D; D3

D, = (gmy + Gg1)

D3 = (Gjp + Gq2)

DDz = (gm; + Gq1)(Gip + Gg2) =(8m;Gip + gmM;Gqy + Gg1Gip + Ga1Ga2)
Nt = gmoGgz (gm;Gjp + gm;Ggy + Ga1Gip + Ga1Gaz)

+gmogm; (gm; Gy, + gmyGgz + Gg1Gip + Ga1Ggz)
Vo/ V3=

(B.481)

(B.482)

(B.483)

(B.484)
(B.485)
(B.486)
(B.487)

(B.488)

( - gm0 Gd3 Gd2 Gd1 - gm3 gm0 Gd2 Gd1 - gm0 Gib Gd3 Gd1 - gm3 gm0 Gib Gd1 - gm1 gm0

Gd3 Gd2 - gm3 gm1 gm0 Gd2 - gm1 gm0 Gib Gd3 - gm3 gm1 gm0 Gib )

+( Gd3 Gd2 Gd1 GdO + Gib Gd2 Gd1 GdO + GL Gd2 Gd1 GdO + gm3 Gd2 Gd1 Gdo + Gib Gd3
Gd1 Gdo + GL Gib Gd1 Gdo + gm2 Gib Gd1 GdO + gm3 gm2 Gd1 Gd0 + GL Gd3 Gd2 Gdo + GL
Gib Gd2 GdO0 + gm1 GL Gd2 GdO + gm3 GL Gd2 Gd0 + GL Gib Gd3 Gd0 + gm1 GL Gib Gd0 +

gm2 GL Gib Gd0 + gm3 gm2 GL Gd0 + Gib Gd3 Gd2 Gd1 + GL Gd3 Gd2 Gd1 + gm3 Gib Gd2

Gd1 + gm3 GL Gd2 Gd1 + GL Gib Gd3 Gd1 + gm2 Gib Gd3 Gd1 + gm3 GL Gib Gd1 + gm3 gm2
Gib Gd1 + GL Gib Gd3 Gd2 + gm1 GL Gd3 Gd2 + gm3 GL Gib Gd2 + gm3 gm1 GL Gd2 + gm1l

GL Gib Gd3 + gm2 GL Gib Gd3 + gm3 gm1 GL Gib + gm3 gm2 GL Gib)

(B.489)
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B.4.2 Vx/V3 analysis

VG3=Vx
e lib
Vx T
T vG2
Nib
Q ., LM
[_—B " —l— Gd2
] gmz@hz % Ldz
‘o
vG2 N1 i
= — O + D
—-“; M2 VG3=Vx
3 13 1d3
ook 2
vG0 V3 o
i S+ NO Gdo
+
Mo T
\ [—_B gm0 1[0 lldO

V3 vs0

Fig.B. 19: (a) circuit to determine Vx/V3; (b) Equivalent Circuit

I apply KCL to the node NO
Being Vo =V5=0, follows that the current is: 10=0.
I3 + Id3 = IO + IdO

(Vs2 — Vs3)Ggs + (Vg3 — Vsz)gmsz = (Vo — Vso)gmg + Vs3Ggo

Vo = V3
Vs2Gas — Vs3Ggs + Vgzgms — Vszgms = Vagmg + Vs3Ggo

Vs2Ggs + Vgzgms — Vagmg = Vs3(Ggp + Ggz + gm3)
_ Vs2Gg3+Vg3gmsz—Vzgmg

Vss = (Gao+Gaz+8ms)

Do = (Gqo + Gg3 + gm3)

I place Vg3=VX

Vg = Vs2Gg3+Vxgm3—Vsgmg
3 Dy

I apply KCL to the node N1

Id2+12+ld1+11 :I3+Id3

I3 + g3 =1y + Igo = Vagms + Vs3Gqo

lag + 12 = =lip

[+ = -1

—(ip+ 1) =13 + g3

—(V63Gip + VoGL) = Vagmg + Vs3Gqo

—(VxGip + VoGL) = Vzgmg + Vs3Gqo

—(VigsGip + VoGr) = (Vgz — Vs3)gms + (Vs — Vs3)Gqs
—(Ve3Gip + VoGL) = Vs3Gaz — Vs3Gyaz + Vgzgms — Vszgmsy
Ve3=VX

—Vy(Gip + gm3) — VoG, = Vs5Ggs — Vs3(Ggs + gm3)

I apply KCL to the node NL

(B.490)
(B.491)
(B.492)
(B.493)
(B.494)

(B.495)
(B.496)

(B.497)

(B.498)
(B.499)
(B.500)
(B.501)
(B.502)
(B.503)
(B.504)
(B.505)
(B.506)

(B.508)
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[, +1g; +IL. =0

(Vo — Vs2)Gqq + (V; — Vso)gmy + VoG, = 0
VoGa1 — Vs2Ggq + Vigmy — Vsogmy + VoG = 0
Vo(Gq1 + GL) + Vigmy = Vs5(Ggq + gmy)
Vo(Ggy + Gr) = Vs2(Ggq + gmy) — Vigm,

V. = (Ggi+gmy) gmy
(Ga1+GL) (Ga1+GL)
V]_ - O
V. = (Gq1+gm,y) — Ny
0™ 752 (Ggy+G) ~ 52D,

N; = (Gg; + gmy)

D; = (Gg1 + Gyp)

I apply KCL to the node Nib

12+Id2+lib=0

(Vs — Vs2)Gaz + (Vg2 — Vsz)gmy + Vg3 Gip, = 0
VG2 = V2 = 0

Vi3Gaz — Vs2Gaz — Vsagmy — Vsogmy + Vs Gy, = 0
Vi3(Gaz + Gip) = Vs2(Ggz + gmy)

V(33:VX

Ve, = (Gaz2+Gib) _ y; N3
52 X (Ggz+gmy) XDy

N3 = (Gqz + Gip)

D3 = (Ggz + gm;)

—Vy(Gip + gm3) — VoG, = Vs5Ggs — Vs3(Ggs + gm3)
—(VxGip + VoGL) = Vagmg + Vs3Ggo

Nib:

_ (Gg2+Gip) _ 7 N3
VSZ - VX - VX
(Ggz+gmy) D3

N3 = (Ggz + Gip)

D3 = (Ggz + gmy)

NL:

V, = (Gg1+gmy) _ Ny N3 Ny

52°(Ga1+GL) 52Dy XDyD,
N; = (Ggq +gmy)
Do = (Gqo + Gg3 + gm3)
D; = (Gq1 + G)

NO:
Ves = Vs2Ggz+Vxgms—Vsgmg
S3 — D
0
N3G
Vx 3D3d3+VXgm3—V3gmo
Vs3 = D
0
V. _ Vx(N3Gg3+D3gm3)—V3Dzgmg
S3 — D.D
oD3

—(VGip + VoGr) = Vzgmg + Vs3Gqo

Ns N Vi (N3Ggz+D —V3D
—(VXGlb + VX D_zD—i GL) = V3gm0 + ( 3Gg3+ 3gm3) 3D3gmy Gdo

DoD3
VxD1D3Gip+VxN3N; G

— V3DoD38mo+VxGdo (N3Gg3+D3g8m3)—V3D38mgGgo

=( D;D3 ) DoD3

(B.509)
(B.510)
(B.511)
(B.512)
(B.513)

(B.514)
(B.515)
(B.516)

(B.517)
(B.518)

(B.519)
(B.520)
(B.521)
(B.522)
(B.523)

(B.524)

(B.525)
(B.526)
(B.527)
(B.528)

(B.524)

(B.525)
(B.526)

(B.529)

(B.517)
(B.496)
(B.518)

(B.497)

(B.530)

(B.531)

(B.532)
(B.533)

(B.534)
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(_VxD1D3 Gip—VxNs N1GL) — V3DoD38mo+VxGdo (N3Gg3+D38m3)—V3D38myGgo

Dl DO
—VyD¢D1D3Gjp, — VxkDoN3N; Gy, =
= V3DoD;D3gmg + VyD;G4o(N3Gg3 + D3gms) — V3D D38m(Ggg
—VixDoD1D3Gjp, — VxkDoN3N; Gy, — VyD1Gq9(N3Gg3 + D3gmg) =
= V3D¢D;D3gm, — V3D, D3gm Gy
—Vx[DoD1D3Gip — DoN3N; Gy, — D1 Ggo(N3Ggsz + D3gms)] =
= V3(DoD;D3gm3 — D;D3gm3Gyp)
Vx _ _ (DoD;1D3gmy—D;D38m(Ggo)
V3 [DoD1D3Gijp—DoN3N; G, —D1Ggo(N3Ggz+D3gm3)]
Vx _ Nr
V3 D
N; = (Ggq1 + gmy); N, = gmy; N3 = (Ggz + Gip)
Do = (Gqo + Ggz + 8m3); D; = (Gg; + GL); D3 = (Ggz + gmy)
Nt = Np; + Ntz = (DoD;D3gmgy — D1 D3gmoGyo) =

Np1 = DgD;1D3gmg = gmg(Ggp + Ggz + gm3)(Gq1 + GL)(Ggz + gmy) =

= gmyGgoD1D3 + gmo(Gqs + gm3)(Gyy + GL)(Gqz + gmy) =
Ntz = —=D1D3gm(Gqo

Nt = gmg(Gg3Gq1 + GazGr + gm3zGqq + gm3Gr)(Ggz + gmy) =
Nt = Gg28mo(Ga3Gay + GasGr + gm3zGqq + gm3Gy) +
+8m,gmg(Ga3Gay + GazGr + gm3Gqy + gm3Gyr)

Vx/V3=:

(B.535)

(B.536)
(B.537)

(B.538)
(B.539)

(B.540)

(B.517)
(B.518)
(B.541)

(B.542)
(B.543)
(B.544)

(B.544)

(- gm0 Gd3 Gd2 Gd1 - gm3 gm0 Gd2 Gd1 - gm2 gm0 Gd3 Gd1 - gm3 gm2 gm0 Gd1 - gm0 GL

Gd3 Gd2 - gm3 gm0 GL Gd2 - gm2 gm0 GL Gd3 - gm3 gm2 gm0 GL.)

+ ( Gd3 Gd2 Gd1 Gd0 + Gib Gd2 Gd1 Gd0 + GL Gd2 Gd1 Gd0 + gm3 Gd2 Gd1 GdO + Gib Gd3
Gd1 GdO0 + GL Gib Gd1 Gd0 + gm2 Gib Gd1 GdO + gm3 gm2 Gd1 Gd0 + GL Gd3 Gd2 Gd0 + GL
Gib Gd2 Gd0 + gm1 GL Gd2 GdO + gm3 GL Gd2 GdO + GL Gib Gd3 Gd0 + gm1 GL Gib Gd0 +
gm2 GL Gib Gd0 + gm3 gm2 GL GdO + Gib Gd3 Gd2 Gd1 + GL Gd3 Gd2 Gd1 + gm3 Gib Gd2
Gdl + gm3 GL Gd2 Gd1 + GL Gib Gd3 Gd1 + gm2 Gib Gd3 Gd1 + gm3 GL Gib Gd1 + gm3 gm2
Gib Gd1 + GL Gib Gd3 Gd2 + gm1 GL Gd3 Gd2 + gm3 GL Gib Gd2 + gm3 gm1 GL Gd2 + gm1

GL Gib Gd3 + gm2 GL Gib Gd3 + gm3 gm1 GL Gib + gm3 gm2 GL Gib )
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B.4.3 Total transfer function considering the sources V1, V2, V3
Once | have calculated all the partial functions, I can proceed with the calculation of Fup, Fpwn,

Fup2 ed Fownz.
Summarizing, | have:

Viem = 22 (B.2)

zl: = Fyp + Fpwn (B.3)

V“,):t = Fyp2 + Fpwn2 (B.441)
The overall transfer function will be due to the overlap of the effects due to the Vi, and V3 sources:
Fror = \\//11:: + V‘;—? = Fyp + Fpwn + Fupz + Fpwn2

Applying instead of source V3, a signal of the type:

V3=-K*Viem,

it will be possible to reduce the effects of Vicm.
K is a attenuation factor and V¢ is the common mode source. The minus sign is to indicate that the
signal will be in phase opposition to that applied to the terminals V1 and V, of the circuit in Fig.B.4.

Vout — Vout — 1 Vout — 1 —
ot = o = — o2t = — (Fyp + Fpwn) = Fupz + Fownz

V3 _Kvicm -K Vicm
The value of K can be determined as follows:
K=— Fyp+Fpwn

Fup2+Fpwn2

The K can be chosen in such a way that, for Vi, # 0, it must be Fror=0:

Vou Vou
Fror = Vlocntl + V°_3t = Fyp + Fpwn — KFyp — KFpwn =0

A value of (FuptFpwn)#0 will exist, at least in theoretical line, a K value which will allow me to
tense the common mode gain of the entire circuit.

B.4.4 approximation of the functions previously calculated
The criteria used to approximate the partial functions previously calculated are:

» for MOS in saturation region:
(Gdsx + gmx) > gmy
» for MOS in triode region:

(Gdsx + gmx) > Gdsx
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B.4.5 Compact writing of the approximate functions Fyp, Fown, Furz, Fowne
The "a" pedicel in the functions indicates that these are approximate functions.
Fupa=

GqoGy[(gm3gm;Ggy — gm3gm; Ggz) + Gip (8M,Gy — gmy Gz — gm; Gaz)][Gapgmyy + gmyogmy ] (— gmy,gm; Gapi2)
[GaoGrL(gmsgmy) + (gmy + gm3) (GaoGLGib + GLGip8M3)][Gip8M128mMy1 + Gap8My1 (Gib + 8M12)][Gab12(Ga7bGar + M7 Gr) + gM7, (GnGar + 8m7Gy)]

FowNa=

G, [Gqo(gm,Gd; — gm,Gdy — gm;Gysz) + gm3(gm; Gy, — gM3Gy1)](—8MeagMeGyaiz)
{GaoGL[(gm;Gqz + gmzgm , + gm3Gg,) + Gip(gmy + gm;)] + GiGipgms (gmy + gm3)}(Gaa12GaeaGas + 8MeaGpGaarz)
o Vour _ NumC _ Iy Vy Vour _

UP2a — vy, DenC Vs I Vy
V38mGipgm; ( Ggpgmy18M7,8M;Gaprz + gMy28My 1 gMy,gm;Gapiz)

" (Gao8m,) (Gipgmy28my; + GipGap8My 1 + GapgMy28My1)(Gap12GazbG a7 + 8MybGnGar + 8M7,GnGapiz + gMypgm,Gy )
F — Vout — NumD — &Vout —
DWNZa = v, DenD V3 Vy

Kgm,( gmzgm;)(gmea8meGaiz )

[Gao(gmsgm;) + GipGgo(gmy + gmy) + Gip( gmsgm, + gm3gm;)]( Gaa12GaeaGde + 8MeaGpGaarz)
The K that appears in the two functions can be used as a variable to correct the common mode
signal.

V3=-k*Vicm

If the source V3 is set equal to the input common mode signal but out of phase by 180 ° and suitably
attenuated, the output common mode signal can be corrected by leaving the output differential
mode signal unaltered.
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Appendix C
Proposed model

In this appendix there are the equations for Chapter 5 and where required are the mathematical
passages that have allowed me to reach the end result.

C.1 Analytical equations

By applying a differential mode signal between input terminals V1 and V2 of the circuit represented
in Fig.5.3, of the type:

v, = Y (C.1)
Vi

The differential mode signal result:

Vi—=V, =Vjgq (C.3)

Case 1: |Vid| < Vgs — Vg

In this case, both currents I; and I, are present. The respective equations are given by:

I, = Iyp = K(Vgs + Vig = Vr)* = K(Vovg + Via)? (C.4)

I, =lpwy = KWVgs — Vig — VT)Z = K(VOVQ - Vid)2 (C.5)

Writing the Kirchhoff equation for the equilibrium of currents at the output node, you get:

I, = Iyp — Ipwn = K(Vgs + Vig = Vr)* = K(Vgs — Vig — Vr)* =

= K[(Ves — Vr)* + Via" + 2(Ves = Vr)Vial = K[(Ves — V) + Via" = 2(Vgs = Vr)Via] =
= K[2(Vgs — Vp)Vial + K[2(Vgs — V) Vgl =

= 4K (Vs — Vr)Vig = 4K (Vovo)Via (C.6)

Case 2: |Vig| > Vgs — Vr
In case 2 only one current (I, or I,) should be considered as a branch is cut off. The respective
equations are given by:

lyp = K(Vgs + Via — Vr)* = KVoyq + Vig)? (C.7)
IDWN = 0 (C8)
Writing the Kirchhoff equation for the equilibrium of currents at the output node, you get:

I = Iyp — Ipwn = lyp = K(Vovq + Via)? (C.9)
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C.2 Simplified model and equation for non linear trend I-V

To estimate the settling time of the OTA of Fig.5.3, the latter was closed in buffer configuration.
The terminals indicated by V; were connected to the output terminal while a voltage step was

applied to terminal V.

Wi

ELJ_A|=
Simplified model of the circuit of Fig.5.3 with buffered OTA

01-

l fit) R % CL =r
Vi _i_ .

Model of the circuit in Fig.5.3

o

I consider case 2, in which V,q > Vg — V. In this case assume that my f(t), shown in Fig.5.10, is

equal to equation (C.7):

f(t) =1y = K(Vgs + Vig — V1)* = K(Voyq + Vig)?

So | can write:

f(t) = k(Vovq + Via)?

Having closed the OTA as buffers the differential input signal can be written as:
Via(H) = Vi(©) — Vo ()

(C.7)
(C.10)

(C.11)

Considering the circuit in Fig.5.10, | can write the Kirchhoff equation for the equilibrium of

currents at the output node, | get:
f()) = Yo 4 ¢ Lo
R dt
Developing the second member of (C.10), I get:
f(t) = kVGyq + kVi§ + 2kVovqVia
Replace (C.11) (Viq = V; — V,) in (C.13), and | get:
f(t) = kVGvq + k(Vi — Vo)? + 2kVoyq(V; — V)
By developing terms in brackets, | get:
f(t) = kVGyq + kV? + kVZ — 2kV;V,, + 2kVoyqVi — 2kVoyq Vo
Highlighting some terms, | get:
f(t) = kVa — (2kV; + 2kVoyq) Vo + kVGyq + KV + 2kVoyqV;
f(t) = kVs — (2kV; + 2kVoyq) Vo + k(Vovq + Vi)?
Going to replace C.17 in C.12, | get:

(C.12)

(C.13)

(C.14)

(C.15)

(C.16)
(C.17)
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Vo
f(t) = =
kVZ —

(Zkvi + 2kvOVQ)Vo + k(von + Vi)z = V—RO + C%

Bringing all the terms to the Ieft C.18 becomes:

kvZ —

(2kV; + 2kVoyo)Vo — 32 — C 2

+k(V0VQ+v) =0

Common factor grouping, C.19 becomes

KVZ —

dVO

(2kV; + 2kVoyq — Vo — C 52 + k(Vovq + v) =0

By ordering the terms 4.20 can be rewrltten as:

v,

Cd

== kVZ - (ZkV + ZkVOVQ )VO + k(VOVQ + Vi)z

Dividing for C the first and second members, | get:

av,
dt

Term

In case that R is much greater than 1, the C.22 can be written as:

dV
dt

k 1 1 k 2

1/R negligible:

k 2
V2 2(vi + Vovg)Vo + ¢ (Vi + Vovg)

If 1 put the term (Vi + Vovg) = (D), | can rewrite:

av,
dt

fee)

K K K
= ng — EZf(t)Vo + Ef(zt)
If I put Vo =T (t), and I'm going to make the replacement in C.24, | get:
_ke2 Kk K2
=i — 2 Hofo + iy

The terms for the second member are simplified, and | get:
f(/t) = 0

df(t)
dt

f(t) =

= (v + Vovg) = 0
(Vi + VOVQ) = costant

The equation C.28 is a solution of equation C.23.

Term
dv,
dt

1/R not negligible
£V2 — 22KV, + 2KVoyq — Vo + = (Vovg + Vi)

If 1 put (V- + VOVQ) = f(t) | can rewrite'

dve
dt

(C.12)
(C.18)

(C.19)

(C.20)

(C.21)

(C.22)

(C.23)

(C.24)

(C.25)

(C.26)

(C.27)
(C.28)

(C.22)

(C.29)
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C.3 Particolar solution of Riccati equation

As seen in the previous section if | ignore the term 1/R, and consider the input signal as constant
then Vo=Vi = cost is a particular solution of equation C.23. Returning for convenience the

equations considered in the previous section for R >> 1:
dv, k k k 2

o =2 V8 = 22(Vi + Vove)Vo + ¢ (Vi + Vovg)

By putting the term (V; + Voyq) = f(t), the C.23 becomes:
dv, _ 1_( 2 _ E E 2

= 2 Vo — 2 2f(OVo + 1y

Equation C.24 admits as a solution Vo=f (t)=cost.

(C.23)

(C.24)

In the generic case where | do not neglect the term 1/R, | can write equation C.22 in a form similar

to C.24.
v, Kk 1 1 k 2
=0 = V& — 2 (2kVi + 2kVoyq — Vo + ¢ (Vovq + Vi)
If 1 put (V; + Vovq) = f(t) | can rewrite:

Vo _ky2 _k 1 Ke2

= =2V ¢ 2f(t)V, + = Vo +cfiy
The equation C.29 | can rewrite as:

dvo _ ky2 Kk kea
2= Vé = Z20f(DV, + <G
By comparing C.29 with C.30 I can determine the parameter o
Kk K 1 K K K K
EV(% — EZf(t)Vo + EVO + Ef(zt) = ng — EZaf(t)Vo + Ef(zt)
By simplifying common terms, | get
K 1 Kk
—C 2f(t) + RC- EZaf(t)
—2KRf()+1 _ Kk

RC = — E Z(Xf(t)

_2KRli(t)+1 — —2kaf()
2KRf(H) -1 _

2kRf(t)
Equation C.35, can be rewritten as

1

o=1- R
the equation C.30 admits type solution:
Vo = Bf()

With B and f(t) constants. Going to replace C.37 in C.30, | get:
k k k

0=- (Bf()? — EZocf(t)Bf+ Ef(zt)

0 = B*f2 — 2apf? + f2

Simplifying, | get:

0=p>—2ap+1

The C.40 is a second-degree equation in the unknown B, which admits two solutions:

B, =oatVvar—1
with o

1
a=1- 2KRE(t)

Replacing C.36 in C.41, | get:

(C.22)

(C.29)

(C.30)

(C.31)

(C.32)
(C.33)
(C.34)
(C.35)

(C.36)

(C.37)

(C.38)
(C.39)

(C.40)

(C.41)

(C.36)
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_q4__ 1 __ 1 N2

Pra=1 2kRf(t) £ \/ a 2ka(t)) 1 (C.42)
_ _ 1 _ 2 1 2 _

B1,2 =1 2kRf(t) + J 1 2kRf(t) + (Zka(t)) 1 (C.43)
_ _ 1 _ 1 1 2

Bl,z =1 2kRf(t) + \/ KRf(t) + (Zka(t)) (C'44)

The solution C.37 can be rewritten as:

V, = BE(t) = (o £ VaZ — D(Y) (C.45)

To show that C.45 is a solution of C.30, which carry for convenience, | go to make the substitution
in the equation:

o = 2v2 —22af(t)V, + <2 (C.30)
0= [(a £ VZ = D)f®)]" — 2a(a + VaZ = 1)F(Of + £2 (C.46)
0= (at+vaZ—1)f — 20(a + VoZ — 1)f? + f2 (C.47)
0 = (o + 20002 — 1 + o — 1)f2 — 2022 F 2af2Vo2 — 1 + f2 (C.48)
0 = 022 + 20f2Vo2 — 1 + f20% — f2 — 202f2 F 2af2Va2 — 1+ 2 = 0 (C.49)

The C.45 is therefore a particular solution of the Riccati equation.
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C.4 General solution of Riccati eqution

Considering the equation in normal form

y +AX)y = BE)y?* + C(x)

For:

B(X)=0, it is reduced to a non-homogeneous linear equation;
B(x)=C(x)=0, becomes a homogeneous linear equation;
B(x)#0, C(x)=0, it is reduced to a Bernulli equation with n = 2;
B(x)#0, C(x)#0, is called the Riccati equation;

The equation under consideration is that obtained in the previous paragraph, 4.30:

av,
dt

k k k
= EV& —c Z(xf(t)Vo + Ef(zt)

(C.50)

(C.30)

Which is attributable to C.50 with B(x) # 0, C(x) # 0 which is the fourth case, that is, the equation
of Riccati. Its integration is possible if its particular integral y(x) = y1(x) is known. In this case with
appropriate changes of the variable, it can be brought back to a Bernoulli equation which in turn

becomes a linear equation.

If y; is a particular integer of C.50 it satisfies the equation, that is:
y1 +A®y; = BE)y; + C(x)

By making the difference between C.50 and C.51, | get:

y —yi+ G —yDAX = (y* — y$)B(x)

Placing:
Z=y— "N
Z=Y V"N

2 —yi=G-y)G+y) =G -y)y—y:+2y1) =2z(z + 2y,)
And going to replace C.53, C.54 and C.55in C.52, | get:

z + Ax)z = z(z + 2y;)B(x)

z + Ax)z = z?B(x) + 2y,B(X)z

Z + (A(x) — 2y;B(x))z = B(x)z?

The C.58 is a Bernoulli equation with n = 2 whose integral is:

z = e~ JA-2y1B)dx [_ [B. e~ J(A-2yiB)dx. gy 4 k]~1

Replacing z with equation C.53, | get:

y—y, = e J(A-2y:B)dx [_ [B. o= [(A-2y:B)dx. gy 4 k]2

| can write the C.60 in canonical form:
e—J(A-2y;B)dx N

y=¥— [Be~J(A-2y1B)dx.qx 4k —ViTp

(C.51)
(C.52)
(C.53)
(C.54)
(C.55)
(C.56)
(C.57)
(C.58)
(C.59)

(C.60)

(C.61)

For convenience | rewrite the equation | would like to know about the general integral and the

comparison with the C.50:
av, . k K K
3 + c 2(xf(t)V0 = ;VS + Ef(zt)
y +A(x)y = Bx)y? + C(x)
The comparison shows that:

A(x) = g 20£(t)
B(x) =<
C(x) = %fgt)

(C.62)
(C.50)

(C.63)
(C.64)
(C.65)

222



Appendix C

y1 = Vo = Bf(V) = (a £ va? — (L) (C.66)

For convenience I'm going to break the equation C.61 into three parts, y1, N (numerator) and D

(denominator).

N = e~ J(A-2y;B)dx (C.67)
D= f B- e—f(A—ZY1B)dX dx+ k (C.68)
I'm going to replace C.63, C.64 and C.66 in C.67:

Nze f(%z(xf(t)—z(ui\/az—1)f(t)l§)dx (C.69)
In the case of step signal I can consider f(t)=f(x)=constant and | can rewrite C.69 as:

N = o~ (C2f(O-2(etV@=D)) f dx (C.70)
N = o (B20f0-2(V@@=D0Y)x (C.71)
I'm going to replace C.63, C.64 and C.66 in C.68:

D = K. o J(E2af®-26tVeTDIOYax gy | 1o (C.72)

C
In the case of step signal | can consider f(t)=f(x)=constant and | can rewrite C.72 as:
D = X [ o (@efO-26aV@=Di0) fax gy 4 o (C.73)
C
D= lff e—(gzaf(t)—Z(achxz—1)f(t)]E()X cdx + k (C.74)

The integer of C.74 is:

Dk e—(%ZQf(t)—Z(ai\/az—1)f(t)%>x

T S20f)-2(etV@-DIDY

By simplifying the numerator and denominator the term k/c, C.75 becomes:

e—(%mf(t)—z(ai\/ o2 -1)f(t)lg)x

b=~ 20f(t)—2(atVaZ—1)f(t) +k (C.76)

I'm going to replace the results obtained, C.71 and C.76, in C.61 that | carry for convenience:
e~ J(A-2y1B)dx N

(C.75)

y=¥i— [ B-e~[(A-2y1B)dx.qx 4k =V1i— D (C.61)
e—(%mf(t)—z(aix/u2—1)f(t)lE()x
y=y- —(%Zaf(t)—z(ai\/az—l)f(t)]g)x (C.77)
e 1
20f()—2 (0t a2 —1)f(t)
A denominator there is a sign - so the C.77 can write it as:
e—(%Zaf(t)—Z(ai\/az—1)f(t)%>x
y=y1+ e—(%ZU.f(t)—Z(ai\/uz—1)f(t)%)x (C.78)
2af(t)—2(axva2 —1)f(t) '
e—(%zm’(t)—z(ai\/az—1)f(t)%)x
Yy=YV1+—x K (C.79)
o(czero-20s az_l)f(t)5>x+k(2uf(t)—Z(QiM)f(t))
2af(t)—2 (av 02 —1)f(t)
Kk K
(2uf()—2(at VD)t (t))e—<€2af(t)—Z(aJ_r\/qz__l)f(t)E)x
y=n —(EZaf(t)—z(ah/az—l)f(t)l—()x (C.80)
e \C - /" +k2af(t)—2 (0t VoZ —1)f(t))
In C.80 I will also replace y1:
y1 = Vo = BECO = (a £ VoZ — DI(Y) (C.66)
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k k
af (t) _2(0¢1 [02— 1)f(t))e_(62af(t)—2 (atva? _1)f(t)E)x
k

¢
y = (0t Vo2 —D(D) + . (C.81)
e—<62af(t)—2(ai\/ 2 _1)f(t)E)x+k(2a (=2 (V=T

C.4.1 Constant integration of the general equation of Riccati

e~ J(A-2y1B)dx N
y=n- [ B-e~[(A-2y1B)dx.qx 4k Vi D (C.61)
The equation C.61 can be rewritten as:

e—fT(x)dx N
y=yn- [Be I TMax dytk Yi—p (C.82)
where,
T(x) = (A —2y,B) (C.83)

For a voltage step | can consider T(x) independent of the x variable, and then take it out of the

integral sign. | write the equation C.82 in another form:
1

Y =Y1 7 T pe- ] T8 ax+k] (C.84)
Y =Y1 = ety (C.85)
y=y; - m (C.86)
y=y1— [_%ﬁ (C.87)
Constant integration

Yo=VY1— % (C.89)
yi—Yo = [_%1“(] (C.90)
——=—2+k (C.91)
k=t (c92)
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C.5 Differential equation solution for I-V linear trend

For convenience, carry out the equations in paragraph 4.2 regarding the case study 1, where the

current dependence on the differential voltage is linear.

Case 1: Via < Vgs — Vt

I, = Iyp = K(Vgs + Vig = Vr)* = K(Vovg + Via)?

I, = lpwn = K(Vgs = Vig — VT)Z = K(VOVQ - id)z

I, = Iyp — Ipwn = K(Vgs + Via = Vp)* = K(Vgs — Vig = Vp)? =

(C.4)
(C.5)

= K[(Vos = Vr)? + Via® + 2(Vos — Ve)Vial — K[(Ves — V)2 + Vig® — 2(Vgs — Vi) Vig] =

= K[2(Vgs — Vr)Vial + K[2(Vgs — V)Vig] =
= 4K (Vs — Vr)Vig =4K Vovo)Via
Considering "Case 1" (Viqg < Vgs — Vp):
f() =1; — I, =4KVoyo)Via
f(t) = 4K (Voyo)Via
Via(H) = Vi() — Vo ()

_ Vo, oV
f(t) = L
I replace the (C.95) in (C.94)
f(t) = 4K (Vove) (Vi(®) = Vo (1) )
Development the second member of (C.97):
f(0) = 4K (Vorg)Vi(®) — 4K (Voyg) Vo (t)
For convenience | rewrite (C.96) and go to replace f(t) with the result of (C.98)

Vo av,
f(t) = R +C at

Vo dv,
4K (Vov)Vi(®) — 4K (Vovg)Vo(t) =2+ C—2
I try to write (C.99) in canonical order by sorting and grouping some terms:
v, v,
—4K (Vo) Vo(t) — 2 = C=2 + 4K (Voe)Vi(1) = 0
v,

1
(4K Voyq + )Vo(t) + C—2 — 4K (Vo )Vi(t) = 0
c o

ot (4K Vovo + %) Vo () = 4K (Vovo)Vi

dv, (4—KV0VQ 1 ) _ 4K(Vovo)Vi
a t c T Vo(8) = c

The equation (C.103) is of the form:

o+ AV, = B(®)
If:
B(x)=0; the (C.104) is called a homogeneous linear equation

B(x)#0; the (C.104) is called a not homogeneous linear equation

(C.6)

(C.7)
(C.94)
(C.95)

(C.96)

(C.97)

(C.98)

(C.96)
(C.99)

(C.100)
(C.101)
(C.102)

(C.103)

(C.104)

The general integer is given by the sum of the homogeneous equation solution plus a particular

solution.
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C.5.1 Not homogeneous equation solution
I rewrite for convenience the C.103, C.104:

B (e v = gt 109
d"° + A(H)V, = B(t) (C.104)
The previous equation can be written in the form:

dv, + A(t)V,dt = B(t)dt (C.105)
I consider the first member of equation C.105: (C.106)

In order to integrate (C.105) we look for a function I(t) such that (C.106) multiplied by this function

results in the total differential of y-1(t), that is:

1(t)dV, + [(D)A(t)V,dt = d[V, - (V)] (C.107)
By developing the (C.107), I get:
I1(0)dV, + (1) A(t)V,dt = I(t)dV, + V,, - d[I(t)] (C.108)
By simplifying some terms, | get:
(D) A(t)Vydt = V, - d[I(1)] (C.109)
I(D)A(t)dt = d[I(1)] (C.110)
The (C.110) can be rewritten in the form:

F(g) A(t)dt (C.111)
By integrating both members, | get:
[ I‘(S) [ A(®)dt (C.112)
log (¢ I(x)) = [ A(t)dt (C.113)
¢+ I(x) = eJ At (C.114)
One of the many functions that verify the (C.107) is:
I(x) = e/ A®dt (C.115)
Obtained for ¢ = 1. Resuming the starting equation (C.105)
dv, + A(t)V,dt = B(t)dt (C.105)
And multiplying both members for I (t), you have:
1(t)dV, + [(Y)A(t)V,dt = I(t)B(t)dt (C.116)
Comparing the (C.116) with what is written in (C.107), which carry it for convenience:
1(t)dV, + I(H)A(t)V,dt = d[V, - I(V)] (C.107)
The (C.116) can be written:
d[V, - I(t)] = I(t)B(t)dt (C.117)
The (4.117), integrated, provides the general integer of (C.105) and therefore of (C.104):
[d[V,-1I(1)] = [1(YB(t)dt (C.118)
V, - I(t) = [1(t)B(v)dt (C.119)
v, = [Bo (C.120)

1(t)
With I(t), given by (C.115). Going to replace the value of I(t) in (C.120), you get:
_ [eJAMdtgHdt N

Vo ="—Tama— = p (C.121)
Where N and D are respectively:

N = [ e/ A®dtR(t)dt (C.122)
D = e/ At (C.123)
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By comparing the result of the general equation (4.104) with that (4.103) | want to know the

solution, I can determine the terms A(t) and B(t):
dvVe | (4KVovg | 1 _ 4K(Vovo)Vi
dt +( C + CR)VO(t) - C
From the comparison you can write:
_ 4'KVOVQ i
AD) = ( C + CR)
B(t) _ 4K(V(():VQ)V1
Considering terms A(t) and B(t) as constants, (C.122) and (C.123) can be rewritten as:
N =B-[edtdt =§e‘“+c
D = e4t
The (C.121) can be rewritten as:
_ fefA(t)dtB(t)dt _ %eA't+c

V, = +cre 4t

B
o] A(Ddt T At A

C.5.2 Integration constant calculation
In the case of a unit step, at instantt = 0, Vi =1 and Vo = 0.05:

__ (4KVoyq i
AD) = ( C + CR)
B(t) _ 4K(V(2VQ)V1
| can rewrite the C.128 as:
V,(t) = —2— + ce 4t = pV, + ce At
4-KRVOVQ

With "c" such that V,(0) = V; — Viyq
c=Vi(1—p) —Voyq <O

(C.103)

(C.124)
(C.125)

(C.126)
(C.127)

(C.128)

(C.124)
(C.125)

(C.129)

(C.130)
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C.6 Calculation of the proposed model’s settling time

l fii) R % CL T
Vi _i_ ‘

circuital model

f(v- ) _ { 4kV;)quid |Vid| < Vovq
ld Sgn(Vid)k(Vovq + Vig)? [Vial > Vovq
The regime output voltage is:
Yo
4‘kVovq(Vi - Vo) = R

_ 4kRVpyg
0 T 144kRVppq '
step of input:
Vi(07) =V,
VO =V, =Vi+ A A>V,,

4KRV,,
Via(0") =V, — m‘ﬁ >Vovg (11 <0)

(Vo =V, per R - )

? Vo

t1 ,s"ii’i 50

Teme (s

respnse to input step

The settling time is given by the sum of two contributions:
tser=t1+t2

———

(C.131)

(C.132)
(C.133)

(C.134)

(C.135)
(C.136)

(C.137)

Time ty is due to the case where the current flowing in the load (I.) is nonlinear (case 2) while t; is

due to the case where the current I has a linear trend (case 1).
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C.6.1 Time calculation t;

Explaining the connection between input voltage and output voltage, | have

Via = Vi = Vo

(C.138)

Taking into account that the final value (maximum value) for the differential input voltage, is when

Via =Vos —Vr =V, = Vo = Voy

(C.139)

By expressing the output voltage Vo in function of Vov and indicating with t;, the time instant in

which the output voltage reaches the final value, it has:
Vo(t1) = Vi = Voy

(C.140)

For convenience, carry some equations obtained for the calculation of the integral of the Riccati

equation
(Vi + VOVQ) = f(t)
1
o=1+ 2KRf(t)
The particular integral of Riccati’s equation is:

y1 = Vo = Bf(t) = (e + Va2 — Df(t)

The general integral of Riccati's equation is:
y=y1-

[—=-+keTx]

V(t) = Vo — ——

[~2+keTt]
The integration constant is:
Yo=Y1—

[~2+k]
_ _ 1
Y1—=Yo [_% K]

1 B
=—=+4k
Y1—Yo T

k = 1 B

Y1—=Yo ?
if consider y,=0, I have
1 B
k= o +5
V() =V, -

1

_B 1 . ByTt
[ T+(v‘0+T)e ]

I'm going to impose the condition that allows me to get t;:

_ 1
Vo(tl) = Vi — Voy = Vo — B+t DeT]
S
[‘%+(%+%)eTt]

Vi_vov_V_O=_

_B L By Tty — _ 1

(Vi_vov_v_o)
1 B B 1
(:+—)eTt = -
Vo T T (Vi=Voy—Vo)
B 1
Tt _ T (Vi-Vov-Vo)
€= T B
—+2)
(VO T
B 1
1 T (Vi=Vov—Vo
tl = ;ll’l ( ( 11 OBY O)>
S,

(C.141)

(C.142)

(C.143)

(C.144)
(C.145)

(C.146)
(C.147)

(C.148)
(C.149)

(C.150)
(C.151)

(C.152)
(C.153)

(C.154)

(C.155)
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If consider yo#0, 1 get:

B____ 1
1 T (V;=Vov—-Vgo
tl — %ln < ( 11 OVB 0))

Vo-yo T

C.6.2 Time calculation t,

(C.156)

In the previous section, the general integral of the differential equation in the linear zone was found,

which carry over for convenience:

Vo(t=0) = HV—Zl + ce 4t = pV, + ce At

4-KRVOVQ
Where "c" is the integration constant and is given by:

c=V,(1=p) = V5yq <0

The settling time with an error ¢ is given by t;+t, where t; is the time for which:

Vo =pVo —p(V, —V1)e
pV, = p(Vo = Vi)e = pV, + ce™%2 = pV, — |cle™4"=
1 |l

t2 = A ep(V2—V1)

C.6.3Solution of homogeneous associated

dv, _
3 +A(t)V, =0
v, .

dt - A(t)VO
v, .

V_o = A(t)dt

For Vo#0, | have:

log (c1y) = — [A(t)dt
Gy = e—fA(t)dt

For c1=1/c, | have:

y = Ce—fA(t)dt

Omogeneous equation associated:
% 4'KRVOVQ+1 _

dt ( CR )V"(t) =0
The term A(t) in this case, is:

At) = (4KRIEORVQ+1)

So a solution of the homogeneous associated can be written as:

_ 4KRVOvQ+1
y = ce f( CR )dt
assuming the term A(t) independent of time, I can write:

4—KRVOVQ+1
y = ce_( CR )It

(C.129)

(C.130)

(C.157)
(C.158)

(C.159)

(C.160)
(C.161)
(C.162)

(C.163)
(C.164)

(C.167)

(C.168)

(C.169)

(C.170)

(C.171)
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C.6.4 Integral calculations

+ eil) dx =—=x+In(e*—-1)

[ ==1(-

= f( 4 Label” ) dx = —x +%ln(aebx —1)

J-aebx 1 b aebx—1

f( 1 ) dx = f(1+a2ebe—Zaebx—azeZb"+2aeb") dx =
aebx—1 - (aebx—1)2 -
bx
ae
= + )dx =
f( ebx 1 (aebx 1)2

=x——ln(ae —1)—b

aeb" 1
2ab b
f(a + edx— 1) dx = f[a* + cedx—1 + (cedx—l

a’x + 2ab [—x + %ln(cedx - 1)] + b? [x — %ln(cedx -1)— i;] =

)de=

d (cedx-1)
b p? 1
= (a - b)zx + E(Za - b) ln(ced" - 1) - ;m
[e P*dx = —%e‘p"
2
[(a+ce™9%)2dx = [(a® + 2ace™9% + c?e~29%)dx = a®x — %e‘g" - ;_ge—ng
.« _ 5
Ve=" - Sciet/TNL-1
t/‘r _
NL Sclz
L=+l
V, = (a —Vaz — DY
§=2va? —1¥
VE=W -2V,
Y =14 2VaZ-1 _ (a=D)+2(Voy/P)+Va2-1
- a—VaZ—1-1+2Voy/¥  (a—1)+2(Voy/¥)—VoZ—1
Scy=1+— 8 — 1+ 2Vaz-1 _a-Vy(0)/¥+Vaz-1
Vo—Vo(0) a—vVoZ—1-(Vo(0)/¥)  a—Vq(0)/¥—vaZ—1

2 (a=1)+2Vey/PHVaZ—1 a—Ve(0)/¥—Va?-1
bci (a—1)+2Voy/P—VoZ—1 a—V4(0)/P+VaZ—1

h=vaz-1
__a+th
" a-h
b+h
6(:1 i

X _athb-h _ (ab—h?)+h(b—a) _ m+hn
8¢,  a-hb+h  (ab-h2)-h(b—a) m-hn

m:ab—hzz[(a—1)+2%](a—v"T@)—(az—1)=

- (- (1+502) 4 2~ 42 -

= = [2Vora¥ = 200,150) — i (W4 1 (0)] =

_ Apa@P—A,V,(0)-W-V,(0)
- ZKR‘PZ -

- %[A (a9 —w) = (¥ + 2w =

—{A,[a¥Y(1+4,) - A, - 1] - [Y(A + 4,) +A,]}

‘I—’(1+A )

n=a—V"T(O)—(a—1)—2

Vo (0)+2Vyy

Yoo _ 1 _ YoO+2Voy _

b Y b Y

231



Appendix C

_ 1_A,,FV1+2Vov=l( 12 LAV -V ):
Vo+Vou W \1+4, ov

L[V + (14 A, (AV = V)]

= w(a+ay)
g—_1
~ 2KRW
2Vov
0A, = v = 2n
1 Wy
m+ hn = TR {2nla¥(1 + A4,) — A, V;] — A (1+4,)—-2nV; £

+VoZ — 1[Vy + (1 + A4,)(AV = V,)]} =
- LP(:m,,) {2(1 + 4,)[Vow (a - A_lv) —nhh] +

Vo —1[V; + (1 + 4,) AV = V)13 =
=52V (1= (= 2m) =¥y | £ V@ =T (G + AV = Viu )}

(1+4y)
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C.6.5 Matlab code to estimate settling time and energy
%I have been selected Kotal and VthO1

%Data taken from file “fitting.mat”
load fitting.mat
Kx=Kotal,
Vgs=0.5498;
Vovx=Vgs-VthO1,
Vdd=2.5;
Ib0=5.4e-6;
CL=1e-12;
% Input step
V1=-0.2;
V2=0.2;
% Settling precision
eps=0.001;
% Model parametres
RO=1e6;
Ncm=1;
mm=1,
alpha=1;
K=Kx*mm;
Vov=alpha*Vovx;
R=R0O/Ncm/mm/alpha;
Ib=1b0*alpha*alpha;
% Circuit coefficients for power
if V1<Vv2

h1=1+Ncm;

h2=1;
else

h1=1;

h2=1+Ncm);
end
10=2*1b+Vdd/R;
% Small signal
Gm=4*K*Vov*Ncm,;
Av=GMm*R;
Avdb=20*log10(Av);
GBW=Gm/CL/2/pi;
% Preliminary calculations
AvVi=AV/(Av+1);
VIim=Vov-(1-Avf)*V1,;
VO0=Avf*V1;
psi=Vov+V2;
% Not linear settling
if V2-V1<VIim

T1=0;

Vx=V0;

J1=0;
else

aa=1+1/(2*K*R*psi);
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hh=sqrt(aa*aa-1);
gg=aa-hh;
VL=gg*psi;
dd=2*hh*psi;
Vx=V2-Vov;
TNL=CL/K/dd,;
c1=1/dd+1/(VL-VO0);
SS=dd/(VL-Vx)+1;
pp=dd*cl;
T1=TNL*log(SS/pp)
ex=exp(T1/TNL);
cjl=dd*dd*TNL;
cj2=dd*TNL*(2*(1-gg)*psi-dd);
J1=cj1/(1-pp*ex)+(((1-gg)*psi-dd)"2)*T1+cjl/(pp-1)-cj2*log(pp-1)+cj2*log(pp*ex-1);
end
% Linear settling
Vfin=Avf*V2;
Vin=Avf*V1;
Q=Vfin-Vx;
tau=CL/(Gm+1/R);
T2=tau*log(Q/eps/(Vfin-Vin))
aj=psi-Vfin;
cj=Vfin-Vx;
dj=Vfin-V2*Vov;
ejl=exp(-T2/tau);
ej2=exp(-2*T2/tau);
J2=cj*cj*(1-ej2)+4*aj*cj*(1-ej1)+2*aj*aj*T2/tau;
J2=J2*tau/2;
J3=cj*cj*(1-ej2)-4*dj*cj*(1-ej1)+2*dj*dj*T2/tau;
J3=J3*tau/2;

% Final accounts

Tsettl=T1+T2
Qalim=K*(h1*J1+h1*J2+h2*J3)+10*Tsettl
Ealim=Vdd*Qalim
Econd=CL*Avf*Avf*(V2"2-V172)/2
Ediss=Ealim-Econd

Pavg=Ediss/Tsettl
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C.6.6 Matlab code to plot settling time and energy as function of K and Vov

%Kotal and Vthol
load fitting.mat
%Kx=Kotal;
Vgs=0.5498;
%Vovx=Vgs-VthO1,;
Vdd=2.5;

Ib0=5.4e-6;

CL=1e-12;

% Input step
V1=-0.2;

V2=0.2;

% Settling precision
eps=0.001;

%Cycle for
KK=linspace(1e-04,5e-04,100);
VV=linspace(0.1,0.5,500);
for i=1:length(KK);

for j=1:length(VV);

Kx=KK(i);
Vovx=Vgs-(Vgs-VV(j));
% Model parameters
RO=1e6;

Ncm=1,
mm=1;
alpha=1,

K=Kx*mm;
Vov=alpha*Vovx;
R=R0/Ncm/mm/alpha;
Ib=Ib0*alpha*alpha;

% Circuit coefficients for power
if V1<Vv2

h1=1+Ncm;
h2=1;

else

h1=1,
h2=1+Ncm);

end
10=2*1b+Vdd/R;

% Small signal
Gm=4*K*Vov*Ncm,;
Av=GMm*R;
Avdb=20*log10(Av);
GBW=Gm/CL/2/pi;

% Preliminary calculations
AvVi=AV/(Av+1);
VIim=Vov-(1-Avf)*V1,;
VO=Avf*V1;
psi=Vov+V2;
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% Not linear settling
if V2-V1<VIim
T1(i.))=0;
E1(i,j)=0;
Vx=V0;
J1(i,))=0;
else
aa=1+1/(2*K*R*psi);
hh=sqrt(aa*aa-1);
gg=aa-hh;
VL=gg*psi;
dd=2*hh*psi;
Vx=V2-Vov;
TNL=CL/K/dd,
c1=1/dd+1/(VL-VO0);
SS=dd/(VL-Vx)+1,;
pp=dd*cl;
T1(i,j))=TNL*log(SS/pp);
ex=exp(T1(i,j)/TNL);
cj1=dd*dd*TNL;
cj2=dd*TNL*(2*(1-gg)*psi-dd);
J1(i,))=cj1/(1-pp*ex)+((1-gg)*psi-dd) 2*T1(i,j)+cj1/(pp-1)-cj2*log(pp-1)+cj2*log(pp*ex-1);
end
% Linear settling
Vfin=Avf*V2;
Q=VTFin-Vx;
Vin=Avf*V1;
tau=CL/(Gm+1/R);
T2(i,j)=tau*log(Q/eps/(Vfin-Vin));
aj=psi-Vfin;
cj=Vfin-Vx;
dj=Vfin-V2*Vov;
ejl=exp(-T2(i,j)/tau);
ej2=exp(-2*T2(i,j)/tau);
J2(i,j)=cj*cj*(1-ej2)+4*aj*cj*(1-ej1)+2*aj*aj*T2(i,j)/tau;
J2(i,))=J2(i,j)*tau/2;
J3(i,))=cj*cj*(1-ej2)-4*dj*cj*(1-ej1)+2*dj*dj*T2(i,j)/tau;
J3(i,))=J3(i,j)*tau/2;
% Final calculations
Tsettl(i,j)=T1(i,j)+T2(i,));
Qalim(i,j)=K*(h1*J1(i,j)+h1*J2(i,j)+h2*J3(i,j))+10*Tsettl(i,j);
Ealim(i,j)=Vvdd*Qalim(i,j);
Econd=CL*Avf*Avf*(V2"2-V1"2)/2;
Ediss(i,j)=Ealim(i,j)-Econd,
Pavg(i,j)=Ediss(i,j)/Tsettl(i,));
end
end
figure, mesh(VV,KK,Tsettl), grid on, xlabel("Vov [V]), ylabel('K [A/V"2]), zlabel(Tsett [s]),
title('Tsett 3D")
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figure, surf(VV,KK,Tsettl), grid on, xlabel("Vov [V]), ylabel(K [A/NV"2]), zlabel(Tsett [s]?),
title('Tsett 3D")

figure, contour3(VV,KK,Tsettl), grid on, xlabel("Vov [V]), ylabel('K [A/NV"2]"), zlabel('Tsett [s]?),
title('Tsett 3D")

figure, contour(VV,KK,Tsettl), grid on, xlabel("Vov [V]), ylabel('K [A/NV"2]"), zlabel(Tsett [s]),
title('Tsett)

figure, contour(VV,KK,Ediss), grid on, xlabel("Vov [V]), ylabel('K [A/\V/2]), zlabel('Edis [J]),
title('Edis’)

figure, mesh(VV,KK,Ediss), grid on, xlabel("Vov [V]), ylabel(K [A/N"2]), zlabel(Edis [J]"),
title('Edis 3D")

figure, surf(VV,KK,Ediss), grid on, xlabel("Vov [V]), ylabel('K [A/N"2]), zlabel('Edis [J]),
title('Edis 3D")

figure, contour3(VV,KK,Ediss), grid on, xlabel("Vov [V]'), ylabel('K [A/NV"2]), zlabel('Edis [J]"),
title('Edis’)

figure(9)

hold on, contour(VV,KK,Tsettl), grid on, xlabel("Vov [V]), ylabel('K [A/V"2]"), zlabel('Tsett [s]),
title('Tsett & Edis’)

hold on, contour(VV,KK,Ediss), grid on, xlabel("Vov [V]), ylabel(K [A/NV"2]"), zlabel('Edis [J]),
title('Tsett & Edis’)
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C.6.7 Matlab code to plot settling time and energy as function of K and Ncm

load fitting.mat
%Kx=Kotal,
Vgs=0.5498;
Vovx=V(s-VthO1;
Vdd=2.5;

Ib0=5.4e-6;

ClL=1le-12;

% Input step
V1=-0.2;

V2=0.2;

% Settling precision
eps=0.001;

% Cycle for
KK=linspace(le-04,5e-04,100);
VV=linspace(1,4,30);
for i=1:length(KK);

for j=1:length(VV);
Kx=KK(i);
%Vovx=Vgs-(Vgs-VV()));

% Model parameters
RO=1e6;

Nem=VV(j);
mm=1,
alpha=1;

K=Kx*mm;
Vov=alpha*Vovx;
R=R0O/Ncm/mm/alpha;
Ib=1b0*alpha*alpha;

% Circuit coefficients for power
if Vi<v2

hl1=1+Ncm;
h2=1,

else

h1=1,
h2=1+Ncm;

end
10=2*Ib+Vdd/R;

% Small signal
Gm=4*K*VVov*Ncm;
Av=GM*R;
Avdb=20*log10(Av);
GBW=Gm/CL/2/pi;

% Preliminary calculations
AVF=AV/(Av+1);
VIim=Vov-(1-Avf)*V1,;
VO=Avf*V1;
psi=Vov+V2;

% Non-linear settling
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if V2-V1<VIim

T1(i,j)=0;
E1(i.j)=0;

Vx=V0;

J1(3i.j)=0;
else

aa=1+1/(2*K*R*psi);

hh=sgrt(aa*aa-1);

gg=aa-hh;

VL=gg*psi;

dd=2*hh*psi;

Vx=V2-Vov,

TNL=CL/K/dd;

c1=1/dd+1/(VL-VO0);

SS=dd/(VL-Vx)+1,

pp=dd*cl;

T1(i,))=TNL*log(SS/pp);

ex=exp(T1(i,j)/TNL);

cjl=dd*dd*TNL;

¢j2=dd*TNL*(2*(1-gg)*psi-dd);
J1(i.j)=cj1/(1-pp*ex)+((1-gg)*psi-dd)"2*T1(i,j)+cj1/(pp-1)-cj2*log(pp-1)+cj2*log(pp*ex-1);
end
% Linear settling

Vfin=Avf*V2;

Q=Vfin-Vx;

Vin=Avf*V1;

tau=CL/(Gm+1/R);

T2(i,j)=tau*log(Q/eps/(Vfin-Vin));

aj=psi-Vfin;

cj=Vfin-Vx;

dj=Vfin-V2*Vov;

ejl=exp(-T2(i,j)/tau);

ej2=exp(-2*T2(i,j)/tau);

J2(i,))=cj*cj*(1-ej2)+4*aj*cj*(1-ej1)+2*aj*aj* T2(i,j)/tau;

J2(i,))=Jd2(i,j)*tau/2;

J3(i,))=cj*cj*(1-ej2)-4*dj*cj*(1-ej1)+2*dj*dj*T2(i,j)/tau;

J3(i,J)=J3(i,j)*tau/2;

% Final calculations
Tsettl(i,j)=T1(i,j)+T2(i,j);
Qalim(i,j)=K*(h1*J1(i,j)+h1*J2(i,j)+h2*J3(i,j))+10*Tsettl(i,j);
Ealim(i,j)=Vvdd*Qalim(i,j);
Econd=CL*Avf*Avf*(V2"2-V1'2)/2;
Ediss(i,j)=Ealim(i,j)-Econd;
Pavg(i,j)=Ediss(i,j)/Tsettl(i,);
end
end
figure, mesh(VV,KK,Tsettl), grid on, xlabel('Ncm’), ylabel(K [A/N"2]), zlabel('Tsett [s]?),
title('Tsett 3D")
figure, surf(VV,KK,Tsettl), grid on, xlabel('Ncm"), ylabel('K [A/V/2]), zlabel('Tsett [s]), title('Tsett
3D")
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figure, contour3(VV,KK,Tsettl), grid on, xlabel('Ncm’), ylabel(K [A/NV"2]), zlabel('Tsett [s]?),
title('Tsett 3D")

figure, contour(VV,KK,Tsettl), grid on, xlabel(Ncm’), ylabel(K [A/V"2]), zlabel(Tsett [s]?),
title('Tsett)

figure, contour(VV,KK,Ediss), grid on, xlabel('Ncm’), ylabel('K [A/N"2]), zlabel(Edis [J]),
title('Edis’)

figure, mesh(VV,KKEdiss), grid on, xlabel('Ncm’), ylabel('K [A/V"2]"), zlabel('Edis [J]"), title('Edis
3D")

figure, surf(VV,KK,Ediss), grid on, xlabel('Ncm’), ylabel('"K [A/\V"2]"), zlabel('Edis [J]), title('Edis
3D")

figure, contour3(VV,KK,Ediss), grid on, xlabel('Ncm’), ylabel(K [A/NV"2]), zlabel('Edis [J]"),
title('Edis’)

figure(9)

hold on, contour(VV,KK,Tsettl), grid on, xlabel(Ncm"), ylabel(K [A/N"2]), zlabel('Tsett [s]),
title('Tsett & Edis’)

hold on, contour(VV,KK,Ediss), grid on, xlabel('Ncm"), ylabel('K [A/NV"2]), zlabel('Edis [J]),
title('Tsett & Edis’)
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