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Abstract

The computational singular perturbation (CSP) method is exploited to build a comprehen-

sive framework for analysis and simplification of chemical kinetic models. The necessity

for both smart post-process tools, able to perform rational diagnostics on large numerical

simulations of reactive flows, and affordable reduced kinetic mechanisms, to make the sim-

ulations feasible, is the driving force behind this work. The ultimate goal is to improve

the understanding of the fundamentals of chemically reacting flows. The CSP method is a

suitable candidate for extracting physical insights from reactive flows dynamics that can be

employed for both the generation of simplified kinetic schemes and the calculation of smart

and compact diagnostic observables. Among them, the tangential stretching rate (TSR)

is an estimate of the system’s driving chemical timescale that can be profitably employed

for characterising the reactive flow dynamics in terms of combustion regimes and role of

transport with respect to kinetics. The potentials of TSR are extensively highlighted,

starting from prototypical combustion models, such as batch reactor and unsteady lam-

inar flamelet, and getting to real-life usage on 3-dimensional direct numerical simulation

datasets. The CSP mathematical foundations are then employed for mechanism simplifica-

tion purposes, where small and accurate kinetic mechanisms are sought after. An existing

CSP-based simplification algorithm is improved, aiming at the minimisation of the required

user knowledge, which becomes a critical feature of the algorithm when dealing with new

fuels. Practical applications of the revised algorithm are shown and discussed. Finally, the

focus is shifted from the quest for tight accuracy in the simplified mechanisms towards a

much broader question regarding confidence in detailed kinetic schemes. Uncertainty in the

xvii



xviii ABSTRACT

kinetic model parameters, such as Arrhenius coefficients, can jeopardize the efforts spent in

the reduction challenge. A new, uncertainty-aware, robust CSP simplification strategy is

proposed, discussed and employed, and its robustness demonstrated in a test case involving

an uncertain -in its Arrhenius pre-exponential coefficients- kinetic scheme.



Chapter 1
Introduction

The control of fire by early humans was a climax of human evolution, in both practical and

cultural aspects. Some hundred thousands of years later, today, controlled fire is still at the

heart of many fundamental human activities, from domestic heating to automotive, aero-

nautical and space engines. Despite the numerous attempts at introducing alternate energy

sources, the main supplier to the world energy and power generation needs still remains

chemical energy derived from combustion. When the mathematical and engineering tools

began to be adequate to treat combustion in the early second half of the 20th century, the

line of action was in the direction of maximizing the power outputs of combustion devices.

In the last decades, the direction changed in favor of more efficient and cleaner burning,

facing new challenges in terms of pollutant emissions and fuel savings, that shifted the

spotlight from power maximization to the reduction of environmental impact. Formation

of soot, unburnt hydrocarbons (UHC), nitrogen oxides (NOx) and sulfur oxides (SOx)

suddenly received major attention, as well as the depletion of fossil fuels. Combustion

scientists realized that the improvement of existing combustion devices architectures was

not enough to address these new challenges, but instead a deeper fundamental research on

combustion phenomena and alternate fuels was required.

The automotive industry is a fair example of this paradigm change. Brand new engine

concepts are being studied to replace the noisy and soot/NOx emitter diesel engine, since

1



2 CHAPTER 1. INTRODUCTION

these disadvantages originate at the very heart of its operational principle. One example

is the stratified charged combustion engine, that exploits the reduced pollutant emission

and improved efficiency of lean mixtures. Nonetheless, lean mixtures are difficult to ignite,

hence richer mixtures are employed for the ignition process, stratifying the mixture from

lean to rich. Another, quite conceptually different, example is the homogeneous charge

compression ignition (HCCI) engine, which reduces soot/NOx formation by having reac-

tion taking place homogeneously within the entire engine cylinder, thanks to an elevated

temperature of the reactants and a low temperature increase in the combustion process,

usually at high pressure.

It becomes clear that fundamental understanding of chemically reacting flows is an

essential step for enabling breakthrough advancements in propulsion technologies. Such

flows are characterized by strong relationships between turbulence, mixing and chemi-

cal reactions, that interact over a wide dynamic range of space and time scales. This

complexity translates into difficulties in formulating affordable predictive models, and is

further aggravated by the general direction in which engines are changing because of the

increasingly stringent requirements on efficiency and emissions, e.g. higher pressures, lower

temperatures, and higher levels of dilution.

The largest computational burden comes typically from chemistry. Detailed chemical

kinetic mechanisms are used to describe the transformation of reactants into products

through a usually large number of elementary steps. As a consequence, such mechanisms

involve a multitude of species and reactions, often acting over a wide spectrum of disparate

timescales which can range from nanoseconds to minutes. Hence, combustion systems are

inclined to be affected by complexity issues arising from both the dimensionality of the

problem, since the number of species can easily reach the order of the 1000’s in large

hydrocarbons combustion, and the stiffness originating from the presence of very different

timescales.

Despite the continual growth in the size, speed and availability of large computers,

these two main sources of complexity heavily affect the resolution of combustion problems.

Typical combustion codes necessarily need to employ turbulence modeling, such as in large

eddy simulations (LES) and Reynolds-averaged Navier-Stokes simulations (RANS), and/or
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reduced kinetic mechanisms, to alleviate the computational cost. Nonetheless, even if the

detailed kinetic scheme were affordable, e.g. when simple fuels such as hydrogen or methane

are involved, the associated stiffness of the governing equations requires special attention,

i.e. in choosing the appropriate numerical methods to be employed for the integration.

Notwithstanding these complications, the tremendous growth in computational capa-

bilities and the constant need for unconventional combustion regimes and alternative fuels

are pushing towards (i) direct numerical simulations (DNS) of all the scales involved in

the turbulent combustion phenomena, even with detailed chemistry, eventually capable of

replacing laboratory experiments, and (ii) the development of increasingly larger kinetic

mechanisms that are adequate for describing today’s and next-generation fuels, which are

composed of a multitude of different molecular components. These two parallel directions

of development are accentuating the need for both effective numerical diagnostics capabil-

ities that allow to face the considerable amount of information that a DNS delivers, and

reliable and accurate reduced models for chemistry, that are crucial for the DNS feasibility.

The computational singular perturbation (CSP) framework offers the possibility to

tackle both the necessities: it allows to analyze the system’s dynamics and extract physical

insights that can be employed for both the generation of simplified kinetic schemes and

the calculation of smart and compact diagnostic observables. The CSP method relies on

the projection of the chemical source term over a suitable orthonormal basis, yielding an

alternative representation in terms of modes, which are associated to time scales. Some of

the (fast) chemical time scales can be considered exhausted, or in near equilibrium, in the

time frame of interest, allowing for the definition of a local subspace - the slow invariant

manifold - where the system evolves according to the slow scales. Starting from this

chemical space decomposition, a number of tools can be exploited with the aim of extracting

information from the system’s dynamics, opening the way to either model reduction or

system’s diagnostics. Chapter 2 introduces the CSP framework and its main mathematical

foundations.

The a-posteriori interpretation of combustion problems is crucial when high fidelity

simulations are performed. There is a widespread need to rationalize the number of observ-

ables of a large reactive flow simulation, with the aim of getting the truly relevant physical
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insights and of identifying the global features of the combustion phenomena. Chapter 3

will be devoted to the definition of a number of CSP-derived tools that can be used in a

post-process stage for the above purposes. In particular, the Tangential Stretching Rate

will be shown to represent a valuable indicator of the combustion regime, capable of (i) es-

timating the truly active chemical time scale, among the wide spectrum of scales involved,

(ii) characterizing the explosive/dissipative nature of the dynamics, and (iii) recognizing

whether or not kinetics is the controlling process with respect to transport.

Chapter 4, instead, will tackle the mechanism simplification problem within the CSP

framework. First, a well established automatic procedure for generating skeletal mecha-

nisms will be reviewed. Next, a number of improvements to the traditional CSP algorithm

will be introduced that exhibit a considerable impact on the quality of the obtained mecha-

nisms, by minimizing the number of retained species without compromising their accuracy

with respect to the detailed one.

While the need for smaller and accurate chemical schemes is constantly increasing, the

growth in the complexity of combustion problems and kinetic mechanisms, supported by

increased computational capabilities, can lead to a misplaced focus on tight accuracy in

numerical simulations when reduced models for chemistry are employed. In other words,

the efforts spent in the reduction challenge should take into account that overconfidence

in the detailed kinetic scheme, which is used as a baseline/reference model, can shadow

other sources of error, such as uncertainty in model parameters. Typical kinetic model

parameters affected by uncertainty are the rate coefficients, which are often built out of

experiments and empirical considerations. Thus, a chemical model reduction strategy that

is aware of such uncertainties may be desirable, in order to ascertain the range of validity

of the obtained simplified mechanisms within a probabilistic setting. This strategy is

presented in chapter 5.



Chapter 2
Foundations of the CSP method

The reduction of the size and stiffness associated to a combustion problem involving large

and complex chemical kinetic mechanisms is crucial to obtain accurate predictions of com-

bustion phenomena within reasonable computational time frames. Over the past decades,

a large number of reduction methods have been proposed and implemented in computer

codes with the aim of simplifying complex mathematical models or to acquire understand-

ing of the underlying physics. Among them, methods such as the Quasi Steady State

Approximation (QSSA) [1, 2], the Partial Equilibrium Assumption (PEA) [3], the Intrin-

sic Low Dimensional Manifold (ILDM) [4, 5], the Fraser and Roussel method [6, 7, 8, 9]

and the Computational Singular Perturbation (CSP) [10, 11, 12, 13] have been extensively

used in several fields other than combustion, including biochemistry, enzyme kinetics, at-

mospheric science and economics [14, 15, 16]. These methods usually label the systems

variables, i.e. chemical species, either as major (slow), which evolve on a low dimensional,

attractive subspace, commonly referred to as ”slow invariant manifold”, or minor (fast),

which somehow are slaved to the slow variables. The long term dynamics of the system

will be governed by the dynamics on the manifold, this resulting in a general reduction

of complexity, being the dimension of the manifold smaller than the original phase space

dimensionality. Hence, the reduction methods generally seek the manifold, or a suitable

approximation of it, to lower the overall dimension of the system and reduce its stiffness,

5
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eventually constructing a slow system which is less complex and easier to understand.

Conventional methods such as QSSA or PEA, developed in the first half of the 20th

century, rely on experience and intuition to label the quasi-steady-state species or the fast

reactions, often leading to an inaccurate identification of the slow manifold. The more re-

cent methods, such as ILDM, Fraser and Roussel, and CSP, are based on stronger geometric

foundations to identify the system’s asymptotic dynamics, hence are considered more reli-

able in the determination of the low-dimensional manifold. An exhaustive comparison of

the three is given in [17].

Beside the geometrical methods, a consistent number of recent works have been de-

veloped following different approaches. Such methods seek lower-dimensional models by

eliminating unimportant species/reactions, employing graph analysis [18], reaction path re-

lations [19] and path flux analysis [20] to measure the degree of interaction among species.

This chapter will be devoted to: (i) illustrate the proper mathematical setting of re-

duction methods for stiff problems, (ii) briefly review the conventional reduction methods,

(iii) give a thorough description of the CSP method, and (iv) extend the CSP concepts to

PDE systems involving both kinetics and transport.

2.1 Reduction methods for singularly perturbed prob-

lems

A generic, spatially homogeneous kinetic system is described by a set of ODE’s:

dy

dt
= ẏ = g(y), y(0) = y0, y ∈ RN , (2.1.1)

where y is a N-dimensional state vector containing the chemical species and g(y) is a

generic chemical source term. Reduction methods are developed for systems which evolve

on two distinct time scales, with a small parameter ε which is indicative of the fast/slow

time scale gap in the dynamics of the system. The singularly perturbed form of system
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(2.1.1) reads:

dys
dt

= εgs(ys,yf , ε) (2.1.2)

dyf
dt

= gf (ys,yf , ε), (2.1.3)

where ys ∈ Rm is the vector of slow variables, yf ∈ Rn the vector of fast variables. The

time t is usually referred to as the fast time, being the time scale on which the fast variables

evolve, and the system (2.1.2)-(2.1.3) may be identified as the fast system. Defining τ = εt,

the system acquires the equivalent slow form:

dys
dτ

= gs(ys,yf , ε) (2.1.4)

ε
dyf
dτ

= gf (ys,yf , ε). (2.1.5)

In the limit ε→ 0, system (2.1.4)-(2.1.5) reduces to:

dys
dτ

= gs(ys,yf , 0) (2.1.6)

0 = gf (ys,yf , 0), (2.1.7)

where the first equation describes the evolution of the slow variables, thus the system’s

long-term dynamics, and the second equation represents an algebraic constraint which

confines the reduced slow system to a reduced slow manifold. It is to be noted that the

explicit singularly perturbed form of system (2.1.2)-(2.1.3) is never available in complex

chemical-physical systems, where the determination of the slow and fast variables and of

the parameter ε is a substantial part of the reduction process.

2.1.1 Conventional reduction methods

Very popular and extensively used for decades, the quasi-steady-state approximation (QSSA)

and the partial equilibrium approximation (PEA) are considered the conventional meth-

ods for dealing with the class of problems described in § 2.1, however they strongly rely on

intuition, this characteristic making them unfeasible for large and complex kinetic prob-

lems such as those of interest today. Despite this critical weak point, studies have been



8 CHAPTER 2. FOUNDATIONS OF THE CSP METHOD

conducted in the last decade concerning their validity, their geometric interpretation and

their implementation.

Both methods aim at constructing a reduced (N-M)-dimensional model of system (2.1.1)

by employing M algebraic relations involving the reaction rates. Depending on the nature

of these relations, the QSSA and the PEA methods can be distinguished. In particular,

the QSSA presumes the specification of M components of the state vector, i.e. chemical

species, whose rates of formation and destruction are much larger in magnitude than their

difference: their net rate of change is neglected. It follows that the right-hand-sides gf

corresponding to the M quasi-steady-state species are put equal to zero, constituting the

M algebraic relations of the QSSA method. These algebraic equations can be used to calcu-

late the concentrations of the QSS-species from the concentrations of the other (non-QSS)

species. The system of ODEs for the non-QSS-species and the system of algebraic equa-

tions for the QSS-species together form a coupled system of differential algebraic equations

(DAE).

In the PEA method, instead, M reactions are labeled as those having their forward and

backward rates much larger than the magnitude of their difference, i.e. they are in equi-

librium, hence the algebraic relations involve the M reaction rates contained in the right-

hand-sides of all the state variables. Again, this results in a DAE system.

Goussis [21] analyzed and compared the two methods, concluding that, once the vari-

ables and processes associated the most with the fast time scales are properly identified, a

valid QSSA or PEA is a limit case of leading-order asymptotics, producing O(ε) accuracy,

and that a valid QSSA is a limit case of a valid PEA. A proper identification of the fast

variables/processes remains the limiting feature of this class of methods.

2.2 Computational Singular Perturbation

2.2.1 Basic CSP concepts

What follows is mainly due to Lam and Goussis [10, 13], who introduced the CSP method as

a valuable mathematical tool capable of extracting physical insights on massively complex

reaction systems, in contrast with the conventional methods, such as the quasi-steady-state
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or the partial-equilibrium approximation, which heavily relied on experience and intuition.

Consider again a spatially homogeneous chemical kinetic system whose dynamics is de-

scribed by a Cauchy problem of the form:

dy

dt
= g(y), y(0) = y0, y ∈ RN . (2.2.1)

where y is a N-dimensional state vector and g(y) is a generic chemical source term. The N-

dimensional state vector y usually contains the N chemical species concentrations and the

N-dimensional column vector g(y) is the overall reaction rate vector, usually defined as the

matrix product between a N-by-R stoichiometric matrix and a R-dimensional reaction rate

vector, where R is the number of unidirectional reactions1. The definition of the state vector

y can be extended to include thermo-dynamic variables (temperature, pressure, internal

energy, entropy, ...), this requiring a suitable generalization of the coefficients matrix, to

accommodate laws of energy conservation, entropy production, and so forth2. A thorough

definition of the set of ODEs describing a spatially homogeneous chemical kinetic system is

given in Appendix A. Here, it is only important to stress that in today’s complex chemical

problems, N and R may be very large numbers: O(1000) chemical species and O(10000)

chemical reactions.

The main idea behind the CSP method is to find and exploit an alternative repre-

sentation for g(y), which is a non-linear function of y, built by summing all the physical

processes that contribute to the production/consumption of y. This physical representation

of g(y) is not capable to give insights on the problem more than the physical explanation

of each term used to build it, namely the contribution of each reaction to the time rate of

change of the species concentrations. The CSP method takes advantage of the following

alternative modal representation:

dy

dt
= g(y) =

∑
i=1,N

aif
i, (2.2.2)

1In many textbooks, the number of unidirectional reactions is denoted by 2R, where R is the number

of reversible reactions.
2For the sake of clarity, the number of system’s variables will be always denoted as N, although in all

the practical applications of this work, involving the models presented in Appendix A, the state vector

includes also temperature, so that the number of variables is N+1.
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which is always valid as long as ai is a set of linearly independent column vectors. The N

arbitrarily chosen column vectors ai are called CSP-vectors, which span the tangent space

TCy at y, and the set of N scalars f i are called amplitudes of the CSP-modes, which are

given by:

f i:=bi · g(y). (2.2.3)

The set of N row vectors bi are the dual of ai, spanning the dual of the tangent space

TC∗y , such that they satisfy the biorthonormality condition:

bi · ai = δij ,

N∑
i=1

aib
i = I, (2.2.4)

where I is the identity matrix. The condition (2.2.4) and the definition (2.2.3) allow to

recover the original representation of system (2.2.2).

The CSP method aims at answering a number of questions, such as: how to derive a

reduced reaction system which involves a smaller set of chemical species and elementary

reactions? How to identify the rate-controlling reactions? How to identify the intrinsic

chemical time scales and the directions in phase space along which they act? Which are

the exhausted chemical time scales? These, and many more questions, can be answered by

choosing a suitable set of basis vectors, thus obtaining the sought-after representation of g

that allows to explore the features of the dynamical system (2.2.1).

2.2.2 The ideal basis vectors

A good set of projection basis vectors should allow to decouple the modes time evolution,

so that a speed-based ordering of the modes can be done. This, in turn, will allow to

exploit the time scale gap typical of the singularly perturbed problems.

The modes evolution in time can be expressed as a non-linear system of ODEs:

df i

dt
=

N∑
j=1

Λijf
j , Λij =

(
dbi

dt
+ biJ

)
aj , (2.2.5)

which follows from the time differentiation of the definition of f i, and where J(y) is the

N-by-N Jacobian matrix (∂gi/∂yj) of g(y). An ideal system of basis vectors {{ai}; {bi}}
is such that the matrix Λ is diagonal, i.e. Λ = diag(µi). It follows that, in this case,
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the system (2.2.5) is decoupled, and each mode amplitude evolves in time independently,

according to:
df i

dt
= µif

i. (2.2.6)

This, in turn, allows to define a spectrum of intrinsic local time scales as {1/µi} and

to order the modes based on the values of µi, eventually leading to a suitable fast/slow

decomposition. For linear problems where J is a constant matrix, the ideal basis vectors

would be the (constant) ordered eigen-vectors of J . For non-linear problems, and this is

the case of reactive systems, the eigen-vectors of J are time-dependent, and they do not

diagonalize Λ.

Lam and Goussis [11] proposed the so-called CSP-refinement procedure, which is an

iterative method that weakens the coupling between fast and slow modes, supposing that

a suitable criterion for the determination of the number of fast modes is available. This

method produces refined basis vectors after each step that satisfy the biorthonormal re-

lations and is a generalization of the so-called power method for computing eigen-vectors.

It produces a block diagonal Λ when converged. Each refinement cycle was shown to in-

crease the accuracy of the reduced model by a factor of the order of the fast/slow timescale

gap [11].

In the context of this work, instead, leading order approximations of the basis vectors

will be employed, these consisting in the right and left eigen-vectors of the Jacobian matrix.

This approximation is the result of neglecting the term dbi/dt in Eq. (2.2.5), which means

assuming that the system is locally linear. It follows that, the inverse of the Jacobian

eigenvalues λi will be adopted as leading order approximations of the intrinsic time scales,

i.e. Λ = diag(λ) is the eigen-value matrix of J . Such leading order approximation is

considered adequate for systems exhibiting a sufficiently large gap between fast and slow

timescales [11].

In principle, a nondiagonal Λ introduces a certain degree of mode-mixing, which ren-

ders the discrimination between timescales ambiguous. Note that a converged refinement

procedure delivers a block-diagonal Λ, which still retains couplings between modes in the

fast and slow subspaces. The validity of the CSP-refined vectors, and their leading order

approximation, namely the Jacobian eigen-vectors, is discussed in [22], where it is con-
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cluded that the CSP vectors are not a proper set of basis vectors in presence of persistent

oscillatory behaviors. However, such dynamical systems are out of the scope of the present

work, although chemical kinetics systems may exhibit periodic and chaotic attractors.

2.2.3 The number of exhausted modes

The N CSP-modes in Eq. (2.2.2) are ordered so that the first (i = 1) mode refers to the

fastest chemical time scale, as measured by the modulus of the eigen-value associated to

that mode, the second (i = 2) mode refers to the second fastest, etc.

At any time epoch, one can partition the tangent space into the slow and fast subspaces.

The criterion that determines the dimension of the fast subspace M , is based on the

definition of an error vector yerror defined as yierr = εirely
i + εiabs, i = 1, N , where εirel and

εiabs are the maximum relative and absolute errors on the i-th element of the state vector y

respectively. The number M of time scales which - within the limits of accuracy specified

by the given error vector - are considered exhausted (in near equilibrium), is defined [23]

as the largest integer lying between 1 and N that satisfies the following inequality for each

i = 1, N :

δyifast ≈ |τM+1
chem

M∑
r=1

airf
r| < yierror = εirely

i + εiabs, (2.2.7)

where τM+1
chem = |1/λM+1| is the fastest of the slow chemical time scales. The summation1

in Eq.(2.2.7) implicitly assumes as constant the value of the fast mode amplitudes over

a time period of the order of τM+1
chem , with the risk of overestimating the contributions of

the modes having an eigenvalue with a large negative real part. A more accurate and less

conservative estimate of the fast subspace dimension is here proposed. The new estimate

is built by retaining the functional dependence of fr with time, and then approximating

the amplitude evolution fr(t) with fr0 e
λrt, thus assuming an exponential growth/decay of

fr(t) according to the corresponding positive/negative real part of its eigenvalue. Hence,

1The summation index r (as “rapid”) is employed in place of f (as “fast”) to avoid confusion with the

mode amplitude symbol.
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the contribution to the change of the state variables due to the fast subspace becomes:

δyifast ≈
∣∣∣∣∣
∫ τM+1

chem

0

(
M∑
r=1

airf
r(t)

)
dt

∣∣∣∣∣ =

∣∣∣∣∣
∫ τM+1

chem

0

(
M∑
r=1

airf
r
0 e
λrt

)
dt

∣∣∣∣∣ , (2.2.8)

where fr0 are the values of the fast mode amplitudes at the beginning of the time interval

of duration τM+1
chem . The last integral can be solved in closed form to yield the improved

criterion that determines the dimension of the fast subspace M as the largest integer that

satisfies the following inequality for each component i of the state vector:

δyifast ≈ |τM+1
chem

M∑
r=1

airf
r
0

1− eλrτM+1
chem

λr
| < yierror = εirely

i + εiabs. (2.2.9)

When Eq. (2.2.9) is satisfied, then the dimension M is obtained and the following relations

hold:

fr ≈ 0 r = 1,M . (2.2.10)

Hence, we refer to the chemical time scales τ rchem (r = 1,M) as those being “exhausted”

and the corresponding modes as the “fast” modes. Note that exhausted modes occur

because of cancellations of balancing reactions at equilibrium. The remaining N −M time

scales and modes are declared as being “slow”, and are considered the currently active

modes, i.e. the modes that give a net contribution to g. The fast and slow modes span

the fast and slow subspaces, respectively.

The number M of exhausted chemical time scales corresponds to the number of degrees

of freedom lost by the trajectory, i.e. the trajectory has no components in the directions

along which the exhausted time scales act, and the dimension of the manifold is N −
M . Thus, Eq. (2.2.10) defines the slow invariant manifold (SIM), and the M algebraic

constraints yield a set of M approximate equations of state.

The species most affected by these constraints are those whose axis is the most parallel

to the direction along which the fast time scales act. Therefore, when a fast time scale

becomes exhausted, the concentration of that species will, in essence, not change along this

direction; i.e., it has achieved a “directional steady-state” status. The terminology used

in the CSP literature [24] refers to these species not as “steady-state” species but as “CSP

radicals”. The generalization of this concept will be given in § 2.2.4.
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Among the slow modes, a number of modes may have a negligible contribution to g.

These modes are called “dormant”, or “conserved”. However, f icons ≈ 0 cannot be used as

an additional constraint, such as those of Eq.(2.2.10), but rather as an information about g

being frozen in specific directions. The atomic species conservation laws reveal themselves

as permanent dormant modes. Note that, while in the exhausted modes the reactions par-

ticipation is considerable, although the net contribution is zero, the dormant modes may

have no participant at all.

Figure 1 is a sketch showing the amplitude evolutions of the different classes of modes.

The green line is the amplitude of a mode which is considered exhausted over the repre-

sented timescale. The blue and red lines are two slow modes - the blue one is faster than

the red one - which change considerably during the timescale of interest. The dashed black

line is a permanent dormant mode, whose amplitude is always zero.
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�
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Figure 1: A sketch of the amplitude evolution of 4 representative modes: an exhausted

mode (green), two slow modes (faster one is blue, slower one is red) and a permanent

dormant mode (black dashed)

2.2.4 CSP pointers

The concept of CSP pointers was introduced by Lam and Goussis [10, 13] to determine

which of the N ODEs could be replaced by the M algebraic constraints obtained with the
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exhausted modes criterion. The CSP radicals are the species that should be solved for in

the M equations of state. The identification of the radical species is done through CSP,

which associates with each exhausted mode one or more species by the radical pointer,

hence it does not rely on experience and/or intuition. Geometrically, the pointer is a

measure of how large the mutual projection of the m-th mode is onto the k-th coordinate

axis representing the k-th species, or, in other words, how “perpendicular” the k-th species

axis is to the surface defined by the m-th equation of state in the phase space.

The radical pointer of the m-th mode, Qm, is defined by the N diagonal elements of

the N-by-N matrix amb
m:

Qm = amb
m (no sum on m). (2.2.11)

Because of the biorthonormality property of the basis vectors ai and bj , defined in Eq.(2.2.4),

it follows that:
N∑
m=1

Qm = AB = BA = I, (2.2.12)

where A and B are the matrices containing the basis vectors ai and bj , respectively, and

I is the identity matrix. Hence, the system (2.2.1) may be rewritten as:

dy

dt
= g = ABg =

(
N∑
m=1

Qm

)
g. (2.2.13)

Defining ek the row versor having the k-th direction in the phase space, and ek its dual

column versor, the time evolution of the k-th component of y may be expressed as:

dyk

dt
= gk = ekg =

(
N∑
m=1

ekQm

)
g =

N∑
i=1

N∑
m=1

ekQmei g
i. (2.2.14)

Since
∑N
m=1 e

kQmei = δki , Eq.(2.2.14) becomes:

dyk

dt
=

N∑
m=1

ekQmek g
k, (2.2.15)

where each term ekQmek is the k-th diagonal term of the m-th Q matrix. It also follows

that the sum of the diagonal entries of each matrix Qm equals unity.

The magnitude of the k-th diagonal entry of Qm, i.e. ekQmek = diagk(Qm), measures the
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relation of the m-th mode to the k-th species. Whenever diagk(Qm) is non-small and m

is declared as fast mode, then k is a CSP radical species. Note, however, that more than

one CSP radical can be associated to each fast mode, but not necessarily the one with the

largest pointer will be a true CSP radical. This issue may be addressed by considering

the M species associated to the whole fast subspace, which is M-dimensional, instead of

associating one radical species to each mode. This can be done by projecting in the k-th

direction the matrix Q̂, defined as:

Q̂(M) =

M∑
m=1

Qm. (2.2.16)

Hence, the diagonal entries of Q̂ may be sorted in descending order based on their mag-

nitude. The first M elements will define the M radical species, the remaining N-M species

will be declared as slow species, or non-radical species.

Note that, among the M radical species, there might be a number of species that

contribute insignificantly to the mixture composition, either because they have not yet

been produced from the reactants or because they have been entirely consumed. Such

species may be declared as ”trace” if their concentration is smaller than a certain tolerance

and their source term is not positive. The latter constraint is needed to avoid the inclusion

of true radicals, whose concentration is usually small, into the trace species pool.

Practically speaking, the CSP pointers offer the possibility of: (i) partitioning the state

vector in three subsets, namely trace species, radical/fast species and non-radical/slow

species, (ii) identifying the species most affected by a given mode, which is a useful tool

to get insights on the physics of some interesting modes, e.g. the explosive mode, or the

most energy-containing modes, as will be discussed in § 3.3.

2.3 Extension of CSP to non-homogeneous problems

Let us now consider a generic reactive flow system, whose dynamics is described by a set

of PDEs of the form:

∂y

∂t
= Lx(y) + g(y), BCs on y, y(0) = y0. (2.3.1)
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where y ∈ RN and g(y) are defined as in Eq.(2.2.1), whereas Lx(y) represents a generic

transport term such as convection and/or diffusion, or the sum of the two.

As discussed in [25], the most natural extension of the CSP concepts for a set of PDEs

involves resorting to a method of line discretization which transforms the set of PDEs

into a set of ODEs. However, the dimension of the space increases proportionally to the

number of cells K used in the space discretization, that is the state vector lives in an

extended space of dimensions N × K. Moreover, the discrete eigen-system is related to

the combined kinetic plus transport nature of the system, and the discrete eigenvectors are

approximation of the global eigenfunction of the spatial operators. All these concepts are

theoretically sound, but practically difficult to manage. Moreover their information has a

global (spatially speaking) nature and do not provide local information about the flow.

Therefore, an alternative, albeit less rigorous, approach is to accept to work in the

original N dimensional space defined by the kinetics only. In this context, transport affects

only the amplitude of the kinetic eigen-modes but not the structure of the mode themselves.

More details on how to relate reactive with reactive-diffusive time scales can be found in

[25].

Thus, as discussed in [26], one can recast Eq. (2.3.1) as an expansion over the kinetic

modes as follows:

∂y

∂t
= Lx(y) + g(y) =

∑
i=1,N

ai(y)hi(y), (2.3.2)

where the modal amplitudes hi are defined as:

hi = bi · (Lx(y) + g(y)) . (2.3.3)

The N CSP-modes in Eq. (2.3.2) are ordered so that the first (i = 1) mode refers to

the fastest chemical timescale, the second (i = 2) mode refers to the second fastest, etc.

At any time epoch and space location, one can partition the tangent space into the

slow and fast subspaces, in the very same way discussed in § 2.2.3, which is by applying

the exhausted modes criterion:

δyifast ≈ |τM+1
chem

M∑
r=1

airh
r
0

1− eλrτM+1
chem

λr
| < yierror = εirely

i + εiabs. (2.3.4)
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The criterion allows to determine the dimension M of the fast subspace. Note the use of

the modal amplitudes hi, instead of f i. When the amplitudes of the M fastest modes have

vanished, i.e., when the following relations hold:

hr ≈ 0 r = 1,M (2.3.5)

then we will declare “exhausted” the chemical timescales τ rchem (r = 1,M) and “fast” the

corresponding modes. Equation (2.3.5) defines the Slow Invariant Manifold. The remaining

N −M timescales and modes are declared as being “slow”.

It should be noted that in the case of zero transport, i.e. Lx = 0, hi translates to f i

and all the previously introduced relations are consistent with the CSP approach for ODE

systems.

Note that hr ≈ 0 only if (bi ·Lx(y)) ≈ −(bi ·g(y)), that is, when transport and kinetics

balance each other along the direction of the i-th mode at the scale defined by the i-th

eigenvalue.

When |bi · L(x)| � 1 the mode is kinetically controlled and hr ≈ 0 occurs because

kinetics reaches equilibrium on that scale as defined by the condition |bi · g(x)| ≈ 0.

This condition, as already observed in § 2.2.3, occurs because of cancellations of balancing

reactions at equilibrium.

However, when hr ≈ 0 and |bi ·Lx(y)| is not negligible, kinetics cannot stay in equilib-

rium because transport drives it off equilibrium.

Also note that in an ODE system involving only kinetics, a zero (kinetic) eigenvalue, say

λi = 0, corresponds to a mode ai which defines a (linear) conservation law (possibly an

atomic species conservation) according to the expression: f icons = bi ·g(y) ≈ 0. However, in

a PDE system involving transport, it might occur that Lx(y) could have a non-negligible

projection over the same mode, say bi · Lx(y) 6= 0, so that in this circumstance the con-

servation law does not hold anymore (bi · (Lx(y) + g(y)) 6= 0).



Chapter 3
CSP-based tools for reactive flows

diagnostics

The CSP method was originally developed with the aim of extracting physical information

about complex chemical kinetic systems, to be possibly employed for the generation of

reduced models, the latter being capable of alleviating the computational costs associated

to the resolution of the stiff and large detailed problem. Besides the model reduction

task, which will be addressed in chapter 4, the computational tools that the CSP method

offers can be effectively employed to get a-posteriori information and physical insights on

combustion problems which involve complex kinetic schemes and/or interaction between

chemistry and transport. The interpretation of combustion problems, especially when the

computational domain and/or the number of variables, i.e. chemical species, are large, is a

challenging task that should allow to get fundamental understanding of reactive systems’

characteristics.

Today’s technological advancement in computational science and the difficulties in re-

alizing a wide class of experiments in the laboratory, are pushing towards high fidelity

simulations, such as direct numerical simulations (DNS), that produce a huge quantity of

information. It is therefore crucial to have computational tools that rationalize the num-

ber of observables, giving the possibility of identifying the dominating physical processes

19
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and systematically determine a number of global combustion characteristics, such as flame

structures, flame fronts, ignition nature and combustion regimes. For example, the in-

teraction between chemistry and transport is a key aspect in combustion modeling. The

Damköhler (Da) number, which is often employed to characterize the combustion regime,

is the ratio of a mixing or flow time scale to a chemical time scale. The choice of a rep-

resentative chemical time scale is usually a complex task which can be addressed with a

recently developed CSP-based tool: the Tangential Stretching Rate [27, 28, 29].

In this chapter, a set of CSP-based tools is presented, including (i) the CSP partici-

pation indices, that quantify the participation of a chemical reaction to a CSP mode, (ii)

the Entropy participation indices, that estimate the entropy production associated to each

chemical reaction, and (iii) the Tangential Stretching Rate, in both the ODE and PDE

versions, which is a powerful indicator of the truly active time scale of the system, and in

turn a useful tool to characterize the combustion regime and the associated dominant phys-

ical processes. Alongside the theoretical foundations of these tools, a number of practical

applications will be presented. In particular, three TSR applications to a homogeneous

problem, a 1-D non-premixed flame and a 3-D turbulent premixed flame, respectively, will

be shown to highlight the diagnostics capabilities of the tool.

3.1 CSP participation indices

The CSP participation index provides an estimate of the participation of a given reaction

to a mode. This index is built recalling that the amplitude of the i-th mode f i can be

expanded as:

f i = bi · g(y) =

R∑
k=1

bi · Skrk =

R∑
k=1

βik, (3.1.1)

where g is expressed in terms of stoichiometric vectors Sk and net reaction rates rk ac-

cording to the homogeneous model problem defined in Appendix A, and R is the number

of unidirectional reactions. Then the CSP participation index P ik can be introduced in

order to measure the relative contribution of the k-th reaction to the i-th mode amplitude
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[30, 31]:

P ik =
βik∑R

k′=1
|βik′ |

. (3.1.2)

This index can be useful if one is interested in having physical insights about a specific

mode, e.g. the explosive mode or some sort of energy carrying mode, such as the ones

that will be introduced in § 3.3. In the next section, an application will be shown where

the CSP participation indices are employed to identify the chemical reactions involved in

exceedingly fast modes.

3.1.1 Using the CSP P. I. to improve kinetic mechanisms

Chemical kinetics mechanisms design is a complex and challenging process, that involves

the definition of stoichiometries and thermochemical data for each of the reaction steps.

Several computer codes and automated procedures have been developed in the last decades

to improve and possibly replace the complicated manual generation of mechanisms that

historically represented the state of the art in this field [32]. However, today’s fuels used

both in aircraft and car engines are composed of a multitude of different molecular com-

ponents, whose physical and chemical properties are not fully known, and such fuels are

often represented by surrogates. The kinetic mechanisms that are used to model such fuels

are designed to reproduce certain physical or chemical properties of the blend, such as

ignition delay times, laminar burning velocities or pollutants formation [33]. Mechanisms

of this kind, typically including thousands of species, may generate chemical dynamics

characterized by unphysical timescales, arising from extremely fast kinetics eigen-modes.

In this section, it will be shown how the reactions that cause such unphysical scales can

be identified, relying on the CSP method and the CSP participation index, which reveals

those responsible of the modes associated to the extremely fast timescales.

The investigation of hyper-fast timescales and their mostly contributing chemical re-

actions is tested on an auto-ignition problem of an homogeneous, isobaric reactor. The

homogeneous reactor model is described in Appendix A. The mixture is a stoichiometric

air-gasoline-butanol blend whose fuel composition - in % mole - is summarized in Table 3.1

and whose initial condition is T=900 K, p = 10 bar.
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Table 3.1: Mixture composition

Component % mole

iso-octane 35.19

n-heptane 8.02

toluene 29.23

n-butanol 27.56

The detailed mechanism employed for the auto-ignition problem is a 2484-species,

10368-reactions, referred to as ”TRF+dodecane+butanol”, built on the Aramcomech 1.3

base chemistry [34], whose development is still in progress. Time accurate solutions of

the auto-ignition problem are obtained by means of the CSPTk package [35], which inte-

grates in time Eq. (A.1.1) using CVODE [36] and where the thermo–kinetic databases are

parsed and handled using the TChem package [37]. The CSP analysis is performed with

the CSPTk package as well.

In the pictures that follow, a logarithmic version of the eigenvalues of J is employed,

following [29]:

Λi := Sign(λi) · Log10|λi|, (3.1.3)

so as to appreciate the order of magnitude of both the positive and negative eigenvalues in

the same figure.

Figure 2(a) shows the evolution of eigenvalues Λi and temperature against the number of

integration timestep, computed with the aforementioned mechanism. The most concerning

issue is the presence of eigenvalues with high or very high modulus, which reaches the

order of 1027 in the first part of the ignition. We define as hyper-fast those timescales that

correspond to eigenvalues, both positive and negative, whose modulus is greater than 1015.

These large eigenvalues, corresponding to extremely fast timescales, are unphysical, being

shorter than the chemical bonds vibration scale, and may be the cause of prohibitively small

integration time steps or, in the vast majority of the cases, may prevent the convergence

to a solution. Also, they may be the root cause of a wrong identification of the fast/slow

subspaces in a CSP context, i.e. for analysis and/or model reduction purposes. As an
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example, it may happen that the fast subspace is confined to these extremely fast modes

only, losing the opportunity to take advantage of any sort of model reduction. Moreover,

the noisy behavior in the positive half-plane of Fig. 2(a) can be attributed to the numerical

round-off due to the larger-than-double-precision spectral range. With the help of the

CSP participation indices, defined in Eq. (3.1.2), we are able to identify the reactions

that contribute the most to the modes associated to the hyper-fast timescales, which are

summarized in Table 3.2.

(a) Original mechanism (b) Mechanism after reactions removal

Figure 2: Eigenvalues (in Λ formulation) and temperature evolution against number of

integration timestep

The same auto-ignition problem is solved again after the removal of the 7 reactions

of Table 3.2 from the detailed mechanism. Figure 2(b) shows the resulting evolution of

eigenvalues Λi and temperature against the number of integration timestep. The eigenval-

ues in modulus are always smaller than 1015. This, in turn, allows the solver to take less

timesteps to converge. Moreover, the eigenvalues evolution appears smoother, especially

in the positive half-plane, where a couple of merging positive eigenvalues is clearly distin-

guishable among all the other -negative- eigenvalues, resembling a well-known behavior in

auto-ignition problems [28].

The removal of the reactions does not appear to be pivotal in the replication of the
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Figure 3: Temperature evolution in time with the original mechanism (red) and cleaned

mechanism (black)

Table 3.2: Reactions mostly contributing to hyper-fast modes

CH2O+HO2 ↔ OCH2O2H

C5H92-4+HO2 ↔ C5H9O2-4+OH

C5H92-4+CH3O2 ↔ C5H9O2-4+CH3O

C5H92-4+C2H5O2 ↔ C5H9O2-4+C2H5O

C5H92-4+O2 ↔ C5H92O2-4

C3H6OH-3OOH-1+O2 ↔ C3H6OH-3OOH-1O2

C3H6OH-1OOH-3+O2 ↔ C3H6OH-1OOH-3O2

physical behavior of the system: fig. 3 shows the temperature evolution in time obtained

with the two mechanisms, highlighting a negligible difference in the ignition delay time.
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The solver performance are also evidently affected by the stiffness removal: CVODE

performed the second integration with less than 40% of the CPU time required for the

original mechanism, employing 67% of the number of iterations.

It should be stressed that the key feature of the present strategy is the identification

of the reactions which are responsible for the unphysical scales. The removal of these

reactions is a brute-force solution to the problem. A wiser approach would be to revise the

Arrhenius parameters associated to those reactions in order to get a well-behaving system,

without loosing the affected chemical pathways.

It is also important to highlight that a comprehensive analysis campaign on different ini-

tial conditions and/or other model problems is needed to inspect all the possible pathways

that the detailed mechanism offers.

3.2 Entropy participation indices

The combination of simple thermodynamics principles, such as the mixture entropy defini-

tion and its time variation, and the CSP concepts outlined in chapter 2, allows to construct

a framework in which the ideas of exhausted modes and reactions participation to the dy-

namics are reformulated in terms of contribution - of either a subspace or a single reaction

- to the entropy production. This allows to develop additional tools, such as the entropy

participation indices (EPI), or alternative criteria to determine the subspaces dimensions.

In particular, the EPIs will be employed in chapter 4 in the context of model reduction,

although they are perfectly suitable for straightforward diagnostics in identifying the dom-

inating (in the entropy production sense) chemical processes. On the other hand, the

entropy-based subspaces criteria have been profitably employed in the context of adaptive

model reduction (G-Scheme) [38], showing improved stability with respect to the criteria

introduced in chapter 2.

The first principle of non-equilibrium thermodynamics states that there exists an ex-

tensive variable, the internal energy U , whose variation in a open system, i.e. with energy
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and matter exchange with the outside, is:

dU = δQ− δW +

N∑
j=1

µjdNj , (3.2.1)

where µj is the chemical potential per molar units of the j-th species defined as

µj(T, pj) := Hj(T )− TSj(T, pj), (3.2.2)

pj is the partial pressure, Nj is the number of moles of the j-th species and Hj is the

species enthalpy per molar units. The internal energy U is a function of state, for example:

U = U(p, V,Nj).

The second principle states that there exists an extensive variable, the entropy S, which

is also a state function, whose variation in a closed system is:

Tds ≥ δQ, (3.2.3)

where the equality holds for reversible processes only. The entropy variation dS can be

split into the sum of two contributions, namely dintS which is the variation due to internal

processes, and dextS which is due to interactions with the outside.

Since U is a state function, its variation does not depend on the process and one may

compute heat and work exchange as if they were reversible:

δQ = Tds, δW = pdV (3.2.4)

so that:

dU = TdS − pdV +

N∑
j=1

µjdNj , (3.2.5)

which is the definition of the differential EOS of the kind U = U(S, V,Nj). It follows that:

dS =
1

T
dU +

p

T
dV − 1

T

N∑
j=1

µjdNj . (3.2.6)

A way to easily compute the entropy of a mixture is by means of the enthalpy. Introducing

the enthalpy, a function of state defined as: H = U + pV , differentiating and using the

EOS U = U(S, V,Nj):

dH = dU + pdV + V dp = TdS + V dp+

N∑
j=1

µjdNj . (3.2.7)
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It follows that, for a single species:

TdSi = dHi − V dpi, (3.2.8)

and, being dHi = cpi(T )dT and V = RTNi
pi

:

Si(T, pi) = Siref +

∫ T

Tref

cpi(T )
dT

T
− RNilog

pi
pref

. (3.2.9)

For a mixture:

TdS = dH − V dp−
∑
j

µjdNj , (3.2.10)

so that:

S(T, p,Xi) =
∑
i

SirefXi +
∑
i

Xi

∫ T

Tref

c̄p(T )
dT

T
− Rlog

pi
pref

− R
∑
i

XilogXi. (3.2.11)

This mixture entropy is due to both internal and external processes. If one wants to

compute the entropy due to internal processes only, the following may be used:

dintS = − 1

T

N∑
j=1

µjdNj . (3.2.12)

In isolated systems, where there is no interaction at all with the surroundings, dextS = 0

and the overall entropy production equals the one due to dintS, whereas the presence of

heat exchange, even if there is not matter exchange with the outside, makes the term dextS

different from zero. Furthermore, it can be proved that Sint has a maximum at equilibrium.

Dividing by dt the entropy differential EOS, and considering isolated systems, it reads:

dS

dt
= − 1

T

N∑
j=1

µj
dNj
dt

. (3.2.13)

In the above formulation, S is considered extensive (in SI units it is J/K). In specific

per-unit-mass terms, it becomes:

ds

dt
= − 1

T

N∑
j=1

µj(T, pJ)ω̇j(p, T,Nj), (3.2.14)

where, according to the homogeneous reactor model described in Appendix A:

dNj
dt

= ω̇j(p, T,Nj) =

R∑
k=1

Skr
k Sk := (∆νj)k rk (p, T,Nj) :=rkf − rkb . (3.2.15)
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Another way to express the time variation of the mixture specific entropy is by means of

the gradient of s in the chemical composition space:

∇s = −µ
T

T
, (3.2.16)

which becomes, in component-wise form:(
∂s

∂Nj

)
= −µj (T, pj)

T
= −Hj(T )− TSj (T, pj)

T
= Sj (T, pj)−

Hj(T )

T
, (3.2.17)

so that the entropy variation can be expressed as:

ds

dt
=

N∑
j=1

(
∂s

∂Nj

)
dNj
dt

= − 1

T

N∑
j=1

µj (T, pj) ω̇j (p, T, [Nj ]) = −µ
T

T
· ω̇. (3.2.18)

Now, a suitable timescale partitioning of the RHS may be of interest, such as the fast/slow

decomposition:

dN

dt
=

R∑
k=1

(PfastSk) rk +

R∑
k=1

(PslowSk) rk, (3.2.19)

where Pfast := AfastB
fast and Pslow := AslowB

slow are subspaces projection matrices, built

as in § 2.2.4. The use of this partitioning in the entropy variation expression leads to:

ds

dt
=

N∑
j=1

∂s

∂Nj

dNj
dt

=

N∑
j=1

(
−µj (T, pj)

T

) R∑
k=1

(PfastSk) rk +

R∑
k=1

(PslowSk) rk. (3.2.20)

Thus, one can project the entropy production into the two subspaces, obtaining the entropy

time-variations due to either the fast or slow subspace. This partitioning naturally leads

to the definition of participation indices to the entropy production. Considering a generic

subspace sub:

dssub

dt
=

R∑
k=1

(
−µ

T

T
· Psub

)
Skr

k = −
R∑
k=1

(
µT

T
·Asub

)(
BsubSkr

k
)

=

=−
R∑
k=1

(
µT

T
·Asub

)
fsub,

(3.2.21)

with:

fsub := BsubSkr
k, (3.2.22)
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the entropy participation index is defined as:

EPiksubspace:=
∇s · PsubSkr

k∑R
kk=1 |∇s · PsubSkkrkk|

=
(∇s ·Asub)

(
BsubSk

)
rk∑R

kk=1 |(∇s ·Asub) (BsubSkk) rkk|
. (3.2.23)

The reactions most contributing to a subspace are those with a large EPiksub, that is reac-

tions with a large projection over the subspace (fsub = BsubSkr
k 6 �0), which in turn has

a large projection over the entropy gradient.

Once a modal decomposition is available for the entropy production in terms of the

CSP basis vectors, that is:

ds

dt
= ṡ =

N∑
j=1

(∇s · aj)f j =

N∑
j=1

(− 1

T

N∑
i=1

µia
i
j)f

j =

N∑
j=1

σjf
j (3.2.24)

can be thought of a sum of slow and fast (exhausted) modes:

ds

dt
=

M∑
r=1

σrf
r +

N∑
s=M+1

σsf
s. (3.2.25)

The CSP manifold is the locus of the phase space where the system vector field bears no

projection onto the fast subspace thus lying entirely in the slow subspace. This implies

that also its projection on the gradient of s lies in the slow subspace, meaning that there

is no entropy production due to exhausted modes. This translates into:

M∑
r=1

σrf
r ≈ 0, (3.2.26)

so that the relevant entropy contribution is due to the slow modes only:

ds

dt
≈

N∑
s=M+1

σsf
s. (3.2.27)

Thus, M is defined as the largest integer between 1 and N which satisfies the following

inequality:
M∑
r=1

∣∣∣σrfr(e(λr·τM+1) − 1)λr

∣∣∣ < serror, (3.2.28)

which means that each mode contributes to the entropy production with its own time

integral of ṡ over δt = τM+1, which is the smallest timescale of the slow modes, and

that the sum of the fast modes contributions should be smaller than a certain tolerance
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indicated by serror. A order zero approximation for the time integral would consider the

mode amplitudes as constants and equal to f , so that:

δsj = τM+1σrf
r. (3.2.29)

One may want to compute the time integral with a better approximation of the variation

of f during the time interval. Thus, one may consider the time evolution of the mode

amplitude as

fr(t) = fr0e
λrt, (3.2.30)

whose integral between zero and τM+1 is

fr0
eλrτ

M+1 − 1

λr
, (3.2.31)

where fr0 is the amplitude of the r-th mode at the present timestep.

The quantity serror represents the integration error on s, which is

serror = εrel
s

s0
+ εabs, (3.2.32)

where the normalization of the entropy with its initial value is needed for consistency with

the integration tolerances which are usually specified for the chemical species that have

values between 0 and 1.

A similar approach may be used to compute the dimension of another subspace con-

tained in the slow subspace, namely the active subspace, which may be defined by the

modes contributing the most to the entropy production at each timestep. Given that the

fast subspace, which comprises the exhausted modes, does not appreciably participate to

the entropy production, and that the slow subspace, to be intended as what remains out

of the active subspace, does not participate too, the active modes share all the entropy

production at each point, so that

ds

dt
≈

H∑
k=M+1

σkf
k, (3.2.33)

where H is the largest integer that satisfies

H∑
k=M+1

∣∣σkfk∣∣ < θ · ṡ, (3.2.34)
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where θ is usually large, i.e. 0.99, and ṡ can be computed as the sum of all the modes

projected onto the gradient of s. Even in this case, the integral approach for the definition

of H, as already seen for M , may be employed.

3.3 Tangential Stretching Rate

First introduced in [27], the stretching-based diagnostics of dynamical systems was de-

veloped to compute the normal stretching rate spectrum, and the corresponding set of

directions of maximum normal stretching restricted to the normal subspace, and then used

for performing a local classification of the slow and fast modes of the dynamics. Subse-

quently, in [28], the concept of tangential stretching rate was exploited to characterize the

most energetic scale developing in the system. A whole mathematical framework has been

established to analyze complex systems, even in presence of transport phenomena beside

chemical kinetics.

The challenge of identifying combustion characteristics, ignition structures, flame re-

gions and combustion regimes in massive DNS outputs is of critical importance today. Be-

side the TSR, the chemical explosive mode analysis (CEMA), developed by Lu et al. [39],

was proposed to investigate the system’s behavior through the identification of the contri-

bution of species and temperature to the explosive mode. However, while CEMA restricts

its analysis to the fastest explosive mode, the TSR takes into account the contribution of

all the modes in assessing the system’s driving timescale. A thorough comparison between

TSR and CEMA is given in [28].

In the followings, the theory of tangential stretching rate will be recalled, then its

extension to PDE systems will be proposed. Three novel TSR applications will be shown,

respectively, to a homogeneous problem, a 1-D non-premixed flame and a 3-D turbulent

premixed flame.
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3.3.1 Theory of the Tangential Stretching Rate

Consider the chemical kinetic system of Eq. 2.2.1, whose dynamics is described by a Cauchy

problem of the form:

dy

dt
= g(y), y(0) = y0, y ∈ RN . (3.3.1)

The state vector y can be identified with the species concentration vector, the vector field

g(y) = Sr(y) with the species reaction rate vector, S with the stoichiometric coefficients

matrix, r(y) with the net reaction rates vector, and y0 with the initial concentrations

vector.

Now, consider two nearby initial conditions, y0,1 and y0,2, for the point dynamics of

Eq. (3.3.1) , such that:

y0,2 − y0,1 = ε (3.3.2)

with ε a small (vector) perturbation. Eq. (3.3.1) will generate two trajectories y1(t) and

y2(t). Next, the vector v(t) may be defined as follows:

v(t) := lim
|ε|→0

(y2 − y1)

|ε| . (3.3.3)

By construction, the vector v(t) belongs to the tangent bundle at y0,1. The vector v(t) is

a scaled measure, at time t, of the difference between the two trajectories emanating from

the two initial conditions.

Derivation of the Vector Dynamics Equation

The point dynamics applied to two initial conditions that satisfy Eq. (3.3.2) provides the

following ODEs:
dy1

dt
= g(y1), y1(0) = y0,1 (3.3.4)

and
dy2

dt
= g(y2), y2(0) = y0,2. (3.3.5)

Subtracting Eq. (3.3.4) from Eq. (3.3.5) yields:

d (y2 − y1)

dt
= g(y2)− g(y1), y2(0)− y1(0) = ε. (3.3.6)
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Expanding in a Taylor series g(y2) about y1, we obtain

d (y2 − y1)

dt
={

g(y1) +
∂g(y)

∂y

∣∣∣∣
y1

(y2 − y1) +O(|y2 − y1|2)

}
− g(y1),

y2(0)− y1(0) = ε

(3.3.7)

to yield the evolution equation for the difference between the two point dynamics in the

tangent space Ty1
of y1:

d (y2 − y1)

dt
= Jg(y1) · (y2 − y1) +O(|y2 − y1|2),

y2(0)− y1(0) = ε

(3.3.8)

where

Jg(y1) :=
∂g(y(t))

∂y

∣∣∣∣
y1

(3.3.9)

is the Jacobian matrix of the vector field g(y) evaluated at y1. It is defined at all times

by solving the point dynamics, Eq. (3.3.4), for the initial condition in y0,1.

To obtain the vector dynamics equation, Eq. (3.3.8) is first scaled by the norm of the

difference between the two initial conditions to obtain

d

dt

(y2 − y1)

|ε| = Jg(y1) · (y2 − y1)

|ε| +
O(|y2 − y1|2)

|ε| . (3.3.10)

If the vector field is smooth (Lipschitz continuous), then the Gronwall’s inequality holds

for any time t: ∣∣y0,2 − y0,1

∣∣ = |ε| ⇒ |y2 − y1| 6 |ε| eL t (3.3.11)

with L a suitable Lipschitz constant. Subsequently, the second term vanishes under the

limit |ε| → 0, i.e., for any finite time t, O(|y2 − y1|2)/ |ε| = O(|ε|2 eLt)/ |ε| → 0. Therefore,

Eq. (3.3.10) provides the sought-after vector dynamics equation:

dv

dt
= Jg(y1) · v, v(0) = 1, (3.3.12)

where Jg(y1) is the Jacobian of the vector field g evaluated along the reference trajectory

as defined in (3.3.9), and 1 is a unit vector at y0 taken along any direction.
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The vector dynamics of v described by Eq. (3.3.12) can be solved only after the inte-

gration of Eq. (3.3.1) will make available the point dynamics y1(t) required to evaluate

Jg(y1). It is emphasized that v 6= dy/dt; instead, v provides a measure of the distance

between trajectories.

To summarize:

• the dynamics of a small perturbation in y evolves exactly according with Eq. (3.3.8),

and approximately with the linear dynamic system (3.3.12)

• the dynamics of any vector of unit size in the tangent bundle of y0,1 evolves exactly

according to the linear dynamics (3.3.12).

Derivation of the Vector Norm Dynamics Equation

The norm v of the vector v is defined as v =
√
v · v, and its rate of change represents

the overall rate of production/consumption of intermediate and product species due to

reactions. The equation for the time evolution of v is readily found by taking the scalar

product of the left- and right-hand side of Eq. (3.3.12) with v, and reads

dv

dt
=

(
v · Jg · v

v2

)
v, v(0) = 1. (3.3.13)

The rate at which v changes (grows/shrinks) with time is governed by the quadratic form

enclosed by the parentheses on the right hand side of Eq. (3.3.13). It is thus proper to

name this coefficient “the (local) rate of stretching of the dynamics,” evaluated along the

direction identified by the unit vector ũ := v/v and defined as

ωũ := ũ · Jg · ũ. (3.3.14)

The (local) stretching rate ωũ takes positive/negative values when the dynamics acts so

as to stretch/shrink the initial unit vector.

Introducing the stretching rates

In Adrover, et al. [27], it was introduced (i) the tangential stretching rate (TSR) by setting

τ̃ := g/g, with g = |g|, (3.3.15)
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which spans the vector field direction, and (ii) N − 1 normal stretching rates spanning

the orthogonal complement of the vector field subspace. In a two-dimensional system

(the simple model of immediate interest), the unit normal vector is obtained as ñ(y) =

{τ̃2(y),−τ̃1(y)}. One thus obtains the following definitions of tangential, ωτ̃ , and normal,

ωñ, stretching rates:

ωτ̃ := τ̃ · Jg · τ̃ ωñ := ñ · Jg · ñ. (3.3.16)

For ωτ̃ (ωñ) > 0, the tangential (normal) perturbations are amplified, while for ωτ̃ (ωñ) <

0 they are damped.

However, this definition based on the local Jacobian degenerates when the trajectory

crosses a region of complex eigenvectors. To overcome this shortcoming, the TSR definition

will be combined with the eigen-decomposition of the Jacobian matrix of the vector field

as discussed in the following section.

Stretching rates and eigenvalues

The Jacobian of the vector field can be always decomposed as Jg = A · Λ · B, where

A = {aj}j=1,N and B = {bi}i=1,N are the right and left normalized eigenvector matrices

of Jg, respectively, and Λ = {λij}i,j=1,N is the eigenvalue matrix of Jg.

Evaluating the stretching rates along the eigendirections, aj , yields:

ωaj := aj · Jg · aj . (3.3.17)

By definition of eigendirection, it holds that Jg · aj = λjaj , so that ωaj becomes

ωaj = aj · Jg · aj = aj · λjaj = |aj |2 λj = λj . (3.3.18)

since |aj | = 1 by construction. Thus, the stretching rate ωaj evaluated along aj coincides

with the eigenvalue λj corresponding to that eigendirection.

The unit vector τ̃ can be rewritten after projecting the vector field over the right

eigenvector basis as

τ̃ =
g

g
=

1

g

N∑
i=1

aif
i,with f i:=bi · g, and g =

N∑
i=1

aif
i.
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Given that Jg = A · Λ ·B, we now have

ωτ̃ = τ̃ · Jg · τ̃ =
1

g2
(g ·A · Λ ·B · g) =

g

g2

N∑
i=1

aiλi
(
bi · g

)
=
g

g2

N∑
i=1

aiλi f
i =

1

g2

N∑
i=1

(g · ai)λif i.
(3.3.19)

Expanding g in terms of eigen-modes, one obtains

g · ai =

(
N∑
k=1

akf
k

)
· ai =

N∑
k=1

fk (ak · ai) , (3.3.20)

where ak · ai is the direction cosine (the phase) between ai and ak (with |ak · ai| ≤ 1).

With this result, Eq. (3.3.19) becomes

ωτ̃ =

N∑
i=1

(
1

g2

N∑
k=1

fk (ak · ai)
)
λi f

i

=

N∑
i=1

(
f i

g2

N∑
k=1

fk (ak · ai)
)
λi =

N∑
i=1

Wiλi

(3.3.21)

with

Wi:=
f i

g

g · ai
g

=
f i

g

N∑
k=1

fk

g
(ak · ai) . (3.3.22)

Therefore, the TSR may be computed as:

ωτ̃ :=

N∑
i=1

W̄i |λi| , W̄i =
Wi∑N

j=1 |Wj |
(3.3.23)

with

Wi:=
f i

g

g · ai
g

. (3.3.24)

The vector field is an invariant direction for the (locally linearized) dynamics as well as

the eigendirections. The unit vector τ̃ tangent to the vector field g changes according with

the rate ωτ̃=
∑N
i=1Wiλi because of the action of the (linearized) dynamics as represented

by Jg. By construction, this term takes the maximum value when all ai are co-linear with
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g, that is:

g · ai
g

=

N∑
k=1

fk

g
(ak · ai) ≤

f i

g
,

and substituting this result in Eqs. (3.3.20)-(3.3.22), provides the upper bound

ωτ̃ ≤
N∑
i=1

(
f i

g

)2

λi. (3.3.25)

This shows that, because of the quadratic term, the sign of ωτ̃ depends on those of the

prevailing eigenvalues.

To summarize, the stretching rate along an eigendirection simply coincides with the

corresponding eigenvalue. Instead, the (tangential) stretching rate along the vector field,

which is an invariant direction of the dynamics, is a weighted average of all eigenvalues λi,

with weights Wi that according to Eq. (3.3.22) depend on:

• the normalized amplitude f i of the i-th mode,

• the degree of co-linearity of the eigenvector ai with respect to the vector field g.

Based on the value and the sign of the TSR, one can readily characterize the explo-

sive/dissipative nature of the chemical dynamics, identified by the positive/negative sign,

and the estimate of the truly active chemical time scale, which is the inverse of the TSR.

Tangent Space Decomposition induced by TSR

After ordering the terms in the sum which defines ωτ̃ by the descending value of the

modulus of the eigenvalue, and setting for simplicity g · ai = f i for all modes, we have

ωτ̃ =

L∑
r=1

(
fr

g

)2

λr +

K−1∑
a=L+1

(
fa

g

)2

λa +

N∑
s=K

(
fs

g

)2

λs, (3.3.26)

where the labels “r”, “a”, “s” denote fast, active, slow modes, respectively. Let us now

consider a typical situation for which, at some point in the phase space, there exists a

number of fast and slow modes with a vanishing amplitude, that is {fr = br · g ≈ 0}r=1,...,L

and {fs = bs · g ≈ 0}s=K,...,N , with L < K.
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This situation can develop when there exist two spectral gaps between the slow and

active subspaces, εs = |λL/λL+1|, and between the active and slow subspaces, εr =

|λK−1/λK |, both (much) smaller than one.

In such a case, it happens that

ωτ̃ ≈
K−1∑
a=L+1

(
fa

g

)2

λa, (3.3.27)

which implies that only the active scales contribute to ωτ̃ . If an eigenvalue is positive, say

λa+, it is likely that fa+ will be the largest of all active mode amplitudes. In this case ωτ̃

will be mostly affected by λa+.

From Eq. (3.3.26), three scales can be identified: (i) one associated with ωτ̃ , which is

the most energy containing scale; (ii) two others associated with λK−1 and λL+1, which

are the fastest and slowest scales, respectively, contributing to ωτ̃ , and these bracket the

range of active (energy containing) scales. The integers K and L underline a decomposition

of the tangent space Ty in three subspaces: the fast subspace FTSR (r = 1, . . . , L), the

active ATSR (a = L + 1, . . . ,K − 1), and the slow STSR (s = K, . . . , N), such that Ty =

FTSR
⊕

ATSR
⊕

STSR. This three-fold decomposition is analogous to that employed in

the G-Scheme framework proposed in [40]. In the CSP method, the contribution of the

M fastest modes (r = 1, . . . ,M) to the system dynamics is considered negligible until the

inequality (2.2.9) is satisfied:

δyifast ≈ |τM+1
chem

M∑
r=1

airf
r
0

1− eλrτM+1
chem

λr
| < yierror = εirely

i + εiabs. (3.3.28)

where τM+1
chem = 1/|λM+1|, and ε = {εj}j=1,N is a user-defined error vector. In CSP,

the first integer M for which the inequality is not satisfied for all N components of the

state y, identifies the decomposition of the tangent space as Ty = FCSP
⊕

SCSP , with

FCSP = {ar}r=1,...,M and SCSP = {as}s=M+1,...,N .

Note that the “slow” modes in the CSP nomenclature correspond to the union of the

“slow” and “active” modes in the above nomenclature, that is ATSR
⊕

STSR = SCSP ,

while the fast subspaces coincide: FTSR = FCSP .
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3.3.2 Participation Index of a reaction to the TSR

The additive nature of definition (3.3.23) suggests the introduction of a Participation Index

of the i-th mode to the TSR as:

Pωτ̃modei
=

W̄i |λi|
N∑
j′=1

∣∣W̄j′ |λj′ |
∣∣ no sum on i. (3.3.29)

Modes with a large and positive/negative Pωτ̃modei
are the ones that contribute the most

to the growth/decay of the most energy containing time scale. Next, the reactions that

contribute the most to the development of the ωτ̃ scale can be identified by resorting to

the CSP participation index for the k-th reaction to these modes, Pmodei
reactionk

, defined in

§ 3.1. To identify the reactions most contributing to the development of ωτ̃ , an index is

conveniently introduced relating the k–th reaction to ωτ̃ , P ω̄τ̃reactionk
, as the product of the

participation index of the mode i to the TSR, Pωτ̃modei
, times the CSP participation index

of the k–th reaction to the i–th mode, Pmodei
reactionk

, that is

Pωτ̃reactionk
:=

N∑
modei=1

Pωτ̃modei
Pmodei

reactionk
. (3.3.30)

Since the CSP participation indices to each mode Pmodei
reactionk

and the indices Pωτ̃modei
sum to

1 by construction, it follows that
∑R
k=1 P

ωτ̃
reactionk

= 1 as well, in virtue of the following:

R∑
k=1

Pωτ̃reactionk
=

R∑
k=1

(
N∑
i=1

Pωτ̃modei
Pmodei

reactionk

)
=

(
N∑
i=1

Pωτ̃modei

)(
R∑
k=1

Pmodei
reactionk

)
= 1.

(3.3.31)

Note there exist other metrics that allow to identify the reactions most contributing to

a given time scale. The important question then becomes how to sort out the most relevant

time scales: in fact, it might happen that no or little energy is associated to a specific time

scale. In other words, although there might exist a potential channel to propagate energy

through a mode (at the associated time scale), it might well happen that the system does

not select that mode for the actual energy propagation. On this regard, it is stressed that -

by construction - the indices Pωτ̃reactionk
select the chemical processes that are associated with

(i) the time scale provided by ωτ̃ , and (ii) all and only the (active) modes that contribute
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the most to the ”energy” of the system during both the explosive and contractive phases of

its dynamics. This way, the user is not requested to make any a-priori assumption about

the specific system of interest.

3.4 Extension of TSR to non-homogeneous problems

The CSP method has been extended to systems of PDEs in § 2.3. It is rather natural to

extend the definition of the TSR to systems of PDEs by simply replacing the definition of

τ̃ in (3.3.15), which is based on kinetics only, with a τ̃pde based on the algebraic sum of

kinetics and transport as follows:

τ̃pde =:
Lx(y) + g(y)

|Lx(y) + g(y)| (3.4.1)

which can be rewritten after projecting the vector field over the right (kinetic) eigenvector

basis as

τ̃pde =
1

|Lx(y) + g(y)|
N∑
i=1

aih
i, (3.4.2)

with

hi:=bi · (Lx(y) + g(y)).

After having introduced τ̃pde, it is immediate to arrive at the extended definition of the

TSR, ωτ̃pde , which reads:

ωτ̃pde := τ̃pde · Jg · τ̃pde =

N∑
i=1

Wi,pdeλi, (3.4.3)

where the weights Wi,pde are defined as follows

Wi,pde:=
hi

L + g
(τ̃pde · ai) =

hi

L + g

N∑
k=1

hk

L + g
(ak · ai) , (3.4.4)

where L is the norm of L.

The explosive/dissipative nature of the flow will still be identified by a positive/negative

value of the TSR, ωτ̃pde . Also, it can happen that a purely kinetic propensity to explosion,

as marked by a large and positive value of ωτ̃ , can be mitigated by an adverse effect of

transport, that is with a lower - albeit still positive - value of ωτ̃pde . In the limit, ωτ̃pde can
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become zero or negative when transport overwhelms kinetics. This is the case when ignition

cannot occur at low Damkhöler numbers. Note that, when transport is absent(Lx = 0),

the purely reactive case is recovered.

In the following, the purely reactive TSR will be referred to as ωτ̃ , or equivalently as

ωg := ωτ̃ (Lx = 0, g), and the reactive-transport TSR as ωτ̃pde , or equivalently ωg+L :=

ωτ̃ (Lx 6= 0, g). When transport is absent, ωg provides the stretching rate along the unit

vector oriented in the direction of the chemical source term. While in a purely reactive

system, only ωg is defined, in a reactive-transport system both quantities are defined and

meaningful, ωg+L being the stretching along the reactive-transport vector field and ωg the

stretching along the chemical source term direction, i.e., the direction the system would

follow if transport were abruptly removed.

On the basis of the TSR indices, diagnostics criteria are proposed which are able to

identify in non homogeneous systems the most ignitable conditions and to discriminate

between spontaneous ignition and deflagration front, as detailed in the following:

Def.1: At any given time, the locus of extrema of the ωg+L field (∂[ωg+L]/∂ξ = 0)

identifies the ”most ignitable states” if ωg+L > 0 and the ”most dissipative state” if

ωg+L < 0.

Def.2: The locus where the quantity δ(ω) := sign[ωg+L]|ωg+L−ωg| is large and positive

identifies regions where transport plays a significant role in the explosive regime (e.g. a

deflagration front).

Def.3: The locus where |δ(ω)| is small identifies regions where kinetics is the controlling

process (spontaneous ignition).

3.4.1 Participation Index of a Process to the extended TSR

In analogy with what has been done in § 3.3.2, a Participation Index of a process to the

extended TSR can be introduced. In this case, the process is either a reaction or the

convection/diffusion of a species.

Recalling the definition (2.3.3) for the CSP mode amplitudes hi in non-homogeneous

problems:

hi = bi · (Lx(y) + g(y)), (3.4.5)
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the extension of the CSP Participation Index, defined in § 3.1, to non-homogeneous prob-

lems, which quantifies the influence of a generic k-th process, either a reaction or a con-

vection/diffusion of a species, to the i-th mode, may be defined as:

P ik =
|(bi · Sk)rk|∑N

j′=1 |(bi · ej′)L
j′
x |+

∑R
k′=1 |(bi · Sk′)rk

′ |
, k = 1, ..., R , (3.4.6)

P ij =
|(bi · ej)Ljx|∑N

j′=1 |(bi · ej′)L
j′
x |+

∑R
k′=1 |(bi · Sk′)rk

′ |
j = 1, ..., N , (3.4.7)

where ej is the j-th versor in the phase space.

The definition (3.4.6) yields R indexes referring to unidirectional reactions and definition

(3.4.7) yieldsN indexes referring to each spatial operator Lx, i.e. N for the species diffusion

and N for the species convection, if both are present.

The combination of this index with the participation index of a mode to the extended TSR,

which may be defined in analogy with definition (3.3.29) as:

P
ωτ̃pde
modei

=
W̄i,pde |λi,pde|

N∑
j′=1

∣∣W̄j′,pde |λj′,pde|
∣∣ no sum on i. (3.4.8)

quantifies the contribution of a physical process, either a reaction or a transport process,

to the extended TSR, that is:

Pωτ̃processk
:=

N+1∑
modei=1

Pωτ̃modei
Pmodei

processk
. (3.4.9)

3.5 Analysis of a homogeneous problem

The capabilities of the Tangential Stretching Rate and the related TSR Participation In-

dices are demonstrated in the analysis of a simple homogeneous problem, involving a hy-

drogen/air mixture. In particular, two test-cases are investigated: a low-temperature and

a high-temperature oxidation. The detailed chemistry is supplied by a 12-species, 33-

reactions, kinetic scheme designed for hydrogen and carbon monoxide oxidations [41]. The

different initial conditions activate two distinct oxidation paths, known in literature as
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below- and above-crossover regimes [42, 43, 44]. In both cases, the slow initiation reaction,

which generates the first radicals, is1:

H2 + O2 −→ HO2 + H (Rb 10)

However, based on the mixture initial temperature, the ignition process is characterized

by a competition between the chain branching reaction:

H + O2 −→ O + OH (Rf 1)

and the chain terminating three-body collision:

H + O2 + M −→ HO2 + M (Rf 9)

which produces a rather inactive radical (HO2) instead of two active radicals (O and OH).

Above the crossover temperature, which is pressure-dependent (∼950 K at 1 atm for

stoichiometric mixtures), the chain branching reaction dominates. However, below the

crossover temperature, the two reactions compete and the chain branching process is in-

hibited. In this low-temperature regime, another oxidation process takes place, namely a

thermal runaway caused by the very slow, slightly exothermic reactions:

H2 + HO2 −→ H2O2 + H (Rb 18)

2 HO2 −→ H2O2 + O2 (Rf 15)

which generate H2O2 and in turn activate the alternative chain branching path:

H2O2 + M −→ 2 OH + M (Rf 16).

The two analyzed test cases are isobaric (1 atm), stoichiometric H2/air mixtures at the ini-

tial temperatures of 750 K and 1200 K. The dataset are generated with the CSPTk package

[35], which integrates in time the batch reactor model of Eq. (A.1.1) using CVODE [36]

and where the thermo–kinetic database is parsed and handled using the TChem package

[37]. Table 3.3 summarizes all the reactions that are referred to in this section.

1the reactions numbering follows the kinetic mechanism ordering and is summarized in table 3.3
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Table 3.3: Chemical reactions legend, where f stands for forward and b for backward.

Rf - 1: H + O2 −→ O+OH

Rf - 2: O + H2 −→ H + OH

Rf - 3: H2 + OH −→ H2O + H

Rf - 8: H + OH +M −→ H2O +M

Rb - 8: H2O +M −→ H + OH + M

Rf - 9: H + O2 +M −→ HO2 +M

Rb - 10: H2 +O2 −→ HO2 +H

Rf - 15: 2 HO2 −→ H2O2 +O2

Rf - 16: H2O2 +M −→ 2 OH +M

Rb - 18: H2 +HO2 −→ H2O2 +H

3.5.1 Above crossover auto-ignition

Figure 4 shows the systems’ eigenvalues evolution against integration time-step (left) and

time (right) for the T0=1200 K case. The eigenvalues are plotted in Λ formulation, following

the definition employed in § 3.1.1, Def. (3.1.3). Typical features of the eigenvalues can be

observed: (i) a couple of positive eigenvalues, whose merging happens approximately in

correspondence of the maximum temperature rate of increase, i.e. the ignition delay time,

which is τign ≈ 4.5 × 10−5; (ii) a number of dormant modes, associated to negligibly

small eigenvalues (collapsed onto the zero axis in the plots), corresponding to the 4 atomic

conservation laws (H,O,C,N). The TSR, in the same logarithmic formulation employed for

the eigenvalues, is plotted as a red symbol on top of the eigenvalues. When plotting figures

involving the TSR, the variables Ω := Sign(ωτ̃ ) ∗ Log10|ωτ̃ | and Ωpde := Sign(ωτ̃pde) ∗
Log10|ωτ̃pde | are adopted to appreciate the order of magnitude of both the positive and

negative TSR in the same figure. With the exception of the very first time-steps, the

TSR tracks the positive eigenvalue, denoting the explosive propensity of the system, whose

characteristic time scale is O(10−6) s. After the merging, the TSR tracks the eigenvalues

associated to mode #7 first, and mode #8 then, following it until equilibrium. This

means that the system evolves and approaches equilibrium according to the dissipative
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scale equal to 1/λ8. Mode #8 is also the first (faster) slow mode (M=7) from time-step

#600 to equilibrium.

The extremely short ignition delay time and the explosive nature of the system since

the very beginning are clues of the above-crossover regime of this test-case. However,

more insights on the physics of the problem may be obtained by resorting to the TSR

participation indices, defined in § 3.3.2, which identify the processes involved in the energy

carrying, TSR-important, modes, i.e. the dominant reactions. Figure 5 shows the TSR

participation indices against time. As expected, in the very first stages Rb-10 is the dom-

inant reaction, being the initiation step. Immediately after, the chain branching reaction

Rf-1 takes the lead (∼ 70 %), while the chain terminating reaction Rf-9 has a negligible

participation index (not shown). This behavior is typical of the above-crossover regime.

To a minor extent, chain branching reaction Rf-2 (O + H2 −→ H + OH) and, very close

to ignition, chain carrying reaction Rf-3 (H2 + OH −→ H2O + H ) share the remaining ∼
30 % of importance. These three reactions are known as shuffle reactions, and constitute

the submechanism that describes the rapid H-O-OH radical conversion in the radical pool.

After ignition, the recombination reaction Rf-8 (H + OH +M −→ H2O +M) becomes

the leading process, which becomes counter-balanced by its reverse reaction (Rb-8) when

approaching equilibrium.

3.5.2 Below crossover auto-ignition

Figure 6 shows the systems’ eigenvalues evolution against integration time-step (left) and

time (right) for the T0=750 K case. Differently to the previous case, the positive eigenvalue

becomes large with a long delay, and the ignition delay itself is extremely large (τign ≈ 73.6

s). However, the post-ignition behavior of the eigenvalues resembles the previous case one.

Again, TSR tracks the positive eigenvalue until merging, then follows λ8. More insights

may be obtained from Fig.7, that shows the time evolution of the TSR participation indices,

plotted with 3 different degrees of magnification, so as to appreciate their evolution far and

close to ignition. As expected, the initiation reaction Rb-10 is again the leading process

in the first instants. Then, reaction Rb-18 takes the lead, followed by Rf-16 and Rf-15,

perfectly resembling the alternative ignition path, typical of the below-crossover regime.
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Figure 4: Eigenvalues (grey, in Λ formulation), TSR (red, in Ω formulation) and temper-

ature evolution against number of integration timestep (a) and time (b). Above crossover

regime.

Noteworthy, Rf-1 and Rf-9 have similar importance indices, since they compete, prevent-

ing the chain branching process typical of high-temperature mixtures. Then, after a long

time delay, Rf-1 eventually becomes the most important process, in correspondence of the

maximum temperature increase and positive eigenvalues merging. Figure 8 shows the same

indices plotted against the number of integration time-step, to allow a comparison with

the eigenvalues/TSR evolution of Fig.6 (left). Interestingly, the positive eigenvalue starts

increasing around time-step #1000, which corresponds to the couple Rf-1/Rf-9 overtak-

ing Rf-16 as the most important reactions. Interestingly, the sharpest positive eigenvalue

growth happens between time-steps #1300 and #1500, where the chain terminating reac-

tion Rf-9 is the leading process, with Rf-1 slightly less important. However, the maximum

temperature rate and the eigenvalues merging correspond to Rf-1 being the reaction with

the largest participation index.

In conclusion, the TSR analysis allowed to reveal the active chemical time scales and

the reactions participating to the active modes. The latter are in complete agreement with

the physical expectations in both cases, i.e. above and below crossover, where substantially

different chemical pathways are taken. In addition, the TSR participation indices may be
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Figure 5: TSR Participation Indices against time. Above crossover regime.

even used to identify the regimes. For example, by inspecting the relative participation

of reactions Rf-1 and Rf-9, one can infer whether the mixture experienced an above- or

below-crossover ignition, and which is the crossover temperature, which is a function of

pressure. Figure 9 (left) shows the difference between Pωτ̃Rf-1 and Pωτ̃Rf-9, averaged over the

branching region of the auto-ignition, computed for a set of stoichiometric batch reactor

solutions obtained at different initial temperature and pressure. For a fixed pressure, it

can be observed that the two indices are equal, i.e. their difference is zero, up to a certain

initial temperature, where they start to differ in favor of a larger Pωτ̃Rf-1. When the two

are equal, the regime may be labeled as below-crossover, while Pωτ̃Rf-1 larger than Pωτ̃Rf-9 is a

typical behavior encountered in above-crossover regimes. The temperature at which the

regime changes may be denoted as crossover temperature. Note that, increasing pressure,

the initial temperature where reaction Rf-1 starts to participate more than Rf-9, i.e. the

crossover temperature, shifts towards higher temperatures. This behavior is clearly visible
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Figure 6: Eigenvalues (grey, in Λ formulation), TSR (red, in Ω formulation) and temper-

ature evolution against number of integration timestep (a) and time (b). Below crossover

regime.

in Fig.9 (right), which resembles the analytic expression for the crossover temperature

defined in [45].
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Figure 7: TSR Participation Indices against time, with different degrees of magnification.

Below crossover regime.
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Figure 8: TSR Participation Indices against number of time-step. Below crossover regime.
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3.6 Analysis of a non-premixed flame

An unsteady laminar flamelet model, representing the competition between chemical ki-

netics and molecular diffusion processes, is used to generate numerical datasets describing

ignition processes in a non premixed system. These datasets will be analyzed by resorting

to the Tangential Stretching Rate.

The laminar flamelet model is thoroughly described in Appendix A. The model equa-

tions are complemented by proper initial and boundary conditions. Time accurate solutions

of Eq.(A.2.1) are obtained by means of the CSPTk package [35], which integrates in time

Eq. (A.2.1) using CVODE [36] and where the thermo–kinetic database is parsed and han-

dled using the TChem package [37]. The scalar dissipation rate χ is an input parameter of

the flamelet system, which affects the flame structure in terms of ignition delay, as well as

flame quenching. Since the scalar dissipation represents the reciprocal of a diffusive time

scale, a Damkhöler number can be defined as Da = 1/(τcχ), where τc is a characteris-

tic chemical time scale. As will be emphasized later, a good choice for the characteristic

chemical time scale is the reciprocal of the TSR. The S-shaped diagram in Fig. 10 pro-

vides a good appreciation of the flame structure sensitivity to the Damkhöler number, and

therefore to the scalar dissipation χ. A point on the upper branch of the S-shaped dia-

gram in Fig. 10 refers to a burning (stationary) flame (point A). The peak value of flame

temperature decreases when the scalar dissipation increases (Da decreases). Quenching

occurs suddenly for scalar dissipation values higher than a critical value, DaE , (point E).

The points on the lower branch of the diagram refer to mixtures whose temperatures is

close to the autoignition one, nevertheless autoignition is hindered by the diffusive pro-

cesses (point B). A progressive reduction of the scalar dissipation rate, below a value DaI ,

eventually allows the system to autoignite (points I). Both points E and B (representing

quenching/extinction) and points I and A (representing autoignition) are end-points of un-

steady transition of the system. The main goal of this section is to analyze the autoignition

transient of the laminar diffusive flame using the Tangential Stretching Rate index as the

principal tool of analysis. Quenching is left to future work.
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Figure 10: S-shaped temperature behavior as a function of the Damkohler number, Da =

1/(τcχ).

3.6.1 Results of Unsteady Flamelets

The reactive mixture considered in this work is syngas/air. The same detailed chemical

scheme of § 3.5, with 12 species and 33 chemical reactions is employed [41].

The fuel is made of syngas (H2:CO molar ratio of 0.7:1), the oxidizer is oxygen di-

luted with three times the amount of nitrogen present in the air (i.e. a molar ratio of

N2:O2=11.28). This reactive mixture is relevant to gas turbine operations and has been

extensively studied in [46].

The domain of integration relates to mixture fraction, and it ranges from ξ = 0 to ξ = 1.

The mixture fraction space discretization involves 1024 cells of equal size. The boundary

conditions here considered are pure oxidizer at ξ = 0 and pure fuel at ξ = 1, both kept at

the temperature of 1000 K, while the pressure is kept constant in the whole domain and at

all times and equal to 20 atm. The initial condition at time t=0 is a constant temperature

of 1000K in the whole ξ domain, and the mass fractions of fuel and oxidizer along ξ are

prescribed as linear distributions between the left and right boundaries.

Two different test cases will be analyzed and compared: in the first one, the scalar
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dissipation rate χ in Eq. (A.2.1) is set to zero, i.e. χ = 0 s−1, to isolate the role of kinetics

at different mixture fraction values; in the second one it is set to χ = 10 s−1, to study the

combined diffusion/reaction system. Such a value of the scalar dissipation rate is chosen

for showing that even a small degree of mixing radically changes the behavior of the system

with respect to the purely kinetic-driven dynamics. Other numerical simulations performed

at larger values of χ, up to the quenching value of χquench ≈ 650 s−1, are not qualitatively

different from the one presented in the following for what concerns the TSR analysis, thus

are not included in this work.

3.6.2 Pure kinetics

First, the time evolution of the system described by Eq. (A.2.1) when χ = 0 s−1 is discussed.

When there is no diffusion that couples with kinetics at different mixture fractions, each

batch of mixture along the ξ-axis behaves as an independent reactor undergoing auto-

ignition at constant pressure, with an ignition delay time that varies from point to point

because of the different composition. The ignition delay time features a minimum at about

ξ ≈ 0.5, and increases significantly on the lean side and to a small extent on the rich side.

At large times, temperature reaches its peak value at the stoichiometric mixture fraction

(ξst = 0.055), as shown in Fig. 11. The equilibrium temperature decreases for leaner and

richer mixtures.

Figure 12 shows that TSR, computed in the direction of g, since Lx is absent, takes

positive values ahead of the ignition front (Ω > 0). It is worth stressing that this occurs in

a region of low temperature. Indeed, a positive TSR identifies the explosive region of the

system: as such, it provides a measure of the ”propensity” to ignition of the system. The

most ignitable conditions are actually identified with the peak value of TSR noticeable

at ξ ≈ 0.5. Downstream the ignition front, TSR becomes negative, this indicating the

dissipative nature of the approach to equilibrium of the system. Note that the region to

the left of the peak TSR (ξ ≈ 0.5) exhibits a high propensity to ignition whereas at very

rich conditions the mixture is unable to ignite (Ω < 0).
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Figure 11: Case χ = 0 s−1. Contour levels of Temperature.

3.6.3 Combined effect of diffusion and kinetics

The second case involving diffusion is now discussed, and specifically the case obtained

setting χ = 10 s−1. While the case χ = 0 s−1 provides a simple model of a (seemingly)

front propagation purely driven by spontaneous ignition, the case χ = 10 s−1 models a

deflagration wave involving diffusion as transport mechanism (no convection).

Figure 13 shows the isocontour lines of temperature, T, and HCO mass fraction in the

(ξ, t) phase space, while Fig. 14 shows several temporal snapshots of the temperature field.

Ignition begins - as observed for the purely kinetic case - at ξ ≈ 0.5 as indicated by the

location of the extended TSR peak value in Fig. 16, while the equilibrium field (red line in

Fig. 14) peaks at ξ ≈ 0.055.

Diffusion steps in as soon as kinetics creates spatial non uniformities, in such a way

to propagate heat and mass outward with respect to the most ignitable mixture fraction
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Figure 12: Case χ = 0 s−1. Isocontour lines of Ω. The black line indicates the zero contour

level.

value. The reaction-diffusion wave weakens while traveling towards rich mixtures, while it

becomes stronger (faster) moving towards leaner mixtures. The steep temperature front

generated by the reaction-diffusion wave moves from right to left towards the asymptotic

limit marked as a red solid line in Fig. 14.

The effectiveness of diffusion in spreading ignition from the most ignitable mixture

fraction value can be appreciated by superposing the isocontour lines of HCO mass fraction

for the case χ = 0 s−1 (black solid lines) and χ = 10 s−1 (red dash dotted lines) as shown in

Fig. 15. This comparison shows that the (apparent) propagation speed of the spontaneous

ignition front tends to slow down while moving towards leaner mixtures. Instead, the (real)

propagation speed of the reaction-diffusion wave increases in the same direction. Note also

that diffusion delays the onset of ignition by contrasting the early stages of the kinetically

controlled ignition.

It is worth to discuss how the most energetic scale evolves during both the explosive
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Figure 13: Case χ = 10 s−1. Isocontour lines of temperature (T) and HCO mass fraction

(thin white lines).

and dissipative regimes of the system dynamics. Also, the TSR (Ωg) and the extended

TSR (Ωg+L) are compared and their comparison is exploited to gain physical insights on

the dynamics.

With reference to Fig. 16, the locus of mixture fractions at which Ωg+L > 0 peaks

(∂[Ωg+L]/∂ξ = 0) - at any given time - determines the most ignitable mixture conditions.

Similarly, at any given time, the locus of extrema of Ωg+L < 0 (∂[Ωg+L/∂ξ = 0) identifies

the ”most dissipative state”. The field of Ωg is similar at this level of magnification and

thus it is not shown.

A closer look at Fig. 16, whose magnification around the flame front is shown in Fig. 17

(top), reveals that a region with a peak of Ωg+L is formed in the pre-heat zone - where

kinetics and diffusion compete - of the reaction-diffusion wave. This feature is also notice-

able in Fig. 19, which shows a slice of the field at t=4.059 ×10−3, where Ωg+L is denoted
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Figure 14: Case χ = 10 s−1. Temporal snapshots of temperature field (transient states:

black lines; stationary state: red line).

by green symbols.

Figure 18 shows the essential representation and characterization of the critical features

of the flame front: the green region is the region where ωg+L attains a peak (ωg+L > 104,

i.e., Ωg+L > 4 ), tracking the largest positive eigenvalue. This region may be identified as

the flame front, i.e., where the dynamics of the reactive-diffusive system is explosive and

sufficiently fast. This region may be referred to as an auto-igniting region, since ωg and

ωg+L coincide, meaning that the role of transport processes is here not pivotal. The red

region corresponds to the region where ωg and ωg+L differ, i.e., the deflagrative, diffusion-

contributed, part of the flame front, which is also depicted in Fig. 19 as the red symbols

valley in the region marked as B. This figure shows a time slice at t = 4.059× 10−3s, with

the deflagrative wave traveling from right to left. Analyzing this figure from left to right,
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Figure 15: Spontaneous ignition front (χ = 0 s−1, black solid lines) vs. reaction-diffusion

wave (χ = 10 s−1, red dash dotted lines) as described by HCO isocontour lines.

four distinct regions may be identified: (i) region A, where ωg and ωg+L coincide and

are small and positive; (ii) region B, where ωg+L remains close to the positive eigenvalue,

indicating the explosive nature of the reaction/diffusion system, while ωg becomes negative,

pointing out the contractive nature of the system dynamics due to the chemical source term

only; (iii) region C, where ωg becomes positive and coincident with ωg+L; and (iv) region

D, where the diffusive processes become negligible, and the system exhibits a contractive

nature with both ωg and ωg+L being negative and coincident.

A detailed break-up analysis at time t = 4.059 × 10−3 s and ξ = 0.19 (see tables 3.4

and 3.5) allows to evaluate the contribution of all modes to ωg and ωg+L; it was found

that ωg = −1.54× 106s−1 originates from two modes: 94% by #5 (λ5 = −1.49× 106 s−1)

and 5.7% by #4 (λ4 = −5.80 × 106 s−1), while ωg+L = +1.02 × 105 s−1 originates from

two modes: 73% by #5 (λ7 = +1.68 × 105 s−1) and 26% by #5 (λ5 = −5.80 × 106 s−1).
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Figure 16: Case χ = 10 s−1. Isocontour lines of Ωg+L. The black line indicates the zero

contour level.

Hence, modes with both positive and negative eigenvalues contribute to the TSR.

3.6.4 Important processes

It is straightforward to identify the processes, i.e. reactions and diffusion of species, partic-

ipating to the modes mostly contributing to ωg and ωg+L, by resorting to the participation

indices defined in § 3.3.2 and 3.4.1.

It is worth to investigate the participation indices to both ωg and ωg+L, shown in

Fig. 20 and 21 respectively, for the time slice t = 4.059×10−3s. It is observed that in region

A the behavior of the participation indices to ωg in the mixture fraction space, moving

towards richer mixtures (from left to right), resembles the evolution in time of the indices

computed for the below-crossover autoignition problem. If diffusion were not present,

i.e. χ = 0, this time slice would have shown the state of several batches of mixture, with

different equivalence ratio, evolving independently in time, and photographed at t = 4.059×
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Figure 17: Case χ = 10 s−1. Isocontour lines of Ωg+L (top) and Ωg (bottom)
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Figure 18: Case χ = 10 s−1. Flame front identification and characterization: autoignition

vs deflagration. Temperature iso-contours in grey.

10−3 s. Since the reactive-diffusion wave has not yet reached this region, the left-to-right

evolution is approximately an initial composition effect that translates into different ignition

delays (supposing that the chemical pathways do not vary much around stoichiometric

conditions). In particular, Rb-18 and Rf-16 are dominant, while Rf-9 and Rf-1 show a

growing importance. Note that, although the mixture is syngas, the ignition process is

started by the hydrogen submechanism. Note also that the temperature/pressure condition

of this flamelet falls in the below-crossover regime (see Fig. 9, valid for a stoichiometric

H2/air mixture). In region B, the reaction-diffusion wave travels from right to left. Here,

the diffusion of temperature is the dominant process of the reactive-diffusive system right

in front of the flame (wave) front. This is the region where ωg and ωg+L differ, and where

also the respective PIs differ the most. Here, ωg is negative and mostly contributed by

Rf-9. The effect of the reaction-diffusion wave is to enhance ignition (deflagrative effect),
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Figure 19: Case χ = 10 s−1. Slice at t = 4.059× 10−3, zoom on the flame front. Ωg (red)

vs Ωg+L (green). Positive eigenvalues (black), negative eigenvalues (gray). Temperature

(black line).

and chemistry alone would react in a dissipative way with the chain terminating reaction

Rf-9. This explains the Rf-9 peak in Fig. 20, which differs from the auto-ignition case.

In region C, the chain branching reaction Rf-1 is the largest contributor to heat release.

Finally, in region D, thus behind the flame front, the carbon chemistry takes place as well,

mostly through reaction Rb-26 ( H + CO + M −→ HCO + M).

In summary, the deflagrative wave accelerates the ignition process of the mixture to the

left of the front, and the driving processes are mostly the diffusion of temperature and, to

a less extent, diffusion of H, which in turn trigger Rf-1 earlier than the sequence Rb-18 /

Rf-16 would have done in absence of transport.
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Figure 20: Participation Indices to ωτ̃ at t = 4.059× 10−3 s in the flame front region

Figure 21: Participation Indices to ωτ̃pde at t = 4.059× 10−3 s in the flame front region
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3.7 Analysis of a turbulent premixed flame

The ultimate goal of the CSP/TSR analysis is to provide physical understanding of large

and complex reactive flows predictions, which offer a large amount of information - typically

the state functions in each computational point - which are difficult to translate into global

combustion characteristics. An attractive feature that is commonly attempted to identify is

the flame front and the related explosive propensity of a mixture. This interest pertains to

practical applications, where ignition is desired to be under strict control due to safety and

performance issues. In this section, the investigation of an existing 3D DNS solution [47, 48]

of a freely-propagating statistically stationary turbulent H2/air premixed flame is carried

out. The detailed kinetic mechanism employed in the simulations was the scheme of Burke

et al. [49] designed for hydrogen combustion and the initial condition is a steady laminar

flame with T(0)=300K, p(0)=1 atm, φ = 0.7.

The analyzed dataset here presented is a representative 2D slice of the field, taken at one

time-step, in the mid-z plane. The choice of the spatial and temporal position is not relevant

to the scope of this demonstration, moreover the flame is statistically stationary and the

lateral boundary conditions are periodic. The considered DNS case is representative of

the thin reaction zone (TRZ) combustion regime [50]. It is characterized by a turbulent

Reynolds number Ret = ρ0u
′lT /µ0=1623, a Damköhler number Da = lTSL/u

′δth =2.8

and a Karlovitz number Ka = (ρ0SLδth/µ0)0.5(u′/SL)1.5(l/δth)−0.5 =14.4, where µ0 is

the unburned gas viscosity, δth = (Tad − T0)/max |∇T |L is the thermal flame thickness,

the subscript ’L’ is used to refer to unstrained laminar flame quantities, the turbulent

length scale to flame thickness ratio is lT /δth = 14.0, the inflow normalized root-mean-

square turbulent velocity fluctuation is u′/SL =5. These inflow values are summarized in

table 3.6.The domain size is 20mm× 10mm× 10mm and the domain has been discretised

by a uniform Cartesian grid of 512× 256× 256 cells.

Table 3.6: List of the inflow turbulence parameters.

u′/SL lT /δth Ret Da Ka

5 14.0 1623 2.8 14.4
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A typical progress variable employed for the study of such fields is a temperature-based

variable defined as CT := (T − Tmin)/(Tmax − Tmin).

The spatial evolution of temperature and the mass fractions of H and OH at the chosen

time-step (t=2.19 ms) are reported in Fig.22, where the iso-contour lines of CT are super-

imposed. The aim of the analysis presented in the following is to explore, by means of the

CSP-TSR tools, the role of the different driving processes, i.e., convection, diffusion, and

reactions, and their mutual interactions. Convection can be accounted for with respect to

a laboratory frame of reference or with respect to the flame front, or can be absorbed in

the total derivative when following a Lagrangian description of the flow. In this work, the

latter interpretation is adopted to focus on the interplay between diffusion and reactions.

The reactions that were found to be the most significant and will be further referred

to in the current study, are summarized in Table 3.7. Note that the reactions numbering

differs from the one employed in the previous sections, since the kinetic scheme is different.

Table 3.7: The reactions providing significant contribution to the dynamics of the system.

1: H + O2 ↔ O + OH 14: HO2 +O ↔ O2 + OH

2/3: O + H2 ↔ H + OH 15: HO2 + OH ↔ H2O + O2

4: H2 + OH ↔ H2O + H 18: H2O2 (+M) ↔ 2OH (+M)

11: H + O2 (+M) ↔ HO2 (+M) 19: H2O2 + H ↔ H2O + OH

13: HO2 + H ↔ 2OH

Flame topology It is worth to recall that Ωg+L and Ωg are weighted averages of both

the positive and negative system eigenvalues, and are defined and insightful over the whole

domain. For this reason, these metrics are employed to topologically characterize the

reactive field, and to identify the flame front and its internal structure.

In particular, the analysis of the scatter plot of Ωg+L and Ωg in the entire domain as

function of CT , shown in Fig. 23, allows to identify different qualitative behaviors of the

reactive flow. Intrinsic to the meaning of the tangential stretching rate is the association

of a different qualitative behavior with the sign of either Ωg+L or Ωg. Therefore, the edge
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Figure 22: The spatial evolution of temperature and the mass fractions of H and OH at

the chosen time-step (t=2.19 ms). Iso-contours of CT in black.
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Figure 23: Scatter plots of Ωg and Ωg+L in the entire field as function of CT .

of each region is identified where either Ωg+L or Ωg change sign. Thus in Fig. 23, four

regions are observed within the flame front, and a fifth region connecting the flame front

to the downstream fully burnt condition. In region A, Ωg+L < 0 and Ωg < 0, in region

B, Ωg+L > 0 and Ωg < 0, in region C, Ωg+L > 0 and Ωg > 0, while in regions D and

E, Ωg+L < 0 and Ωg < 0. Regions D and E are considered to be different because of the

different scatter degree for Ωg+L.

Observation of Fig. 23 reveals that the flame front lies within the interval 0.01 < CT <

0.8. As shown in Fig. 24, this allows to clip the reactive flow field where 0.01< CT <0.8

to graphically identify the flame front features. The colored contours in Fig. 24 represent

Ωg+L, red when positive, while the black dashed line inscribes the sub-region where Ω > 0.

A comparison of the spatial distributions of Ωg+L and Ωg reveals that Ωg is positive in a

much thinner region than Ωg+L, this making Ωg a good candidate for further topological

analysis such as the local flame curvature evaluation.
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Figure 24: Flame front topology, with Ωg+L colored contours and Ω = 0 isocontour (black

dashed line).

Flame structure The detailed characterization of the processes in the five regions can

be carried out by means of the TSR-PI (P
ωg+L
process) indices evaluated (i) in the entire reactive

flow (Figs. 25 and 26) or (ii) along the slice taken across the flame front (Figs. 27 and 28)

between the points U-nburnt and B-urnt as shown in Fig. 24.

Entire reactive flow Figure 25 shows the scatter plots of P
ωg+L
Diff(H), P

ωg+L
Diff(H2) and P

ωg+L
Diff(T).

The observation of the aforementioned scatter plots reveals that diffusion of H is the dom-

inant transport process in region A, where P
ωg+L
Diff(H) reaches the peak value of ∼60%. The

participation index of H diffusion exhibits a second peak of ∼40% in region B. Two peaks of

P
ωg+L
Diff(T) are observed, the first, with peak values of ∼40%, located at the boundary between

regions A, B, the second, with peak values of ∼20%, located at the boundary between re-

gions B, C. In region C, P
ωg+L
Diff(H) is lower than ∼10%, while it is observed the growth of
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Figure 25: Scatter plots of the TSR-PIs: P
ωg+L
Diff(H), P

ωg+L
Diff(H2) and P

ωg+L
Diff(T)

P
ωg+L
Diff(H2) and P

ωg+L
Diff(T). Temperature diffusion participation index reaches a local maximum

(∼20%) at the boundary between regions C and D. A similar behavior is observed for H2

diffusion, with P
ωg+L
Diff(H2) increasing in region C and reaching the maximum value of ∼40%

at the boundary with region D. Participation indices of both H2 and temperature decrease

throughout region D, and reach values lower than ∼10% in region E.

In Fig. 26 are reported the scatter plots of P
ωg+L
Rf-11 , P

ωg+L
Rf-1 and P

ωg+L
Rf-15 . These scatter

plots reveal that region A is characterized by P
ωg+L
Rf-15 , reaching values of ∼60%, and by

P
ωg+L
Rf-11 , whose peak value of ∼20% is located at the boundary between regions A and B. In

region B, P
ωg+L
Rf-15 decreases to less that ∼10%, while P

ωg+L
Rf-11 is the dominant reactive process

of the region, with almost constant value of ∼10%. In region C, Rf-1 and Rf-11 exhibit

local peaks of ∼20% and ∼15% respectively. In regions D and E, the relative importance

of Rf-1 diminishes, with P
ωg+L
Rf-1 reaching values lower than ∼10%. A local minimum of

P
ωg+L
Rf-11 is observed at the boundary between regions C and D, followed by a growth up
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Figure 26: Scatter plots of the TSR-PIs: P
ωg+L
Rf-11 , P

ωg+L
Rf-1 and P

ωg+L
Rf-15

to ∼20% throughout region D. The participation index P
ωg+L
Rf-11 keeps a constant value of

∼15% in the entire post-flame region E, while P
ωg+L
Rf-1 remains below the ∼10%.

The behavior observed across the flame front is confirmed throughout the entire field,

with a large dispersion in the post-flame region. As an example, Fig. 29 shows that the

spatial distribution of P
ωg+L
Rf-1 is affected by the flame curvature in both the flame front and

in the post-flame region.

Slice of flame front A more detailed characterization of the processes in the five regions

of the reactive flow is obtained inquiring the TSR-PI (P
ωg+L
process) along the line segment

between the points U and B shown in Fig. 24.

The inspection of the most participating diffusive processes to ωg+L, reported in Fig. 27,

reveals that in regions A and B, H diffusion (∼ 35%) and, to a lesser extent (∼ 15%),

temperature diffusion are dominant over kinetics. The adduction of H in region A is a

pivotal process, feeding radicals to reactions Rf-11 , shown in Fig. 28, which initiate the
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Figure 27: TSR-PIs of the dominant diffusive processes.

sequence of chemical kinetic events discussed in the following. In region C the role of

diffusion is lowered, while in D, a significant growth of H2 and H is apparent.

As shown in Fig. 28, in region A, H and HO2 lead to OH radical through the reactions

sequence Rf-11, Rf-13; in region B, while the chain branching reaction Rf-13 leads to

OH production, the chain terminating reactions Rf-11 and Rf-15 recombine H and OH

to the more stable radical HO2 and H2O. In region C, both ωg and ωg+L are positive,

and is observed the growth of the relative importance of the reactions responsible of the

production of OH, H and O radicals. Regions D and E are contractive, with both ωg

and ωg+L being negative. In particular, in region E are observed: the balance between

reactions Rf-4 and Rb-4; and an increasingly predominant role of the chain terminating

reaction Rb-10, recombining OH and H radicals into H2O.
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Figure 28: TSR-PIs of the dominant chemical reactions.

Figure 29: Contour plot of P
ωg+L
Rf-1



Chapter 4
CSP-based tools for simplification

4.1 Kinetic mechanisms simplification

This chapter will be devoted to the exploitation of the CSP method towards the simplifi-

cation of chemical kinetic mechanisms. In the first part, suitable importance indices are

defined to assess the contribution of a chemical reaction to the production/consumption of

a set of species of interest, and a rigorous algorithmic procedure, successfully employed in

several works, is briefly outlined for homogeneous problems. The pivotal tasks of a simplifi-

cation campaign are then described, with special emphasis on how to conveniently choose a

representative dataset to be fed to the algorithm. In the second part, three improvements of

the algorithm are presented for the first time, involving entropy participation indices (EPI),

a tangential stretching rate (TSR)-defined kernel set and a variable tolerance approach,

respectively. A test-case is performed to compare them and to highlight their advantages

with respect to the traditional algorithm. Lastly, the algorithm is extended to steady-state

reactive-diffusive problems, and a practical application involving the generation of skeletal

mechanisms for non-premixed combustion in hybrid rockets is presented.

75
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4.1.1 Simplification algorithm

In the CSP-based skeletal reduction algorithm, the criterion for selecting the subset of

reactions and species to be retained in the simplified mechanism is based on their relevance

to the fast and slow dynamics of a prescribed set of ”target” species, whose concentration

is deemed to be accurately reproduced by the skeletal mechanism. This algorithm is based

on the ability to decompose, at any time epoch and space location, the chemical kinetic

processes into fast and slow components, as offered by CSP, and to identify the processes

that produce the most significant contribution in either the fast or slow components. As

a measure of the degree to which a reaction contributes to the fast/slow dynamics of

the target species, the algorithm adopts the fast and slow CSP importance indices [51],

which measure the contribution of each elementary reaction in the detailed mechanism to

the fast and slow components of each species production rate. Next, a new set of active

species is identified by collecting all the species participating in the selected reactions. The

separate examination of fast and slow subspaces allows to distinguish the fast processes

mostly participating to the emergence of the slow invariant manifold and the slow processes

driving the solution along the manifold itself, as demonstrated in [51].

The relative contribution of a reaction k in the production/consumption of the species

i in either the fast or slow subspace can be assessed by means of a fast/slow importance

index defined as:

(I)
i
kslow

=

∑N
s=M+1 a

i
s(b

s · Sk)rk∑2Nr
kk=1 |

∑N
s=M+1 a

i
s(b

s · Skk)rkk |
, (4.1.1)

(I)
i
kfast

=

∑M
r=1 a

i
r(b

r · Sk)rk∑2Nr
kk=1 |

∑M
r=1 a

i
r(b

r · Skk)rkk |
, (4.1.2)

where the index M in the summations is defined according to the criterion (2.2.9).

The algorithm operates on a database of states D = {y(1), · · · ,y(K)}, where y ∈ RN+1

is the state vector composed of temperature and the Ns mass fractions. For each state

point, the algorithmic tool computes g(y), the corresponding Jacobian matrix Jg and the

number M of exhausted modes. These data allow the slow and fast importance indices

to be computed using Eqs.( 4.1.1) and (4.1.2), which, in turn, determine the reactions

to be eliminated from the detailed mechanism as those having an index value smaller
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than the user-specified tolerance with respect to the target species set. The subsets of

species/reactions retained in each state point are finally merged to build a global skeletal

mechanism, relative to the whole database D.

Note that if, at a particular state, a given species is present in trace quantity and its

rate of production/consumption is also negligible, its importance index is not a meaningful

quantity, often yielding indeterminate values, and must not be employed in a CSP analysis.

This approach is very useful in generating a spectrum of simplified mechanisms of

different sizes, each associated with a given degree of fidelity in predicting the chosen

quantities of interest, specified by a threshold on the importance indices. The final choice

of the simplified mechanism consists in finding a compromise between the dimensionality

reduction and the required accuracy in the replication of the behavior of the species of

interest. Indeed, the skeletal mechanisms are tailored over the target species, hence the

other species are not expected to be accurately reproduced.

So far, the CSP-based automatic chemical mechanism simplification algorithm has been

successfully employed in the context of purely reactive systems [23, 52]. The skeletal

mechanisms generated with this procedure proved to be capable of replicating the ignition

transient of homogeneous reactors, as well as the numerical predictions of laminar and

turbulent premixed flames [53].

Table 4.1 and Fig. 30 show the logical structure and block diagram of the algorithmic

procedure, where the user-specified input parameters are a database of states D provided

by any numerical time-integration of an ignition problem, the kernel set of initial species

S0 and the value of the tolerance threshold τ .

4.1.2 Choice of a proper dataset

A detailed mechanism is usually designed to cope with a wide rage of operating condi-

tions. The effectiveness of the simplification algorithm relies on the capability of generating

smaller chemical mechanisms able to accurately describe a subset of chemical species, in a

narrower range of operating conditions, for a specific class of problems.

The key point in the simplification process is the inspection of the detailed mechanism

behavior when it deals with the physical problem and the operating conditions of inter-
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For all un ∈ D:

{ Start with kernel set of active species: S[h=0] = S0;

While
[
S[h](un, tol, S0) = S[h−1](un, tol, S0)

]
{ h = h+ 1;

Define new active reactions set:

R[h](un, tol, S0) = {k :
(
Iik(un)

)
slow

> tol; i ∈ S[h−1](un, tol, S0)}∪
{k :

(
Iik(un)

)
fast

> tol; i ∈ Srad[h−1](un, tol, S0)};
Define new active species set:

S[h](un, tol, S0) = {i : νik 6= 0; k ∈ R[h](un, tol, S0)};
};

Define local active reactions set: R`(un, tol, S0) = R[h];

};
Define global active reactions set: R(tol, S0) =

⋃
n∈[1,Nsol]

R`(un, tol, S0);

Define global active species set: S(tol, S0) = {i : νik 6= 0; k ∈ R(tol, S0)}.

Table 4.1: Structure of the simplification algorithm
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Figure 30: Block diagram of the simplification algorithm

est. Hence, the choice of the database of states to be fed into the algorithm is pivotal for

the generation of simplified mechanisms that are accurate for the application purposes.

Nonetheless, the use of detailed mechanisms, often consisting of hundreds of species, con-

strains the generation of databases to simple model problems that are computationally

affordable.

Hence, according to the application and the desired features that he/she would like to

accurately reproduce, the user must carefully design the simplification campaign by mak-

ing decisions on: (i) the detailed mechanism to use as baseline, (ii) the model problem,

representative of the physics of interest, to employ with the detailed mechanism for the

database generation, (iii) the initial/boundary conditions of the model problem that allow

to explore the sought-after features of the detailed kinetics.

Typical simple model problems are zero-dimensional -homogeneous reactor- auto-ignitions,

nonetheless also laminar flamelet models or laminar premixed flame models may be used,
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depending on the application purposes.

The choice of the initial/boundary conditions determines the collection of thermo-

chemical states of the system that are generated by any solver and that are analyzed by the

simplification algorithm. It follows that, for achieving the best results, those states must

contain the kind of information that the user would like to maintain in the reduced model.

If multiple targets are demanded, e.g. low- and high-temperature kinetics simultaneously,

the database of states should include both, turning the campaign into a comprehensive

campaign.

Lastly, a special attention should be paid to the solver that produces the collection

of states. Usually, the accuracy and the number of states that are computed are subject

to the user decision. A number of questions still remains open regarding the number of

discrete points to feed into the algorithm, i.e. their sampling along the dynamics evolution,

and their space/time location. All these decisions have an impact on the outcomes of the

algorithm which are not known a-priori and should be examined, however these will not

be investigated in this work, where the decision on how to sample the discrete points along

time-trajectories is left to the solver itself. This usually means that discrete points are

sampled based on the solver internal time-step.

4.1.3 Error measures

An a-posteriori error analysis is needed to assess the quality of a given simplified mechanism

because the highly non linear character of the system of interest renders it impossible to

derive a-priori error estimates. In general, we look for simplified mechanisms that are

both computationally efficient, i.e. made up of a small number of species, and accurate in

replicating some relevant features of the predictions from the detailed mechanism, which

features are termed as QoIs, such as the ignition delay time and the transient evolution

and equilibrium composition of the species of interest and temperature.

The discrepancies between ignition trajectories Xd
i (t) and Xi(t), i = 1, . . . , N + 1,

generated by detailed and simplified models respectively, can be assessed with different

metrics. The two most natural choices involve errors among solution trajectories (i) in the

{t,Xi(t)} phase space, and/or (ii) in the {ψ(t), Xi(t)} phase space, where ψ is a suitable
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progress variable and time t acts as a parametric abscissa.

The {t,Xi(t)} phase space is suitable for ignition delay time measurements. A relative

error on ignition delay time may be defined as:

Eign =
tign − tdign

tdign

=
∆tign

tdign

(4.1.3)

where tdign is the ignition delay of the detailed mechanism-based prediction.

On the other hand, Valorani et. al. [54] observed that, because of the exponential de-

pendence of the ignition delay time on model parameters, the error in solution trajectories

measured in the {t,Xi(t)} plane can exhibit non-monotonic convergent behavior with de-

creasing degree of simplification of the kinetic mechanism. This non-monotonicity comes

about as a consequence of the elimination in total or in part of chain branching/propagation

reactions that can promote or postpone the onset of ignition. It was concluded in [54] that

an error measure involving an integral measure of the distance between ignition trajectories

in the {ψ,Xi} phase space exhibits the sought-after monotonic convergent behavior with

decreasing degree of simplification.

An appropriate progress variable ψ(t) should provide a monotone and non singular

mapping of time t versus ψ, so that all mappings involving the components Xi of the state

X are one-to-one functions of ψ.

A progress variable is introduced, based on the mixture entropy change. The entropy

per unit mass, s, of a mixture of N ideal gases is given by

s (T, p, Yj) =
S (T, p,Xj)

W
, (4.1.4)

where S (T, p,Xj) has been already defined in section (entropy participation indices). As

already observed, this mixture entropy can change because of both external and internal

irreversible processes, that is:

dS = dSext + dSint, (4.1.5)

where dSext accounts for heat exchange with the surroundings and the entropy change due

to internal processes dSint is evaluated according to the following differential relation:

dSint = − 1

T

Ns∑
j=1

µjdXj . (4.1.6)
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In isolated systems, where there is no interaction at all with the surroundings, dSext = 0

and the overall entropy production is due to dSint, whereas the presence of heat exchange,

even if the system is closed (no mass exchange), makes the term dSext different from zero.

Furthermore, it can be proved that sint is monotone and attains a maximum at equilibrium,

making it a suitable progress variable. Thus, ŝ(t) is defined as:

ŝ(t) :=

∫ t

0

dsint, (4.1.7)

where s is the mixture entropy per unit mass and dsint is the mixture entropy change due

to internal processes.

Next, ŝ(t) is scaled to get:

s̃(t) :=
ŝ(t)− ŝ(0)

ŝ(tfinal)− ŝ(0)
. (4.1.8)

Trajectory errors in the {ψ,Xi} space are usually obtained as integral measures of the

distance between the predictions from the detailed and simplified models, such as:

E(Xi) =

∫ 1

0

∣∣∣∣Xi(s̃)−Xd
i (s̃)

Xd
i (s̃)

∣∣∣∣ ds̃ i = 1, ..., N + 1 (4.1.9)

Lastly, discrepancies in equilibrium composition/temperature may be measured by relative

errors such as:

Eeq(Xi) =
Xi(tfinal)−Xd

i (tfinal)

Xd
i (tfinal)

i = 1, ..., N + 1 (4.1.10)

Errors on target species are expected to be much smaller than those on all the other species,

given that the skeletal mechanism is tailored on the target species only.

Usually, the species trajectory and equilibrium errors are averaged over the target species,

in order to get a single observable. As an example, the trajectory error often employed in

the performance assessment is defined as:

Etgt =

∑Ntgt
i=1 E(Xi)

Ntgt
(4.1.11)

The three error measures defined above are capable of characterizing the performance of

a given simplified mechanism, with respect to the detailed one, when employed in the same

ignition problem. However, it may happen that the three error figures are not consistent
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with each-other, or that the user is not interested in all of them. An objective function

may be introduced that weighs the three performance figures, based on the user desire, in

order to get a single performance observable.

4.2 Improving the CSP skeletal algorithm

Most of the simplification algorithms, such as those based on computational singular per-

turbation (§ 4.1.1) or directed relation graph (DRG) [18], require the specification of the

system’s variables that the skeletal mechanism is desired to accurately predict. This set

of variables, usually referred to as target species set, often includes temperature and the

major species, such as fuel(s), oxidizer(s) and the main products, and those species the

investigator/user is interested in, in the context of his/her application. As an example,

typical species that are included beyond reactants and products are NOx or PAHs. The

algorithm, consequently, will start its loop by inspecting the importance indices related

to those variables. However, global observables such as ignition delay time or equilibrium

state cannot be assumed as target variables, the reason being they are not system’s state

variables and can be evaluated only a posteriori, after a realization of the system’s evolution

becomes available.

Additional target species could be species known to be important for the ignition-

delay-time-related dynamics, such as HCO, which is a marker for heat release and has

been profitably used in methane skeletal mechanism generation. This practice, even though

successful in most of the cases, requires a knowledge of the chemical pathways that typically

are required for retaining accuracy in ignition delay time predictions. This knowledge,

however, may be absent, being the chemical problem under study too complex to be fully

understood.

The specification of the set of target species in general is a delicate matter. It is ex-

pected that the resulting skeletal mechanisms have a strong dependence on the target set,

which acts as a seed for the mechanisms construction. Indeed, the more target species are

specified in this set, the more species/reactions will be required in the skeletal mechanisms

to obtain an accurate replication of them all. It follows that, if the user is interested in
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global observables, such as ignition delay time, the choice of the target species is not trivial

at all. The idea is that there exists an optimum target species set that allows to cap-

ture the core kinetics of, say, an ignition problem, with the minimum number of retained

species/reactions. This optimum set has always been thought of as the aforementioned

group of reactants, products and ignition-delay-related species. However, even if the latter

are known, this set may be redundant, causing the inclusion of a higher-than-needed num-

ber of species/reactions in the skeletal mechanisms, with the possibility of even deteriorate

the accuracy in ignition delay time, which is known to exhibit non-monotonic convergent

behavior with increasing number of species/reactions of the skeletal kinetic mechanism.

This non-monotonicity comes about as a consequence of the elimination in total or in part

of chain branching/propagation reactions that can promote or postpone the onset of igni-

tion [54], especially when ignition-delay-related processes are not correctly targeted by the

user.

To summarize, when the user is interested in elevated accuracy in global observables,

such as ignition delay time, the specification of the target species (which ones and how

many) brings in a considerable number of degrees of freedom, which the user may not

be aware of, or is not able to cope with. In this work, two modifications to the CSP

simplification algorithm are proposed that aim at removing the need for a user-specified

set of target species when global ignition observables are the targets of interest.

4.2.1 Using Entropy Participation Indices

The “Entropy Participation Indices”, abbreviated as EPIs, presented in section 3.2, offer

the possibility of substantially modifying the CSP skeletal algorithm, such that, as will be

shown below, it does not need the specification of any target species. In fact, EPIs are able

to select the reactions that are important to the entropy production. It can be imagined as

if the target variable were effectively entropy itself. This version of the algorithm may be

used to obtain skeletal mechanisms that capture the core kinetics of a combustion process,

i.e. the dynamics that contribute the most to the entropy evolution, in both the fast and

slow subspaces. Clearly, any additional features, such as accuracy in replicating secondary

dynamics, e.g. NOx or PAHs, cannot be included, being missing the possibility of specifying
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supplementary targets. It is expected, though, a substantial accuracy in global observables,

with the minimum required number of retained species/reactions.

An approach based on an unprojected “Entropy Participation Index” is pursued in [55].

The motivations for a projected ”Entropy Participation Index” are the same as those that

are at the core of the CSP method and will not be repeated here.

Table 4.2 and Fig. 31 show the logical structure and the block diagram of the modified

algorithmic procedure, where the user-specified input parameters are a training database

of states D provided by any numerical time-integration of an ignition problem and the

value of the tolerance threshold τ . It is important to stress again that the choice of the

For all un ∈ D:

{ Define active reactions set:

R(un, tol) = {k : (EPIk(un))slow > tol} ∪
{k : (EPIk(un))fast > tol};

Define active species set:

S(un, tol) = {i : νik 6= 0; k ∈ R(un, tol)};
};

Define global active reactions set: R(tol) =
⋃
n∈[1,Nsol]

R(un, tol);

Define global active species set: S(tol) = {i : νik 6= 0; k ∈ R(tol)}.

Table 4.2: Structure of the simplification algorithm modified with EPIs

most appropriate training database is crucial to get satisfying results in terms of accuracy

and degree of simplification. The user who is interested in capturing global observables

should start the simplification campaign on as simple as possible problems, i.e. stoichio-

metric mixtures, at significant pressure and initial temperature values, that should allow

to capture the core kinetics. This approach is likely to assure good accuracy of the skeletal

mechanisms in predicting ignition delay times also when employed in more complicated op-

erating conditions, e.g. leaner/richer mixtures, higher/lower temperature/pressure, unless

substantially different ignition mechanisms take place. As an example, the auto-ignition

characteristics of the H2-O2-inert mixture change radically above and below a certain,
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Figure 31: Block diagram of the simplification algorithm modified with EPIs

pressure dependent, initial ignition temperature (≈ 950K at 1 atm). In this case, a com-

prehensive campaign should be done, i.e. using two autoignition solutions below/above

the crossover temperature as training database, if one is interested in a skeletal mechanism

valid throughout the whole temperature range.

4.2.2 Using Tangential Stretching Rate

The Tangential Stretching Rate (TSR) offers the possibility of removing any user-appointed

degree of freedom related to the choice of the core kinetics target species, obtaining in

practice a similar user experience to what the EPIs allow, although with a substantially

different algorithmic procedure. Taking advantage of TSR and TSR Participation Indices,

already defined in chapter 3, the algorithm automatically compute the most participating

species at each time/space location to the TSR. This implies that the algorithm inspects

the importance indices of a different set of species in different states of the dataset. In

this way, the target set, which changes dynamically, is never redundant and forces the
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algorithm to explore the truly active chemical pathways of each state.

Table 4.3 shows the logical structure of the TSR-modified algorithmic procedure, where

the user-specified input parameters are a training database of states D provided by any

numerical time-integration of an ignition problem and the value of the tolerance threshold

τ . The TSR species are those involved in the TSR-participating reactions, which, in turn,

are the reactions contributing substantially to the TSR-active modes.

For all un ∈ D:

{ Compute set of kernel species:

S[h=0] = STSR(un) = {i : νik 6= 0; k ∈ RTSR(un)};
While

[
S[h](un, tol, STSR(un)) = S[h−1](un, tol, STSR(un))

]
{ h = h+ 1;

Define new active reactions set:

R[h](un, tol, STSR(un)) = {k :
(
Iik(un)

)
slow

> tol; i ∈ S[h−1](un, tol, STSR(un))}∪
{k :

(
Iik(un)

)
fast

> tol; i ∈ Srad[h−1](un, tol, STSR(un))};
Define new active species set:

S[h](un, tol, STSR(un)) = {i : νik 6= 0; k ∈ R[h](un, tol, STSR(un))};
};

Define local active reactions set: R`(un, tol, STSR(un)) = R[h];

};
Define global active reactions set: R(tol) =

⋃
n∈[1,Nsol]

R`(un, tol, STSR(un));

Define global active species set: S(tol) = {i : νik 6= 0; k ∈ R(tol)}.

Table 4.3: Structure of the simplification algorithm, modified with TSR species

Differently from the EPI modification, this version of the algorithm still relies on a target

set of species. This set of species, although automatically computed in each state, may be

constantly augmented by the user with other species he/she is interested in, allowing for

the simultaneous inspection of secondary dynamics. Table 4.4 and Fig. 32 show the logical

structure and block diagram of the TSR-modified algorithmic procedure, where the user-

specified input parameters are a training database of states D provided by any numerical
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time-integration of an ignition problem, the value of the tolerance threshold τ and the set

S0 of other target species, not related to the core kinetics. Again, the choice of the dataset

For all un ∈ D:

{ Compute set of kernel species:

STSR(un) = {i : νik 6= 0; k ∈ RTSR(un)};
S[h=0] = STSR(un) ∪ S0;

While
[
S[h](un, tol, STSR(un)) = S[h−1](un, tol, S0, STSR(un))

]
{ h = h+ 1;

Define new active reactions set:

R[h](un, tol, S0, STSR(un)) = {k :
(
Iik(un)

)
slow

> tol; i ∈ S[h−1](un, tol, S0, STSR(un))}∪
{k :

(
Iik(un)

)
fast

> tol; i ∈ Srad[h−1](un, tol, S0, STSR(un))};
Define new active species set:

S[h](un, tol, S0, STSR(un)) = {i : νik 6= 0; k ∈ R[h](un, tol, S0, STSR(un))};
};

Define local active reactions set: R`(un, tol, S0, STSR(un)) = R[h];

};
Define global active reactions set: R(tol, S0) =

⋃
n∈[1,Nsol]

R`(un, tol, S0, STSR(un));

Define global active species set: S(tol, S0) = {i : νik 6= 0; k ∈ R(tol)}.

Table 4.4: Structure of the simplification algorithm, modified with TSR species and addi-

tional user-defined kernel set

is delicate, especially when adding other target species. The solutions fed in the algorithm

should exhibit the prototypical behaviors of the desired targets.

4.2.3 A variable tolerance approach for weighing the targets

Independently of the algorithm version, the threshold τ plays the pivotal role of the kinetic

branches scissor. The retained reactions are those whose importance index to the produc-

tion/consumption of a target species, or the participation to the entropy production in
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Figure 32: Block diagram of the simplification algorithm modified with TSR species and

additional user-defined kernel set

the EPI-version, is larger than τ . However, the user may be interested in some features

more than in others. As an example, a skeletal mechanism may be desired to accurately

replicate a number of features, such as ignition delay time, or a particular set of major

species, and to a less extent another set of species, that may be involved in secondary

kinetic branches. Employing the same threshold τ for both the necessities, would mean

giving them the same importance, and may induce the algorithm to include a large number

of species/reactions involved in the second target, which is comparable to those included

for the essential features. This will likely assure accuracy in both targets, if τ is sufficiently

low, but at the cost of increasing the size of the skeletal mechanism.

A proposed solution for this problem is to employ different thresholds τ for different

targets, allowing to tune the degree of accuracy of each specified target, in order to minimize

the number of retained species. In practice, the simplification campaign is split in several
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building blocks, each one with its own purpose and degree of accuracy, which are then

assembled together.

Typically, the core kinetics is first captured by the EPI-version or the TSR-version of

the algorithm, employed on a suitable training database of states, usually a stoichiometric

auto-ignition. The best mechanism for the core kinetics, in terms of trade-off between

desired accuracy in ignition delay time and/or equilibrium, and the number of retained

species, is chosen a-posteriori among the family of skeletal mechanisms obtained varying

the τ threshold. Then, if additional features are required, the classic or the TSR-version of

the algorithm are employed on a training database of states representative of the sought-

after behavior, for example a rich mixture auto-ignition for soot formation, with the spec-

ification of the desired target species. The resulting family of skeletal mechanisms is then

merged to the primary mechanism, previously chosen, and the performance are checked a-

posteriori, this time of course the additional features will also be kept under consideration.

The final mechanism, typically, results from the union of two mechanisms generated with

different targets and different τ thresholds. It is good practice, also, to have the secondary

mechanism being self-contained, even though less accurate on the global observables, such

as ignition delay time. This normally assures the preservation of the pathways that connect

the core kinetics to the secondary observables.

4.3 A simplification test-case

The KAUST-Aramco PAH Mech 1.0, based on the comprehensively validated AramcoMech

1.3 C0–C2 chemistry developed by NUIG [34], accounts for reactions involving aromatics

larger than benzene (C6H6 or A1) by including PAH growth pathways up to coronene, for

the prediction of soot formation. The base mechanism contains accurate chemical kinetics

for the combustion of saturated and unsaturated hydrocarbons, namely methane, ethane,

ethylene, and acetylene, as well as oxygenated species, such as formaldehyde, methanol,

acetaldehyde, and ethanol. The detailed KAUST-Aramco PAH Mech 1.0 contains 397

species and 2346 reactions. This mechanism has already been reduced to 99 species in [56]

using directed relation graph with expert knowledge (DRG-X) [57], in which the DRG
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method is extended allowing for expert-specified species-specific error tolerances, and DRG-

aided sensitivity analysis (DRGASA) [58], which eliminates species that have minor effects

on the major species and global parameters by eliminating one species at a time.

The improved CSP-based skeletal algorithms are tested on a simplification campaign

involving homogeneous auto-ignition problems of ethylene (C2H4) - air mixtures. This

campaign focuses on the replication of global observables, i.e. ignition delay times and

equilibrium states, in a range of initial temperature (900 - 1500 K), pressure (0.1 - 10 atm)

and equivalence ratio (0.5 -5). The aim of this campaign is to identify the best skeletal

mechanism, whose trade-off between accuracy and degree of simplification is considered

satisfactory over the whole range of operating conditions.

The CSP classic, the EPI-modified and the TSR-modified skeletal algorithm will be

employed and compared. At this stage, PAH species are not targeted, for two main rea-

sons: (i) the focus is on the core kinetics, (ii) the EPI-modified skeletal algorithm does not

allow to do it, preventing comparisons between the two algorithms. PAH species will be

added in a second stage, where also the variable tolerance approach will be exploited.

4.3.1 A single-operating-condition simplification for core kinetics

The first step of the simplification campaign usually consists of a single point analysis. The

chosen operating condition for the constant pressure homogeneous reactor is: T = 900 K,

φ = 1.0 and p = 1 atm.

Classic CSP algorithm

The target species set for the classic CSP algorithm includes: temperature, C2H4, O2,H2O

and CO2, following the basic rule of thumb that suggest to include reactants and main

products.

The detailed mechanism is thus employed to generate a time trajectory, which is em-

ployed as dataset and fed in the CSP skeletal algorithm, together with a set of increasing

thresholds τ , each of which allows to obtain a simplified mechanism with a certain degree

of simplification.
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Figure 33 shows the outcomes of the three employed error measures, defined in section

4.1.3, that assess the ability of the skeletal mechanism to replicate, in the same operating

condition adopted for the detailed mechanism, ignition delay time, target species evolution

and target species equilibrium state.
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Figure 33: Errors in ignition delay time (blue symbols), target species evolution (red

symbols) and target species equilibrium state (black symbols) versus number of retained

species, with CSP skeletal algorithm

The error on target species equilibrium state (black symbols) is almost negligible and

is not sensitive to the degree of simplification. This is presumably the consequence of: (i)

the absence of complexity in the kinetics when the system approaches equilibrium, (ii) the

ability of the algorithm to include all the necessary species/reactions when targeting the

main products. Moreover, it appears that ∼30 species are enough to capture equilibrium

composition, and adding species does not improve the accuracy.

The errors on target species evolution (red symbols), measured as per Eq.(4.1.11),
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Figure 34: Comparison between detailed and simplified (74 species) mechanism in a C2H4-

air auto-ignition at stoichiometric conditions, 900 K, 1 atm

increase with the degree of simplification, but are well bounded below 5%, which is a

remarkable performance figure. The same cannot be said of the errors on ignition delay

time (blue symbols). They reach ∼10% around 105 species, then jump above 100% below

70 species. The reason for this poor performance is the absence of ignition-delay-related

species in the target set, associated with high complexity in the chemical kinetics of the

process. A tedious work that can be done to improve these error figures is to look for

other species which appear to be important in the ignition process and target them. This

approach, however, may end up nowhere, with a considerable waste of time.

In conclusion, the single-point simplification campaign with the classic CSP skeletal

algorithm allowed to obtain a 74-species mechanism with acceptable accuracy performance

in the three error figures simultaneously. Figure 34 shows a comparison between this

skeletal mechanism and the 397-species detailed mechanism in terms of temperature and

target species evolution.
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EPI-modified algorithm

The same test-case is processed resorting to the entropy participation indices (EPIs) -

modified algorithm. As already stated, this procedure does not allow to specify any target

species, being entropy production the target of the algorithm. Figure 35 shows the errors

in ignition delay time, target species evolution and target species equilibrium state of

the obtained skeletal mechanisms. Clearly, being absent the target species set, the errors

calculations have been done considering the same species of the previous test-case, namely

C2H4, O2,H2O and CO2, together with temperature.

Errors on equilibrium state are again very small and insensitive to the number of species.

Errors on species evolution are comparable to the previous case, being lower in the 90-110-

species region and slightly lower in the rest of the species range. The real breakthrough,

though, is in the ignition delay time errors, which are more than one order of magnitude

smaller than in the previous case. In particular, they are bounded below 10% throughout

the whole species range. Hence, even mechanisms as small as 40 species have acceptable

figures of merit in all the three error measures.

Figure 36 shows the comparison between the detailed mechanism and the 40-species

mechanism here obtained.

TSR-modified algorithm

Finally, the same test-case is processed using this time the TSR-modified algorithm. The

choice of the kernel set, which becomes dynamic in this version of the algorithm, is left to

the algorithm itself, without adding any other user-defined species. Figure 37 shows the

error figures computed with the so obtained skeletal mechanisms. At first sight, this plot

appears slightly different from the corresponding ones of the previous cases: there are less

points, i.e. less skeletal mechanisms, even though the same number of τ thresholds has

been used. This means that the same mechanisms are chosen across intervals of τ , then a

jump in the number of species/reactions occurs at certain values. Also, the errors behavior

against the degree of simplification is much more bumpy and less monotone than observed

in the previous cases, exception made for the errors in the equilibrium state, which remains

constantly of the order of 0.01%.
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Figure 35: Errors in ignition delay time (blue symbols), target species evolution (red

symbols) and target species equilibrium state (black symbols) versus number of retained

species, with EPI-modified CSP skeletal algorithm

However, the plot suggests that the use of the TSR-modified algorithm in this appli-

cation gives a dramatic improvement to the error figures: errors in ignition delay time

remain bounded below 4% and there is even an outperformer, a small mechanism with 36

species, whose error in ignition delay is ∼ 0.1%. Nonetheless, also the errors on the refer-

ence species are improved, being below 1% until ∼ 50 species, than slightly raising to 4%.

Figure 38 shows the time evolution of the 36-species skeletal mechanism, which is almost

superimposed to the detailed solution. The same degree of accuracy can be observed in

Fig.39, where the trajectories against entropy of the main species are depicted.

More insights on the algorithm behavior may be provided by table 4.5, which shows

the kernel set of species that is dynamically identified along the time trajectory. Even
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Figure 36: Comparison between detailed and EPI-simplified (40 species) mechanism in a

C2H4-air auto-ignition at stoichiometric conditions, 900 K, 1 atm

though the identification of the kernel set is local, i.e. it is done on each sampled point of

the trajectory, which are more than 400 in this application, it was possible to distinguish

11 regions where the kernel set did not change appreciably or did not change at all. The

species selected by TSR are indeed those typically involved in the ethylene oxidation[59].

In particular, in the first regions, it is worth to note the presence of the vinyl radical (C2H3)

and the vinylidene (H2CC) which are involved in the initiation reactions:

C2H4 + M←→ H2 + H2CC + M

C2H4 + O2 ←→ C2H3 + HO2

Also, formaldehyde (CH2O) and the formyl radical (HCO) are typically produced by the

addition reactions:

C2H4 + O←→ CH3 + HCO

C2H4 + O←→ CH2O + CH2

C2H3 + O2 ←→ CH2O + HCO
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Figure 37: Errors in ignition delay time (blue symbols), target species evolution (red

symbols) and target species equilibrium state (black symbols) versus number of retained

species, with TSR-modified CSP skeletal algorithm

Further, the vinoxy radical (CH2CHO) is one of the major intermediate during ethylene

oxidation, produced by the reaction between vinyl and molecular oxygen:

C2H3 + O2 ←→ CH2CHO + O

Indeed, TSR is able to automatically identify these species and use them as targets in the

trajectory regions where it is reasonable to explore their kinetics, without any previous

knowledge of the combustion process under study. Clearly, this feature becomes especially

useful when dealing with new fuels, such as bio-fuels, synthetic fuels and surrogate fuels.

In summary, the comparison of the three versions of the CSP skeletal algorithms shows

that, in this test-case, which consists in the simplification of a complex kinetic mechanism

employed for ethylene oxidation, the TSR-modified version gives the best skeletal mech-
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Figure 38: Comparison between detailed and TSR-simplified (36 species) mechanism in a

C2H4-air auto-ignition. Temperature and species time evolution, at stoichiometric condi-

tions, 900 K, 1 atm

anisms in terms of error figures on both ignition delay time, main species evolution and

equilibrium state. Figure 40 shows a direct comparison of the errors in ignition delay time

already showed in Figs. 34, 36 and 38.
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Figure 39: Comparison between detailed and TSR-simplified (36 species) mechanism in

a C2H4-air auto-ignition. Species evolution against entropy, at stoichiometric conditions,

900 K, 1 atm
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Figure 40: Errors in ignition delay time of the families of skeletal mechanisms obtained

with classic (delta symbols with solid line), EPI-modified (gradient symbol with dotted

line) and TSR-modified (diamond symbols with dashed line), CSP-algorithm
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Table 4.5: TSR kernel species identified by regions
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Region # Temperature [K] TSR kernel set

1 900 - 901 O, O2, CH2O, HCO, C2H3, H2CC, CH2CHO

2 901 - 985 O, O2, OH, H2O2, CH2O, HCO, C2H3, CH2CHO

3 985 - 1210 O, O2, OH, H2O, H2O2, C2H4, C2H3, CH2CHO

4 1210 - 1460 H, O, O2, OH, H2O, C2H4, C2H3, CH2CHO

5 1460 - 1580 H, H2, O, O2, OH, CH2O, HCO, C2H3, CH2CHO

6 1580 - 1620 H, O, O2, OH, CO, HCO, C2H3, CH2CHO

7 1620 - 1680 H, H2, O, O2, OH, H2O, CO, HCO

8 1680 - 1892 H, H2, O, O2, OH, H2O, CH4, CH3, CH2O, C2H4, C2H3

9 1892 - 1976 H, H2, O, O2, OH, H2O, C2H2, HCCO

10 1976 - 2000 H, H2, O, O2, OH, H2O, CO, CO2

11 2000 - 2614 H, H2, O, O2, OH, H2O, HO2, CO, CO2
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4.3.2 A comprehensive skeletal mechanism with TSR

The focus of this section is to obtain a ”comprehensive” skeletal mechanism which will

be accurate in a range of initial temperatures (900 - 1500 K), pressure (0.1 - 10 atm)

and equivalence ratio (0.5 -5). The performance validation, once more, is carried out on

the basis of the simultaneous observation of the three error measures on ignition delay,

equilibrium and species evolution. The employed algorithm is the TSR-modified version,

which proved to generate the best skeletal mechanisms for this application test-case.

As a first step, the skeletal mechanisms obtained in the single-operating-condition case are

validated over the whole range of temperature, pressure and equivalence ratio. The smallest

mechanism providing satisfactory accuracy is the TSR-simplified 39-species mechanism,

obtained with τ=0.5. It will be referred to as the ”core-mechanism”. Figure 41 shows

a comparison of the ignition delay times predicted by the 39-species skeletal mechanism

against the detailed mechanism. Surprisingly, a very good agreement can be observed

throughout the whole operating range. This might be a combined consequence of (i) the

remarkable job made by the TSR-modified algorithm in capturing the core kinetics of the

ethylene oxidation, (ii) the rather low sensitivity of the oxidation kinetics to the operating

conditions in the chosen intervals. This may indicate that the worst case scenario for

the ignition kinetics in terms of complexity is indeed 900 K, which was employed for the

training dataset generation, allowing in turn to correctly capture ignition delay times also

in the high temperature cases.

On the other hand, the performance is not equally satisfactory for what concerns the

errors on equilibrium temperature and composition of the rich mixture case (φ = 5). Figure

42 shows the equilibrium temperatures obtained with the detailed and simplified mecha-

nism, where, although the accuracy at φ equal to 0.5 and 1 is high, substantial discrepancies

can be observed at φ = 5. This result could be expected since the analyzed dataset refers to

stoichiometric conditions: the whole rich chemistry is not involved in the training database

and, as a consequence, is also not included in the skeletal mechanisms. Figure 43 shows

a comparison of the time evolution of temperature and major species as predicted by the

detailed mechanism and the 39-species skeletal mechanism for the {T=900K, p=1 atm,

φ=5} auto-ignition case. There are large discrepancies in both the time behavior and the
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equilibrium mass fractions. Indeed, other major species that become abundant in the rich

cases, such as anthan, are not even present in the skeletal mechanisms, for the reason dis-

cussed here above.

4.3.3 Adding rich chemistry

For the purpose of improving the error figures at rich operating conditions, a new training

database of states is generated with the detailed mechanism for a set of φ=5 auto-ignition

problems at the different pressure values of 0.1 and 10 atm. The choice of two different

pressure values for the rich dataset is motivated by an observed strong sensitivity of the

important reactions upon pressure in the rich cases.

The final mechanisms will be the union of the 39-species ”core” mechanism and the

mechanisms resulting from this new campaign on a rich auto-ignition training database.

The expectation is to generate mechanisms which are able to capture ignition delays, equi-

librium composition and main species evolution in the whole operating conditions range.

This comprehensive campaign allowed to obtain a family of skeletal mechanisms, referred

to as ”rich-submechanisms”. The smaller mechanism which preserves the performance of

the 39-species on ignition delays, and achieves sufficient accuracy in the equilibrium and

species evolution figures in the rich cases, has 90 species and results from the union of

a rich-submechanism obtained with τ=0.54 on the rich dataset and the 39-species core-

mechanism. Essentially, the additional capability of replicating the rich kinetics in the

dissipative region of the auto-ignition requires to double the number of retained species,

given the complexity of the activated detailed kinetics in such cases. The detailed mech-

anism, in fact, is designed to describe soot precursors and PAHs growth, up to coronene.

Indeed, in the analyzed rich cases, the species selected by TSR and included in the kernel

set are those typical of the chemical pathways leading to PAHs formation, such as the

H-abstraction reaction responsible for benzene (A1) formation:

n-C4H5 + C2H2 ←→ A1 + H

or reactions involving species with odd-carbon number such as indene (C9H8), benzyl
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Figure 41: Comparison of ignition delay times in a range of temperature, pressure and

equivalence ratio between detailed (black) and TSR-simplified (39 species, red) mechanism

in a C2H4-air auto-ignition

(C6H5CH2) and C5H5:

C6H5CH2 + C2H2 ←→ C9H8 + H

C6H5CH2 ←→ c-C5H5 + C2H2
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Figure 42: Comparison of equilibrium temperature in a range of temperature, pressure and

equivalence ratio between detailed (black) and TSR-simplified (39 species, red) mechanism

in a C2H4-air auto-ignition

Figures 44 and 45 show ignition delays and equilibrium temperature in the entire range

of operating conditions. In particular, large improvements are visible in the equilibrium
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Figure 43: Comparison between detailed and TSR-simplified (39 species) mechanism in

a C2H4-air auto-ignition. Temperature and major species time evolution in the case of

T=900K, p=1 atm, φ=5

temperature of the φ=5 cases. Figure 46 shows the time evolution of temperature and major

species in the T=900K, p=1 atm, φ=5 case, which, compared to the 39-species mechanism

depicted in Fig. 43, reveals the improvements brought by the 90-species mechanism.

4.3.4 An eye on large PAHs

As already stated at the beginning of § 4.3, the detailed KAUST-Aramco PAH Mech 1.0

accounts for reactions involving aromatics larger than benzene (C6H6 or A1) by including

PAH growth pathways up to coronene, for the prediction of soot formation. Hence, it is

surely worth to include as targets also species which play a role in soot formation, such

as naphtalene (A2), pyrene (A4) and coronene (A7). These species are largely present in

the φ=5 cases whose database of states has already been analyzed for the generation of

the comprehensive skeletal mechanisms. In order to demand the inclusion of their relevant

kinetics, the aforementioned species are systematically added to the TSR-selected target

set, exploiting the advantage of the TSR-modified algorithm shown in table 4.4. The
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Figure 44: Comparison of ignition delay times in a range of temperature, pressure and

equivalence ratio between detailed (black) and TSR-simplified (90 species, red) mechanism

in a C2H4-air auto-ignition

resulting family of skeletal mechanisms, referred to as ”PAH-submechanisms”, obtained

with a range of τ values, is then merged to the 90-species mechanism of section 4.3.3. The
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Figure 45: Comparison of equilibrium temperature in a range of temperature, pressure and

equivalence ratio between detailed (black) and TSR-simplified (90 species, red) mechanism

in a C2H4-air auto-ignition

best compromise between number of species and accuracy in the added target species is

a 109-species mechanism, whose ”PAH-submechanism” is obtained with τ=0.99. Ignition
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Figure 46: Comparison between detailed and TSR-simplified (90 species) mechanism in

a C2H4-air auto-ignition. Temperature and major species time evolution in the case of

T=900K, p=1 atm, φ=5

delays and equilibrium temperature are essentially identical to those obtained with the 90-

species mechanisms and are not shown. Figure 47, instead, shows the time evolution of A1,

A2, A4 and A7, which exhibit an acceptable degree of fidelity to the detailed-mechanism-

generated time evolutions.

In summary, when the replication of global ignition characteristics is the focus of a

mechanism simplification strategy, the specification of a target species set becomes non-

trivial, especially when dealing with complex detailed mechanisms. Two modification of

the CSP simplification algorithm, presented in § 4.1.1, are proposed: the first relying on

entropy participation indices, which allow to retain in the skeletal mechanism the reactions

(and species) contributing to entropy production, the second relying on an automatic and

dynamic target species set identification, which becomes possible thanks to the partici-

pation indices to the tangential stretching rate (TSR), which identify the reactions most

contributing to the TSR.

A 90-species comprehensive skeletal mechanism for ethylene oxidation was obtained
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Figure 47: Comparison of PAH time evolution between detailed (black) and TSR-simplified

(109 species, red) mechanism in a C2H4-air auto-ignition in the case of T=900K, p=1 atm,

φ=5

exploiting the TSR-modified CSP skeletal algorithm and a variable tolerance approach,

without the need of specifying any target species. This mechanism showed very good error
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figures in both ignition delay times and equilibrium composition over a wide range of op-

erating conditions. Then, taking advantage of the feature of the TSR-modified algorithm

to add user-specified target species for PAH kinetics, a 109-species skeletal mechanism was

obtained with fairly good ability of replicating the behavior of large PAHs, such as A2,

A4 and coronen. This result becomes remarkable when compared to the 99-species skele-

tal mechanism obtained with expert-knowledge based and sensitivity-aided DRG methods

in [57], since no knowledge and expert-information about important species were required.
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4.4 Extension to steady-state reactive-diffusive prob-

lems

Consider a generic reactive flow system, whose dynamics is described by a set of PDEs of

the form:
∂y

∂t
= Lx(y) + g(y), BCs on y, y(0) = y0. (4.4.1)

where y ∈ RN and g(y) are defined as in Eq.(3.3.1), whereas Lx(y) represents a generic

transport term such as convection or diffusion, or the sum of the two.

When the system reaches a steady-state condition, that is Lx(y) = −g(y), chemical

kinetics and transport balance each other. The larger the transport term, the farther is

the system from chemical equilibrium. The chemical processes of interest in a steady-state

condition are those characterizing the chemical source term g(y) when balancing the trans-

port term Lx(y). Therefore the aforementioned CSP-based simplification algorithm can

be operated on the chemical source term associated with the steady-state solution. Hence,

the definitions for the importance indices given in Eqs.(4.1.1) and (4.1.2) are employed.

This local approach has been successfully employed for flame analysis in [29] and [60], and

it is adopted hereby for skeletal mechanisms generation.

4.4.1 A simplification application: non-premixed combustion in

hybrid rockets

Next, the above construction will be employed for the simplification of a 561-species, 2538-

reactions, mechanism [61].

Selection of a suitable detailed mechanism

The detailed mechanism has been chosen in accordance with the physics of the application

under study, that is the combustion process between butadiene and gaseous oxygen inside

a hybrid rocket combustion chamber. The pressure range measured in both experiments

and numerical campaign [62] spans the interval 3 to 36 bar. This prompts the need for a

mechanism with a rather high pressure validation. Laskin et al. [63] proposed a mechanism
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designed for butadiene oxidation, however validated at atmospheric pressure only. On the

other hand, Curran et al. [61] proposed a n-heptane mechanism, containing C4, C5 and C6

submechanisms, validated over a wider pressure range, that is 1 − 42 atm. Although not

specifically designed for butadiene oxidation, Curran et al. mechanism is conjectured to

be more suitable for the present needs.

Simplification strategy

Since the combustion processes typical of hybrid rocket combustion chambers are mainly

characterized by a diffusive nature, the prototypical model chosen for this application is the

flamelet model described in appendix A. The choice of unity Lewis number is related to the

fact that the skeletal mechanisms are expected to be used only in highly turbulent combus-

tion simulations and therefore in conjunction with a turbulent combustion model. Indeed

the Reynolds number of HTPB hybrid rockets GOx injector is typically O(106) [62, 64],

thus in such conditions turbulent stirring is expected to have a far greater role than molec-

ular diffusion in determining the flame structure, overshadowing any differential diffusion

effect. Therefore the conditional mean compositional structure of the present flames can

be correctly represented by the Le = 1 solutions of the flamelet equations, as commonly

encountered in canonical turbulent non-premixed flame [65, 66]. However, depending on

the fuel composition and the burner configuration, differential diffusion can still play a

significant role. In particular, this can be encountered in presence of very high scalar

dissipation rates zones, which are usually located in the braid regions between large-scale

Kelvin-Helmotz rollers [67, 68, 69, 70]. These high-strain layers in the braid regions are

characterized by a quasi-laminar behavior so that the effect of turbulence is small compared

to molecular diffusion and differential diffusion may play a significant role [71]. However

these particular conditions are typical of the near field region of co-flowing jet flames[72],

while in the present target configuration (a HTPB-based hybrid rocket) the flame emanates

from a highly turbulent boundary layer with neither the formation of high scalar dissipation

rates nor quasi-laminar regions. Taking into account differential diffusion effects in such

situations can lead to a poor representation of the flame structure compared to a Le = 1

model, as demonstrated for highly turbulent jet flames [65, 66]. As a result, in the present
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application, differential diffusion is neglected in the construction of the prototypical flame

structures database for the chemical kinetic mechanism simplification.

In addition, due to the particular configuration of the target turbulent non-premixed

flame, extremely high values of the scalar dissipation rate are not expected, and extinction

events can be considered highly unlikely. Moreover, the target turbulent non-premixed

flame is stably burning and anchored in the turbulent boundary layer by means of a large

hot gases recirculation zone [64], which effectively acts as a pilot flame. For these reasons,

only the stably burning branch of the classical S-shape curve has been considered in the

generation of the representative flamelet dataset.

With the only exception of an initial transient behavior, these combustion chambers

experience limited pressure changes, thus prompting the need for a simplified mechanism

tailored over a single pressure value. It will be shown, however, that the simplified mech-

anisms are able to perform consistently also in the proximity of that pressure value.

It follows that each database should include the flamelet steady-state solutions obtained

at different scalar dissipation rates and at a single pressure value.

Test case definition and numerical implementation

In this work, the datasets, consisting of steady-state solutions of laminar flamelets, are

obtained at the pressure values of 3, 17 and 36 bar respectively, spanning the pressure

range of the aforementioned experiments and numerical campaigns [62]. The choice of the

pressure values is purely demonstrative, and any other pressure value may be used. At

each pressure, different solutions are obtained by varying the scalar dissipation rate χ from

the lowest value of 1 s−1 to the quenching value, covering the stable burning branch of the

S-shaped curve. Thus, three campaigns of mechanism simplification are presented, one for

each selected pressure value. Finally, a comprehensive campaign is presented where the

databases obtained at different pressures and scalar dissipation rates are fed all at once

into the algorithm, providing simplified mechanisms that are expected to be accurate in

the whole pressure range.

The boundary conditions for all the flamelet problems are set as TOX = 300 K, accord-
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ing to the enforced oxidizer temperature in [62], and TFU = 700 K, being representative

of the temperature at which butadiene is produced at the pyrolyzing fuel surface. Each

simplification campaign, carried out with the classic CSP algorithm described in § 4.1.1,

allows to generate a set of simplified mechanisms of different size, following the specifica-

tion of a number of increasing thresholds on the importance indices and the selection of

a set of target species, namely: the fuel, C4H6, the oxidizer, O2, and the products, CO2,

H2O, CO, O, H2, OH and C2H2. It is important to highlight that also temperature is part

of the set of target variables. While the first 7 species are rather essential for gaining a

good accuracy in the simplified mechanisms, OH and C2H2 have been specifically added

being interesting in this particular scope. The OH radical is one of the most chemically

aggressive species against a carbon-based nozzle material surface, therefore its accurate

prediction is considered important to evaluate hybrid rockets throat erosion. Acetylene,

C2H2, on the other hand, is an important Polycyclic Aromatic Hydrocarbons (PAH) pre-

cursor that can be correctly represented by steady state flamelet solutions because of its

relatively fast chemistry [73]. Moreover, simplified and semi-empirical soot models at ele-

vated pressures generally use acetylene-based chemistry for soot inception and growth [74].

Indeed, soot could strongly affect the thermal radiation processes within a hybrid rocket

combustion chamber, which in turn contribute to the regression rate of the grain. The

numerical solutions generation and the mechanism simplification are carried out by re-

sorting to CSPTk [35], which integrates in time the flamelet model of Eq.(A.2.1), using

CVODE [36] and the TChem package [37] for the thermo-kinetic database management.

Error definitions

The CSP-based simplification procedure does not allow to enforce an a-priori error require-

ment on the simplified mechanisms, due to the highly non linear character of the system

of interest. For a given generated skeletal mechanism, an a-posteriori error estimation

needs to be carried out to assess its quality in replicating the quantities of interest, in this

case consisting of the steady-state solutions of the species of interest. The discrepancies

between the steady-state solutions generated with the detailed and the simplified mecha-

nisms, namely Y dα (z) and Y τα (z), α = 1, ..., Ns + 1, the latter identified by the threshold
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τ enforced on the importance indices, can be computed as an integral measure of their

distance in the mixture fraction space. For the α−th component of the state vector, it

reads:

Êτα =

∫ 1

0
|Y dα (z)− Y τα (z)| dz∫ 1

0
|Y dα (z)| dz

, (4.4.2)

which has been normalized with the integral of the detailed solution.

The error of the simplified mechanism is defined as the average of the errors associated to

the target species:

Êτ =

∑Ntgt

α=1 E
τ
α

Ntgt
, (4.4.3)

where Ntgt is the number of target species considered. This error is expected to be much

lower than the error averaged over all the species since, by construction, the skeletal mech-

anisms are tailored over the target species only.

Another useful error measure is used to quantify the discrepancy between detailed and

simplified mechanisms’ steady-state solutions at a given mixture fraction z∗. It is defined

as:

Eτα = Êτα |z=z∗ (4.4.4)

As a general trend, higher accuracy on the whole mixture fraction space requires large

mechanisms because of the need to capture different regions characterizing the diffusive

flames, namely lean, stoichiometric and rich mixtures. However, the available computa-

tional resources force the accuracy requirements to be confined to a narrower range of

mixture fractions, which are relevant to the problem of interest, such as the stoichiometric

region. In those cases, it is preferable to adopt the error measure defined in Eq.(4.4.4)

instead of Eq. (4.4.3).

Single-pressure skeletal mechanisms

The thresholds on importance indices have been chosen as to obtain sets of simplified

mechanisms ranging from 17 to 39 species. Mechanisms that include a larger number

of species may be used for tabulated chemistry approaches, such as flamelet libraries,

while smaller mechanisms (20 species or less) are specifically suited to CFD with finite-
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rate chemistry approaches. The performance of the simplified mechanisms is evaluated by

employing them in analogous flamelet problems.

Figure 48 shows a comparison between the steady-state solutions computed with the

detailed mechanism and 3 selected simplified mechanisms, obtained for the 3 bar case, and

employed with scalar dissipation rate values of 10 and 104 s−1. In particular, the tempera-

ture and a selection of target species mass fractions in the mixture fraction space, namely

OH, CO and C2H2, are presented. Similarly, figures 49 and 50 show the same comparison

for the 17 and 36 bar cases. Although a very good agreement can be already observed, even

for the smallest mechanism, a rigorous quantitative measure of the discrepancies between

the results obtained with detailed and simplified mechanisms is given by error measures

such as those presented in § 4.4.1.

The error on temperature at stoichiometric mixture fraction and the number of re-

tained species are the key figures of merit in deciding whether the performance of a given

mechanism is suitable for a CFD simulation such as those presented in [62, 64, 75].

On the other hand, larger mechanisms such as those typically employed for the gener-

ation of flamelet libraries may be chosen looking at more comprehensive error figures such

as the one in Eq.(4.4.3), which evaluates the steady-state solution accuracy over the whole

mixture fraction range.

Figure 51 represents the performance of the simplified mechanisms for the 3 bar case.

The simplified mechanisms were employed on flamelet problems at the pressure of 3 bar

and with various scalar dissipation rate values, ranging from 1 to 105 s−1, the latter being

close to the quenching value. Figure 51a shows the integral errors as per Eq.(4.4.3). All

the mechanisms have errors on the steady-state solutions of the target species bounded

below 10% and, as a general trend, lower errors correspond to larger mechanisms. It can

also be noted that the mechanisms perform better at intermediate scalar dissipation rate

values. The more complex chemistry-diffusion interaction at scalar dissipation rates close

to the quenching value, where unsteadiness becomes more and more dominant, requires

the addition of more species/reactions to maintain a high accuracy level. Nonetheless, at

low scalar dissipation rates the diffusion effects are weaker and the kinetics processes are

dominant also in the rich side, triggering the activation of possibly very different chemical



4.4. EXTENSION TO STEADY-STATE REACTIVE-DIFFUSIVE PROBLEMS 117

300

1000

2000

3000

4000

0 0.2 0.4 0.6 0.8 1

T
[K

]

z

Detailed
39 species
25 species
17 species

(a) χ = 10 s−1

0

0.05

0.10

0.15

0.20

0.25

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1.0

C2H2
CO

OH

Y
O
H
,
Y
C

2
H

2

Y
C
O

z

DTL
39 sp
25 sp
17 sp

(b) χ = 10 s−1

300

1000

2000

3000

4000

0 0.2 0.4 0.6 0.8 1

T
[K

]

z

Detailed
39 species
25 species
17 species

(c) χ = 104 s−1

0

0.05

0.10

0.15

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

C2H2

CO

OH

Y
O
H
,
Y
C

2
H

2

Y
C
O

z

DTL
39 sp
25 sp
17 sp

(d) χ = 104 s−1

Figure 48: 3 bar case: Temperature and CO, OH, C2H2 mass fractions profiles with χ = 10

s−1 and χ = 104 s−1. Detailed and 3 simplified mechanisms (17, 25 and 39 species)

pathways. It was observed that the inclusion of chemical pathways involving Crotyl (C4H7)

and 1-Butene (C4H8) is crucial for the accurate replication of the steady-state solution in

the rich side at low χ values, and only the two larger mechanisms (39 species and 37 species)

include them. This discussion highlights two important consequences in the simplification

campaign: first, given that the simplification algorithm is fed with all the solutions at

once, with the aim of generating mechanisms that can be used throughout the whole χ
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Figure 49: 17 bar case: Temperature and CO, OH, C2H2 mass fractions profiles with

χ = 10 s−1 and χ = 104 s−1. Detailed and 3 simplified mechanisms (17, 27 and 39 species)

range, these reaction pathways, that are active in the low χ cases only, are considered less

important than others, and are included only when low thresholds on the importance indices

are chosen, thus generating a larger number of retained species. Second, their inclusion is

not effective in lowering the error at higher scalar dissipation rates, as Figure 51a shows for

the 37- and 39-species mechanisms. Figure 51b, instead, shows the errors on temperature

at the stoichiometric mixture fraction only. As expected, the error increases with χ and
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Figure 50: 36 bar case: Temperature and CO, OH, C2H2 mass fractions profiles with

χ = 10 s−1 and χ = 104 s−1. Detailed and 3 simplified mechanisms (17, 28 and 39 species)

decreases with mechanism size, being always bounded below 10%. The inclusion/exclusion

of the aforementioned pathway, that affects the rich side only, does not appear in this error

measure.

Figures 52 and 53 show the same error trends with χ and mechanism size, with a pres-

sure effect that extends the kinetics-dominant domain typical of the low scalar dissipation

rates. Thus, the error minima can be seen shifted to the right in Figures 52a and 53a.
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Figure 51: 3 bar case: errors averaged over the target species on the whole mixture fraction

range (a) and errors of temperature at stoichiometric mixture fraction (b)

The errors on temperature at stoichiometric mixture fraction (see Figures 52b and 53b),

although maintaining the general trend of the 3 bar case, are sensibly lower, at least for χ

sufficiently far from the quenching value.

A similar rich side, low-χ, behavior can be observed in Figs.50a and 50b, that depict

temperature, CO, OH and C2H2 solutions in the 36 bar case, at χ = 10 s−1. The 39-species

mechanism is the only one capable of reproducing the features of the detailed solution in

the rich side with a high degree of fidelity. The same behavior is visible at lower pressures,

as in Figs.48a, 48b, 49a and 49b, although less evident because of the aforementioned effect

of reduction of the low-χ-region where the inclusion of different pathways is important.

The reduced mechanisms, obtained at a single pressure value, are actually good per-

formers also in a range of values around the selected pressure of generation. As an example,

Figure 54 shows the errors obtained with the simplified mechanisms generated at 17 bar

and employed at 14 and 20 bar, in the case of χ = 100 s−1. The errors remain well bounded

even changing the pressure by ±20%, confirming their validity even in case of pressure vari-

ations. Generally speaking, the smallest mechanisms, which comprise 17 species, proved to
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Figure 52: 17 bar case: errors averaged over the target species on the whole mixture

fraction range (a) and errors of temperature at stoichiometric mixture fraction (b)

have acceptable, i.e. around 10%, error figures over the whole mixture fraction range, and

very good error figures at the stoichiometric mixture fraction, exhibiting errors on tem-

perature as low as 1% for almost all the χ and pressure values. Larger, flamelet libraries

oriented, mechanisms in the range of 30 to 40 species, were able to perform under 5% error

throughout the whole z field.

Pressure-comprehensive skeletal mechanisms

Next, a simplification campaign is performed to generate skeletal mechanisms presumed to

be valid through the whole 3-36 bar pressure range. This is achieved by feeding the simpli-

fication algorithm with the databases of states computed as flamelet steady-state solutions

at the three representative pressure values of 3, 17 and 36 bar and in the aforementioned

range of scalar dissipation rate values. The skeletal mechanisms are shown in Table 4.6,

with different degrees of fidelity obtained by varying the τ threshold on the CSP impor-

tance indices. Insights on the effects of the threshold on the retained species can be drawn

from Table 4.6. In particular, recalling that the kernel set of target species is retained by
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Figure 53: 36 bar case: errors averaged over the target species on the whole mixture

fraction range (a) and errors of temperature at stoichiometric mixture fraction (b)

construction, the core species are those retained up to the greatest level of simplification,

this suggesting that the algorithm can be also employed as a diagnostics instrument.

The skeletal mechanisms are then re-employed at five pressure values to compute a-

posteriori errors, namely the pressures of generation and two intermediate pressure values

of 10 bar and 27 bar.

Figure 55 shows the error figures of three select mechanisms having 39, 30 and 20 species,

respectively. First, it can be observed that, as expected, the larger the number of species,

the lower the errors. Then, it is visible that, coherently with what has been previously

discussed, the mechanisms perform better in a region of intermediate scalar dissipation

rate values, while higher errors are present in very low and very high scalar dissipation

rate regions, due to the lack of representation of the rich pathways and the proximity to

the quenching region, respectively. Moreover, the pressure increase results in the shift of the

error curves towards higher scalar dissipation rate values, as discussed before. Nonetheless,

it can be concluded that each comprehensive mechanism has comparable error figures when

employed at different pressure values, including the intermediate values of 10 and 27 bar
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Figure 54: 17 bar pressure range: errors averaged over the target species on the whole

mixture fraction range (a) and errors of temperature at stoichiometric mixture fraction (b)

which have not been used for the database generation. In particular, the largest, 39-species,

mechanism shows errors as per Eq.(4.4.3) that span between 0.3% and 6% regardless of

the pressure of operation, while the smallest, 20-species, exhibits errors comprised between

1% and 11%.

Figure 56 shows the comparison of the upper stable branches of the S-shape curve

obtained with the detailed mechanism and the three comprehensive skeletal mechanisms,

at the 3 reference pressures. Good agreement is observed throughout the entire scalar

dissipation range, with the only exception of the values very close to the extinction value

of the detailed mechanism, which, however, are not expected in the application.

This kind of mechanisms can hence be considered suitable for applications characterized

by large pressure changes.
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Table 4.6: Retained species in the comprehensive simplified mechanisms. Target species

are in bold.

Species name 39 33 27 19 17 Species name 39 33 27 19 17

H x x x x x HCCO x x x x x

H2 x x x x x CH2CO x x x x x

OH x x x x x C3H4-A x

O x x x x x CH2CHO x x

O2 x x x x x C3H4-P x x x

H2O x x x x x C3H6 x x x

HCO x x x x x C4H6 x x x x x

CO x x x x x C4H7 x x

CO2 x x x x x C4H8-2 x

CH3 x x x C4H8-1 x

CH4 x x C5H9 x x

H2O2 x C2H3O1-2 x x

HO2 x x x C2H3CO x x x x

CH2O x x x C3H5-S x x x

C2H4 x x x x C3H5-A x x x

C2H5 x C3H2 x x x x x

CH2 x x x x x C3H3 x x x x x

C2H2 x x x x x C7H13 x x

C2H3 x x x x x C4H7CO1-4 x

C2H x x x
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Figure 55: Errors averaged over the target species on the whole mixture fraction range for

three comprehensive skeletal mechanisms: 39-species (a), 30-species (b) and 20-species (c)
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Figure 56: S-shape upper branches with comprehensive mechanisms for the three compre-

hensive skeletal mechanisms at the pressures of 3 bar, 17 bar and 36 bar.



Chapter 5
Skeletal mechanism generation with

uncertainty

Chemical model reduction strategies generally start from a detailed chemical kinetic mech-

anism as the reference or baseline gold-standard. Given this standard, a specified range of

operating conditions or set of state vectors, a select set of Quantities of Interest (QoIs), and

a requisite error threshold, a model reduction strategy produces a simplified mechanism of

associated size/complexity [51, 76].

This strategy, despite its effectiveness, nonetheless relies on the quality of the starting

mechanism. Yet, there is typically significant uncertainty in both the structure of avail-

able detailed mechanisms for hydrocarbon fuels, and in their thermodynamic and chemical

kinetic rate parameters. Therefore, in principle, the analysis/reduction processes that pro-

vide simplified mechanisms starting from the detailed mechanism, and the measures of

quality of a simplified mechanism relative to the detailed mechanism, need to account for

both model and parametric uncertainties in both mechanisms. This is a challenging, yet

highly relevant topic. Overconfidence in the detailed mechanism can lead to a misplaced

focus on tight error tolerances in the simplified model, relative to a faulty/uncertain base-

line. Simplified model errors ought to be handled along with detailed model uncertainties

in the same error budget. Any error norm between simplified and detailed models ought

127
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to be weighted appropriately with attendant uncertainties. Moreover, the fact that both

the detailed and simplified mechanisms are burdened with uncertainty suggests that any

measures of distance between their predictions be done in a probabilistic context. This

line of reasoning highlights the need for rethinking model analysis/reduction strategies for

uncertain chemical kinetic models.

The above is a significant undertaking with a range of technical challenges. There has

been some work addressing model reduction under uncertainty in the context of proper or-

thogonal decomposition (POD) [77], albeit for small degrees of uncertainty. The dynamical

analysis of uncertain ordinary differential equation (ODE) systems has also received some

attention [78, 79], in a full probabilistic setting. Further, from the process control per-

spective, there has also been work [80, 81] addressing dynamical systems reduction under

parametric uncertainty, relying on balanced truncation [82, 83], singular value decomposi-

tion, and sensitivity analysis. Note that this work [80, 81] presumes parameter variations

in intervals, with no probabilistic information. It is not clear, however, how well these

methods, traditionally employed for process control in linear or mildly-nonlinear contexts,

and, more specifically applied by [80, 81] for chemical process and isothermal biochemical

systems modeling, extend to the strongly nonlinear thermally activated stiff kinetics of

hydrocarbon fuels. It is fair to say that the challenge of dynamical analysis and uncertain

chemical model simplification in hydrocarbon kinetics of relevance to combustion has yet

to receive significant attention.

In the following, a general strategy for analysis and reduction of uncertain chemical

kinetic models is laid out, and its utilization in the context of ignition of hydrocarbon fuel-

air mixtures is described. The construction is fully probabilistic, allowing for an arbitrary

uncertainty structure. It is based on the CSP analysis and reduction strategy, which has

been thoroughly discussed in the previous chapters.

5.1 Simplification Strategy under Uncertainty

Consider a detailed chemical mechanism M∗(λ), defined by a set of species S∗ = {S1, . . . , SN}
and elementary reactions R∗ = {R1, . . . , RM}, where λ is the relevant vector of uncertain
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parameters, e.g. the Arrhenius rate parameters of all reactions. Consider the auto-ignition

process of a hydrocarbon fuel-air system in a constant pressure batch-reactor, for a range

of initial temperature and stoichiometry, which is used to compute a set of ignition trajec-

tories, providing a database of states D = {X(1), · · · , X(K)}, where X ∈ RN+1 is the state

vector composed of temperature and the N mole fractions. Given that λ is uncertain, let

Dλ denote the database computed for a given value of λ.

For any given Dλ, and considering a given set of QoIs - such as the set of target species

- and a tolerance τ on Importance Indices, the CSP-based analysis and simplification

strategy provides a simplified mechanism Mτ (λ), being a subset of the starting mechanism

with species Sτ (λ) and reactions Rτ (λ). In fact, given the starting model specification, the

simplified model can be specified compactly in terms of a vector of M binary indicators

ατ (λ) = (ατ1(λ), . . . , ατM (λ))T , where

ατr (λ) =

1 for reaction Rr ∈ Rτ (λ)

0 otherwise.

, r = 1, . . . ,M (5.1.1)

In fact, ατ (λ) is a multi-index that specifies 2M models. The process of database generation,

analysis, and model simplification can be viewed as an input-output map:

fτ (λ) : λ→ ατ (λ), (5.1.2)

which provides a convenient abstraction for the use of uncertainty quantification (UQ)

methods to account for uncertainty in λ in the process of simplified model selection.

Placing ourselves in a probabilistic UQ setting, uncertain quantities are represented as

random variables. Accordingly, λ is defined as a real-valued random vector with a presumed

joint Probability Density Function (PDF) p(λ). The specification of this PDF is a major

challenge in general, requiring recourse to available data on each parameter in the model,

and allowing proper accounting for the correlation among different uncertain parameters.

This challenge, as regards chemical mechanisms for combustion, is discussed later below in

§ 5.3.

Generating n random samples from p(λ), {λ(1), · · · , λ(n)}, the input-output map of

Eq.(5.1.2) provides corresponding samples {ατj}nj=1, where ατj = ατ (λ(j)), that allow to
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estimate, ∀α = (α1, · · · , αM ), the joint probabilities,

Pτ (α) ≈ 1

n

n∑
j=1

δατjα (5.1.3)

where δατjα is the Kronecker delta,

δατjα =

1 if α = ατj

0 otherwise.

(5.1.4)

Thus, the contribution of each sample j to the sum for Pτ (α) in Eq. (5.1.3) is 1 if ατj = α,

and 0 otherwise. Further, it holds:

δατjα =

M∏
i=1

δατji αi
. (5.1.5)

The joint probabilities provide a wealth of information on the coupling among reactions.

For example, marginalizing over M −2 reactions, provides the 2-way joint probabilities for

any two given reactions (p, q),

Pτ (αp, αq) ≈
1

n

n∑
j=1

δατjp αpδατjq αq . (5.1.6)

This provides information on the relevance of two reactions p and q being included/excluded

jointly or separately in the model. Similarly, this analysis can be generalized to any subset

of reactions forming a pathway of interest. Moreover, extending the scope to a full sub-

mechanism, the joint picture provides a statement concerning the probability of any given

mechanism that is a subset of the detailed model. Given a reasonable search strategy on

α, one can thus select the model with the highest P (α) as the one most supported by

the reduction strategy. Alternatively, if multiple models have comparable probability, a

Bayesian model averaging [84, 85] strategy can be employed to provide a pooled/average

prediction.

Given the complexity of the joint-picture, and the need for large numbers of samples

to establish multivariate statistics, this study is confined to the marginal probabilities for

individual reactions,

Pτ (αi) ≈
1

n

n∑
j=1

δατji αi
, i = 1, . . . ,M. (5.1.7)
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With this, and since δατji 1 ≡ ατji , the marginal probability that a reaction is included in

the simplified mechanism for a given τ , is given by

Pτi = Pτ (αi = 1) ≈ 1

n

n∑
j=1

ατji . (5.1.8)

In this way, a novel strategy is proposed for model reduction under uncertainty, whereby a

reaction is included in the simplified mechanism for a given τ , when its marginal probability

satisfies Pτi > θ, where 0 < θ < 1 is a user-specified threshold.

It is worth to note, of course, that this marginalization is applied to samples, each

of which is a mechanism selected based on CSP analysis and the associated simplification

strategy for the chosen sample of the Arrehnius parameter vector of the detailed mechanism.

Thus, if, say, partial equilibration or other dynamical arguments strongly require that a

given pair/tuple of reactions be included together or not at all, then when one of these

reactions is included with high/low marginal probability, the other(s) will be as well. As

a result, these pairings/groupings will be implicitly respected in the marginally selected

mechanism. Accordingly, the predominant impact of the limitation of the present scope to

marginal statistics is that, for the present, explicit discovery/discussion of such groupings

where they do exist is postponed to future work.

5.2 Error measures

In chapter 4 (see § 4.1.3), a number of error measures were introduced to assess the quality

of a given simplified mechanism with respect to the detailed one. These errors involve

ignition delay time in the {t,Xi(t)} phase space, equilibrium temperature and composition,

and trajectory discrepancies in a suitable phase space, where mixture entropy was chosen

as progress variable instead of time.

In our probabilistic framework, we have uncertain predictions Xi(s̃, λ) for each com-

ponent of the state vector, based on any simplified model, and Xd
i (s̃, λ) based on the

detailed model. Probabilistic distributions of the distances, either in the {t,Xi(t)} phase

space, and/or in the {ψ(t), Xi(t)} phase space, can be obtained by comparing the uncertain

predictions on a sample-by-sample basis, giving way to the production of a number of prob-



132 CHAPTER 5. SKELETAL MECHANISM GENERATION WITH UNCERTAINTY

abilistic results such as averages, standard deviations, or quantiles of the distance-based

error.

Other compact probabilistic error measures in the {ψ,Xi} plane may be obtained com-

paring directly the averages and standard deviations of the uncertain trajectories produced

with the detailed mechanism and any given simplified mechanism, as follows. Introducing

first the mean (µ) and standard deviation (σ) functions for the set of trajectories generated

by the λ samples as:

µi(s̃) = E[Xi(s̃, λ)], µdi (s̃) = E[Xd
i (s̃, λ)], i = 1, ..., N + 1 (5.2.1)

σi(s̃) = (V[Xi(s̃, λ)])
1
2 , σdi (s̃) = (V[Xd

i (s̃, λ)])
1
2 , i = 1, ..., N + 1 (5.2.2)

where E[·] is the expectation, and V[·] is the variance, both over λ, it is possible to define

the weighted relative error norms, with wi(s̃) ≡ 1/σdi (s̃)

Epµi ≡ χp,wi(µi, µdi ) ≈

(∑K
k=1 wi(s̃k)|µi(s̃k)− µdi (s̃k)|p

) 1
p

(∑K
k=1 wi(s̃k)|µdi (s̃k)|p

) 1
p

. (5.2.3)

where K is the number of discrete points. This measure quantifies the distance between

the average transient evolution of the i-th species concentration computed with a detailed

and a reduced model, giving a larger weight to the distance where the standard deviation

of the detailed model is smaller. Similarly,

Epσi ≡ χp,wi(σi, σdi ) (5.2.4)

where the comparison is between the standard deviations. Errors for each species/temperature

can be averaged over all species/temperature, and/or over the target species, the latter

being a useful measure to rank the quality of the simplified mechanisms, given that, by

construction, the skeletal mechanisms are tailored for the target species. Thus, the compact

error measures on averages and standard deviations are:

Epµtgt
=

∑Ntgt

i=1 Epµi
Ntgt

, (5.2.5)

and

Epσtgt
=

∑Ntgt

i=1 Epσi
Ntgt

(5.2.6)

where the sum is extended to the target species only.
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5.3 Application to a n-butane mechanism

The utilization of the above construction for simplification is next described employing a

176-species, 1111-reaction, uncertain n-butane-air mechanism with published uncertainty

for Arrhenius rate parameters [86], in constant pressure homogeneous ignition. First, the

convergence of the results as a function of the number of random samples is explored,

then errors in ignition delay time and uncertain trajectories with respect to the detailed

mechanism are examined.

The specification of uncertain parameters in [86] is in the form of temperature de-

pendent uncertainty factors Fr(T ) for the Arrehnius forward rate kr(T ) of each reaction

r = 1, . . . ,M . Uncertainty factors have been employed traditionally in the combustion

literature [87] to specify the uncertainties on individual reaction pre-exponential constants

Ar, where Fr ≡ Ar,max/Ar,nom ≡ Ar,nom/Ar,min, and the max and min values are some

stated quantiles on a presumed log-normal distribution1 for each reaction [88]. The temper-

ature dependent Fr(T ) in [86] is defined similarly in terms of k(T ), employing 2σ quantiles.

Given the paucity of data, a single functional form F (T ) = F300K exp |g · (T−1 − 300−1)|
is presumed [86], based on [89], specified with provided values for F300K and g for each

reaction, where T is temperature in K. In principle, allowing for temperature-dependent

uncertainty factors on k(T ) corresponds to presuming some uncertainty in the temperature

exponent and/or the activation energy, aside from that in the pre-exponential. One can, in-

deed, use such a given F (T ) to constrain a presumed multivariate Gaussian on (lnA,E, n)

for each reaction [90]. However, it may be argued that the correlation structure among the

Arrhenius rate parameters should, in principle, be informed by available experimental data

on each reaction and other experimental details, rather than a presumed functional form

for F (T ). This concern, along with the desire to avoid tripling the dimensionality of the

uncertain input space, lead to ignore the temperature dependence of the uncertainty factors

in the present study. Certainly the importance of accounting for parametric correlations

in chemical models is recognized, nonetheless they will be safely ignored in the present

context, as further discussed in the following paragraph. Thus, a representative temper-

1A lognormal is presumed to ensure Arrhenius rate positivity by construction.
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ature of 1500 K is picked, and the uncertainty factor is set as a constant F ≡ F (1500K)

throughout the ignition process, based on the given F (T ) from [86], for each reaction. Ac-

cordingly, uncertainty is accounted for only in the pre-exponential rate constants A, and

ignored in (E,n). Thus, to be precise, and in view of the earlier formulation above, the

uncertain-parameter vector λ is defined as composed of the Arrhenius pre-exponential rate

constants, λ = (A1, · · · , AM ), where each Ar is presumed independent and lognormally

distributed. The lognormal distributions are specified based on the given nominal A value

and F (1500K) for each reaction.

Clearly, this construction, aside from ignoring the correlation among uncertain pa-

rameters (A,n,E) of each reaction, also ignores any correlation between rate parameters

of different reactions. This is also the case in [86], and, in fact, in most mechanism-

scale uncertainty analyses in the combustion literature. While examples of inferred joint

densities on rates of multiple reactions [91, 92], mechanism-scale constrained parametric

domains [93, 94, 95], and correlations among uncertain rates of numerous reactions [96],

do exist, it is fair to say that published information on chemical kinetic mechanisms of

combustion relevance never includes the specification of the joint PDF on all uncertain pa-

rameters in the model. Most typically, published mechanisms include only a specification

of constant uncertainty factors for each reaction. Yet, correlations arise naturally from

data fitting, and their importance in kinetic models is well acknowledged [97, 98, 99, 100].

When a rate constant is estimated from an experiment, where the fitting model relies on

other uncertain reaction rate parameters, or, say, on uncertain thermodynamic proper-

ties, the fitting naturally induces a correlation among all these parameters. it is stress,

nonetheless, that the choice in the present work, of accounting only for uncertainties in

the pre-exponentials and ignoring uncertainties in (n,E) as well as correlations among rate

parameters of different reactions, does not impact the generality of the strategy outlined

in this study. Correlations can be easily included in future work. The present strategy

for chemical model reduction under uncertainty can, indeed, employ any joint parametric

PDFs where available.
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5.3.1 Problem setup

The homogeneous, constant pressure, n-butane-air mixture adiabatic ignition problem is

set up with a deterministic initial condition corresponding to a stoichiometric mixture at

1050 K and 1 atm. It is clear that a range of initial conditions would allow the explo-

ration of the phase space more exhaustively, and the generation of more comprehensive

simplified mechanisms, however, for now, this study is limited to one initial condition in

order to emphasize the key aspects of the reduction strategy. For any given sample of λ,

an ignition trajectory is computed by integrating the governing system of stiff ordinary

differential equations using CVODE [36], employing TChem [37] for evaluation of chemi-

cal source terms and analytic Jacobians. Each integrated trajectory provides a database

of states, based on which the CSP-based simplification method generates one simplified

mechanism for each specified tolerance τ on Importance Indices. The τ vector is defined

as a uniformly-spaced list of 10 τ tolerances on Importance Indices between 0.02 and 0.27,

which proved to generate a widespread family of simplified mechanisms in a preliminary

deterministic analysis. The set of target species is defined as (C4H10, O2, CO2, H2O, O,

OH, CO). Given this setup, n random samples of λ are generated, then integration yields n

ignition trajectories, producing the corresponding samples of integer vectors {ατj}nj=1, ∀τ ,

used to estimate the marginal probabilities that each reaction is included in the simplified

mechanisms. Finally, the proposed strategy is employed to generate simplified mechanisms

for different thresholds θ on marginal probabilities. The effects of the thresholds θ are ex-

amined on the simplified mechanism and on the a-posteriori errors. Also, the utility of the

probabilistic reduction strategy is illustrated, in particular, when employing the resulting

simplified mechanisms in a deterministic prediction context, which is what a general user

might be interested in.

5.3.2 Uncertain predictions of the detailed mechanism

Uncertainty in the Arrhenius parameters results in uncertain detailed autoignition tra-

jectories as shown in Fig. 57 for select species/temperature. In these plots, the average

trajectory of a species concentration/temperature is plotted against the progress variable
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defined in section 5.2. Also plotted are two curves that lie ± 2 standard deviations away

from the mean prediction. The choice of examining uncertain trajectories with respect to

the progress variable allows to avoid artifacts associated with the fast growth of uncertainty

due to small shifts of ignition time, during the ignition regime. The trajectories of temper-

ature and O2 (not shown) are the least affected by uncertainty among those included in the

target set. Except for the fuel, which is depleted early, the largest predictive uncertainties

on species concentrations occur in the proximity of s̃ = 0.9, which represents the mixture

evolution roughly halfway through the ignition.

Figure 58 shows the behavior of temperature in time for a number of samples, high-

lighting the variability in the ignition delay time. Note that there is no uncertainty in

the equilibrium point. This is an expected result, given that equilibrium is determined by

the equilibrium constants, which are sole functions of the thermodynamic properties of the

mixture, that are not assumed as uncertain in this application. Thus, uncertainty appears

only in the transient response. Also shown in Fig. 58 is the evolution of the progress vari-

able s̃ in time for a number of samples. Its monotone and non-singular nature even when

approaching equilibrium is highlighted in the box in the bottom right corner. Further, it

is pointed out that, while these results, being at 1 atm, are not directly comparable to the

10 atm ignition delay results in [86], the analysis has also been run at 10 atm, arriving at

a mean ignition delay time of 5.4 ms and a standard deviation of 1.1 ms, both of which are

consistent with the findings in [86].

5.3.3 Monte Carlo convergence

The convergence of the Monte Carlo (MC) error is now examined to estimate the number

of samples required to produce accurate enough {ατ} vectors. In general, for a given target

accuracy, the number of required sample simulations scales with the number of important

uncertain parameters, which is typically small, but is not known a-priori. The MC error in

the estimation of the marginal probability of reaction r, Pτr , for any number of samples n,

defined as ε = Pτr,n − Pτr should decay as n−1/2. The convergence rate of the error can be

estimated by looking at the decay of the incremental error defined as ετr,n = Pτr,n − Pτr,2n,

r = 1,M , for the geometric series n = k, 2k, 4k, . . . , given a starting sample size k. For
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Figure 57: Average Temperature (expressed in Kelvin), C4H10, CO and OH trajectories,

with 2 standard deviation bounds, plotted against the normalized mixture specific entropy

s̃

each n, the error corresponding to equal-sized subsets of different combinations of {ατj}
realizations is computed. Figure 59 shows the scatter of the maximum MC error over the

M reactions for increasing numbers of samples. The average MC error decays as n−1/2 as

expected based on the Central Limit Theorem. In what follows, n = 10000 samples will

be employed, to keep the maximum error on statistics below 1%.
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Figure 59: Self convergence of Max Error in Pα with increasing number of MC samples

5.3.4 Mechanism Simplification

Next the simplification of the uncertain n-butane-air mechanism is performed with the

specified 10 τ tolerances on Importance Indices. Figure 60 shows the number of retained
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species/reactions with increasing θ, for all the prescribed τ thresholds. As expected, the

increase in τ acts towards a reduction in the number of species/reactions included in the

simplified mechanisms. The role of θ is similar to that of τ in its consequence, namely

the reduction of the retained reactions, although it operates on the probabilistic side of

the analysis. In fact it deals with the probabilities of inclusion of each reaction in the

reduced mechanism, given the specified parametric uncertainties in the detailed mechanism.

For any fixed value of τ , and for any given reaction r, each random parameter vector

sample λ(j), j = 1, . . . , n, leads to a 1/0 choice on the inclusion/exclusion of this reaction,

with the resulting marginal probability estimated as the sample average Pτr ≈ Pτr,n. The

final decision on inclusion/exclusion of reaction r then depends on θ, and specifically on

whether Pτr > θ. A low value of θ allows the inclusion of reactions that are marked
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Figure 60: Number of retained/active species and reactions with increasing τ and θ

as important/included in only a minority of the samples, and thus have a relatively low

inclusion probability Pτr > θ, while for high values of θ only highly probable reactions are

included. Obviously, θ = 1 means that a reaction is included only if it is found to be

included for every randomly sampled λ(j). Thus, this limit of θ would be most exclusive,

resulting in the smallest set of included reactions for the given τ . On the other hand, a

θ = 0 allows for the inclusion of the majority of reactions, namely, any reaction that is

selected for at least one sample of λ(j) is included. It is also observed that the quantitative
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effect of τ in decreasing the number of retained species/reactions in this application is

generally much stronger than that of θ. The maximum change in the number of retained

species that has been obtained varying θ through its whole excursion range, that is from

0 to 1, is approximately 60 and happens for the case of τ = 0.047 (depicted in green in

Fig 60). However, in all the other τ -cases considered, the effect of θ is of the order of

20 species or less. Figure 61 shows the histogram of the probability of inclusion Pτr for a

representative choice of values for τ . As Fig.60 suggests, with the non-smooth behavior of

the number of active species/reactions with increasing θ, where sudden jumps are observed

together with long plateaus, Pτr has the tendency to assume only certain values. There are

wide intervals of values of Pτr that are never taken by any reaction. For example, in the

case of τ = 0.020, no reactions have a probability of inclusion which falls between 0.1 and

0.3, and 0.4 and 0.6. Moreover, many reactions have a probability of inclusion which is

equal, or very close to, 1. These groups of reactions are those whose relative importance is

not sensitive to the uncertainty in the Arrhenius parameters and, for the given τ , will be

labeled as active/included for any choice of θ. The only one case in which this behavior is

less evident is again τ = 0.047, where the group of reactions with Pτr ≈ 1 is smaller and the

histograms are more uniformly distributed. These results help to give more insight into

the system’s behavior when it is subject to perturbations in its parameters. For almost all

the τ thresholds employed, there is a bulk of reactions that is always included in spite of

the trajectories variability.

5.3.5 Error Analysis

For the a posteriori error analysis, 8 sets of simplified mechanisms are compared, built

using 8 probabilistic thresholds θ, namely (0.1, 0.3, 0.4, 0.5, 0.7, 0.8, 0.9, 0.99), each set

including 10 mechanisms with different levels of fidelity according to the τ tolerances. The

probabilistic thresholds have been chosen in order to explore the most interesting Pτr ranges

based on the results showed in Fig.61.

Each simplified mechanism is identified by the pair (τ ,θ) that has been used to generate

it, as explained in section 5.1. Several QoIs can be drawn a posteriori to evaluate their

degree of accuracy with respect to the detailed mechanism, as described in section 5.2.
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Figure 61: Histograms of the probability of inclusion Pτr for a representative choice of

values for τ .

Consider first the ignition delay time. Previous experience with deterministic chemical

model analysis/reduction with CSP [54] demonstrated a general lack of monotonicity of

the ignition delay time, and its error with respect to that based on the detailed mechanism,

when reducing the number of species/reactions by varying the CSP threshold τ . This is

found here as well. Figure 62 shows the predicted ignition delay times with their error bars,

compared to the uncertain prediction based on the detailed mechanism. All the 10 sets

shown, each comprising 8 mechanisms corresponding to the same τ threshold, are plotted

against the number of retained species. The θ threshold increases from right to left in each

set. A logarithmic scale is used in the x-axis for the sake of clarity, since the majority of the
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resulting mechanisms are in the region of 30 to 60 species. As a general result, the ignition

delay time remains acceptable, in both average and standard deviation, until around 60

species, then it becomes irregular, being above or below the detailed prediction, without

exhibiting a monotonic tendency towards promoting or postponing the onset of ignition by

eliminating species/reactions.
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Figure 62: Ignition delay times with their error bars at 2 standard deviations, for different

τ and θ thresholds, compared with the detailed mechanism-based prediction in blue with

error bounds at 2 standard deviations in red. θ thresholds are parametrizing each τ -set,

increasing from right to left.

A global monotonic trend is instead observed in the 95% quantiles of the distributions

of the relative error between the detailed and the simplified predictions of the ignition

delay time, as shown in Fig.63. The distributions are built by evaluating the relative error

of each simplified mechanism-based random ignition with respect to the corresponding

detailed mechanism-based ignition. As already pointed out, errors are relatively small
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for mechanisms involving more than 60-species. Further, despite islands of local non-

monotonicity, it can be generally said that increasing τ and/or θ leads to higher errors in

ignition delay times.
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Figure 63: 95% quantiles of the distributions of the relative errors in ignition delay time

against the number of retained species. θ thresholds parametrize each τ -set, increasing

from right to left.

Consider next a posteriori errors measured by trajectory error norms. Figures 64 and

65 show the probabilistic error norms obtained as per Eqs.(5.2.5) and (5.2.6), that are

averaged over the target species only. In particular, the un-weighted L2 error in averages

and standard deviations is presented, plotted against the number of species for each τ -set,

parametrized with θ. In both plots, reasonably clear global trends may be seen towards

higher error with increased (τ, θ). Nonetheless, local non-monotonicity is also observable

in these results. Removing one reaction at a time from a chemical model, even as guided

by the dynamical analysis information from CSP, does not monotonically cause increase
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Figure 64: Average over the target species of the L2 un-weighted relative errors of the

mean transient evolution against the number of retained species. θ thresholds parametrize

each τ -set, increasing from right to left.

in error. This is because of the complex network structure underlying the model. In

particular, it may be imagined that removing a whole reaction sub-network can potentially

provide a more physically-valid reaction mechanism than simply removing part of it.

Beside this, Figs. 64 and 65 indicate that average probabilistic errors for target species,

including both means and standard deviations, are acceptable over a wide range of im-

portance index tolerances and probabilistic thresholds. The (relative) errors in the means

span roughly 0.05% to 10%, depending on (τ, θ), while those in the standard deviations

are larger, spanning 0.5% to 200%. Evidently, less severe simplification can be tolerated

for similar accuracy in standard deviations versus the means. Thus, larger mechanisms are

necessary for capturing both predictive means and uncertainties to the same degree of accu-

racy. Again, mechanisms down to 60 species show acceptable error figures in both averages
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Figure 65: Average over the target species of the L2 un-weighted relative errors of the

standard deviation of the transient evolution against the number of retained species. θ

thresholds parametrize each τ -set, increasing from right to left.

and standard deviation accuracy with respect to the uncertain detailed mechanism.

Also, the behavior of other norms was examined, including both weighted and un-

weighted L2, L1, and L∞ norms. Among all these, the unweighted L2 errors exhibited the

clearest global trends in (τ ,θ), hence their inclusion here. The other plots do not go against

the illustrated global trends, they simply exhibit more local non-monotonicity. In partic-

ular, there is the suspect that weighted error norms exhibit higher local non-monotonicity

because of the role of the weight, namely the standard deviation along the orbital predic-

tions based on the detailed mechanism, which adds an extra level of complexity given its

additional dependence on the database of solutions and sampling noise.
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5.4 A motivation question

The following question is next considered: what is the advantage that a general user,

who might not be necessarily interested in uncertain predictions but rather in determin-

istic predictions from robust reduced mechanisms, can derive from the use of a simplified

mechanism generated through the proposed probabilistic approach. A general user would

choose the suitable simplified mechanism for his/her applications by trading off accuracy for

improvements in computational costs, i.e. a lower number of retained species/reactions.

It is presumed that he/she are further interested in ensuring some degree of robustness

in the simplified model, in that its deterministic prediction is within requisite thresholds

with sufficiently high probability, given the existing uncertainties in the detailed mecha-

nism. However, again, he/she would employ this simplified mechanism in a deterministic

context, that is by setting the uncertain parameters to the nominal values. It will be illus-

trated below that the uncertainty-based construction of the simplified mechanisms ensure

that, even when the mechanism is employed with nominal parameters, it has a lower prob-

ability of violating its presumed error thresholds, in comparison to the alternative option

of deterministic reduction ignoring uncertainty.

In a general setting, let y = f(λ) be the detailed forward model, where λ is a vector

of random variables having a joint distribution pλ, whose nominal values are λ0. Two

possible approaches are recognized to obtain a simplified forward model. The first one

is the deterministic approach for which the simplified model is a function of the nominal

value of the uncertain parameter:

ỹ = g(λ0) (5.4.1)

The simplified model g(λ0) is chosen a-posteriori, based on an error requirement of the

kind:

E1 = ‖g(λ0)− f(λ0)‖ < ε (5.4.2)

where ε is a user-defined error threshold.

The issue with this approach is that it might lead to underestimating the error with

respect to reality, if λ is in fact uncertain, and it happens that the true value of λ is quite
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different from λ0. In fact, if the “true” value of λ is λ?, and defining:

E2 = ‖g(λ0)− f(λ?)‖ (5.4.3)

there is the possibility that E2 > ε > E1, which means that the simplified model g(λ0) can

be farther from reality than the user intended by the ε-certification, with some probability.

Clearly, the value λ? is not known. However, given the uncertain λ, modeled as a

random variable, it holds that E2(λ) = ‖g(λ0) − f(λ)‖ is a random variable, and the

deterministically reduced model g(λ0) has a certain probability of missing the threshold of

error (ε) that the user tried to enforce. In other words, predictions with g(λ0) produce an

actual error E2(λ) relative to the detailed model where the probability P [E2(λ) > ε] > 0.

In contrast, the approach presented in this paper considers λ as a random variable

up-front and generates probabilistic simplified models of the kind:

ŷ = h(λ) λ ∼ pλ (5.4.4)

The simplified model is chosen a-posteriori, based on probabilistic error constraints such

as those defined in section 5.2, that treat the models in a probabilistic framework, i.e.

by comparing averages and standard deviations, or by building probabilistic distributions

of the predictions. However, a general user would presumably employ this model for

deterministic predictions. In this case:

ŷ0 = h(λ0) (5.4.5)

and the error between this model and reality is:

E∗3 = ‖h(λ0)− f(λ?)‖ (5.4.6)

Again, given that the true λ? is unknown, it is possible to employ only

E3(λ) = ‖h(λ0)− f(λ)‖, (5.4.7)

which is a random variable. It will be shown in the following that

P [E2(λ) > ε] > P [E3(λ) > ε]. (5.4.8)
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This means that the mechanisms generated with our probabilistic approach have a lower

chance of missing the user-enforced threshold ε when compared against an uncertain de-

tailed mechanism, even if employed with nominal uncertain parameters, with respect to

the mechanisms generated ignoring the uncertainty.

Figure 66a shows the PDF of E3(λ) for one of the obtained simplified mechanisms,

together with its error certification ε, already presented in Fig.64. E3(λ) is calculated in

the {ψ,Xi} phase space and is averaged over the target species only. The probability of

missing the error certification is as low as 8%. On the contrary, the PDF in Fig.66b is

the PDF of E2(λ) for a simplified mechanism generated with a classical, non-probabilistic,

method, that has a similar error certification ε, enforced on classical, deterministic, error

figures. The probability of missing the error-certification is as high as 75%. This result,

indicating the improved robustness in the deterministic predictions from the mechanisms

developed with the present strategy, appears systematically for all the obtained simplified

mechanisms.

(a) E3(λ) (b) E2(λ)

Figure 66: PDF of E3(λ) for one of the probabilistically generated simplified mecha-

nisms, and PDF of E2(λ) for a non-probabilistically generated simplified mechanism, with

their error certification in the {ψ,Xi} space (ε, both in red). The highlighted areas are

P [E3(λ) > ε] and P [E2(λ) > ε]
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5.5 Conclusions and future work

A general strategy for analysis and reduction of uncertain chemical kinetics models was

proposed, adopting an existing reduction method, based on computational singular per-

turbation (CSP) analysis, as a deterministic tool through which the uncertainty in the

Arrhenius pre-exponential rate constants of the reference model is propagated to obtain

the marginal probability of inclusion in the reduced model of each reaction. The simplified

mechanisms are built by including those reactions whose marginal probability is higher than

a given threshold. Probabilistic error measures were defined to assess the performance of

such simplified mechanisms taking uncertainty into account. The utilization of this strat-

egy was demonstrated presenting an application where the uncertain kinetic model for the

oxidation of n-butane was simplified based on different thresholds on marginal probabilities

and several levels of accuracy determined by a number of tolerances on the reactions Impor-

tance Indices. The probabilistic error figures for the obtained simplified mechanisms were

shown, highlighting the global trends of errors when varying probabilistic thresholds and

tolerances on Importance Indices, and discussed some local non-monotonic behaviors of

the errors that come from the complex way in which a given reaction mechanism/network

performs when removing reactions/species. Also, the utility of the probabilistic reduction

strategy was illustrated for the general user who may be simply interested in robust de-

terministic predictions, showing that tight error tolerances enforced on simplified models

obtained with deterministic approaches have a high probability of being missed because of

the uncertainty in the detailed model.

Ongoing work will further explore the various numerical and statistical aspects of the

construction, focusing on its capabilities for examining the joint probability of sets of

reaction. Additional detailed comparisons between deterministic and probabilistic analysis

strategies will also be explored, outlining further the utility of the present construction

for identifying robust simplified models that are certifiably accurate over stated ranges of

uncertainty.
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Chapter 6
Conclusions and future works

With the aim of improving the understanding of combustion phenomena, in the era of

complex numerical experiments, the computational singular perturbation (CSP) method

was invoked as the cornerstone of a general framework for the analysis of chemical kinetics

systems. The essence of the CSP method was shown to lie in the ability to project the

chemical source term on a special basis, where each mode evolves independently according

to its own time scale, and to decompose the tangent space into fast and slow subspaces.

This new representation in terms of modes allows to exploit a large number of features of the

dynamical system that otherwise would have been hidden by the system’s coupling. Among

them, the identification of the exhausted time scales lays the foundations for deriving

reduced models, since the system approaches a low dimensional manifold where it evolves

according to the slow scales, and for characterizing the species involved as slow or radicals.

The CSP framework was then extended to non-homogeneous problems, where kinetics is

challenged by transport. The proposed approach considers transport as a process that

affects the amplitudes of the kinetic modes, but not the structure of the modes themselves.

Once the CSP framework was set up, a number of CSP-based tools were introduced

to get a-posteriori information and physical insights on combustion problems involving
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complex kinetic schemes and/or interaction between chemistry and transport. The CSP

participation indices were introduced to quantify the contribution of a chemical reaction

to a mode, rediscovering the link between the CSP modal representation and the system’s

physical meaning. The indices were employed in a simple application to detect the reactions

contributing to unusually fast modes, which appeared in the context of homogeneous auto-

ignitions where very large mechanisms were employed to describe chemistry. Such mecha-

nisms, needed to model today’s complex fuels, are developed with automated procedures

and designed to match certain thermo-physical properties of fuel blends. They typically

include thousands of species, and are inclined to develop unphysically small timescales.

The CSP framework proved to be a valuable choice for addressing such kind of problems.

Another participation index was then defined, combining the CSP concepts with the

definition of entropy and its time variation, allowing to expand the CSP framework. The

entropy participation index quantifies the contribution of a reaction to the entropy pro-

duction, in either the fast or slow subspace, and is perfectly suitable for identifying the

dominating chemical processes in the system’s dynamics. Also, the exhausted timescales

criterion was reformulated in terms of entropy production, exploiting the idea that there

is no entropy produced by the fast subspace.

In the context of CSP-based tools for system’s diagnostics, the real breakthrough was

represented by the tangential stretching rate (TSR). The TSR is the most energy containing

chemical time scale, being a weighted average of the system’s eigenvalues, where the weights

depend on the amplitudes of the modes and their degree of colinearity with the vector field.

Based on the sign and value of the TSR, one may employ it to characterize the system’s

dynamics in terms of: (i) explosive/dissipative nature, (ii) truly active chemical time scale,

(iii) chemical reactions participating to the most energy containing modes. Moreover,

the TSR extension to non-homogeneous systems was presented, introducing additional

features that allow to determine whether the dynamics is kinetic- or transport-controlled,

i.e. distinguish between auto-ignition and deflagration.

Three TSR applications were shown. First, a homogeneous hydrogen/air auto-ignition,

where TSR was employed to identify the dominant chemical processes, distinguishing be-

tween below- and above-crossover behavior, which are two different ignition paths whose
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activation depends on the initial temperature/pressure of the mixture. A simple criterion

involving TSR participation indices was also shown to fairly identify the crossover initial

temperature. Second, the analysis of a 1-D unsteady non-premixed flame was performed.

The comparison between TSR and extended TSR allowed to get deep physical insights on

the flame behavior and to define the flame topology according to the dynamic’s nature. In

particular, the flame front region was identified and its auto-igniting/deflagrating charac-

ter was ascertained, as long as its dominant chemical and physical processes. Lastly, the

DNS of a turbulent 3-D premixed flame was analyzed, highlighting the most natural way

to employ the TSR, i.e. to get fundamental understanding of large and complex fields.

Next, the second main feature available in the CSP framework was exploited: the

mechanism simplification. A well established algorithm was recalled, which relies on the

CSP importance indices, employed to quantify the contribution of a reaction to the pro-

duction/consumption of a species, and which selects the reactions mostly involved - more

than a tolerance - in the dynamics of a set of species of interest. The pivotal tasks of a

simplification campaign were described, highlighting the importance of correctly choosing

a representative dataset to be fed to the algorithm.

Three improvements to the algorithm were then presented, involving entropy participa-

tion indices, TSR, and a variable tolerance approach. The advantages and disadvantages

of the three were revealed in a practical application, where a skeletal mechanism valid for

ethylene-air mixtures was obtained from the detailed KAUST-Aramco PAH mechanism. In

particular, the combination of TSR and variable tolerance approach was shown to get the

best results in terms of number of retained species and ability of replicating the behavior

of the species of interest, which included the PAHs.

The simplification strategy was then extended to steady-state reactive-diffusive prob-

lems and an application to HTPB hybrid rocket combustion was performed. The campaign

allowed to obtain families of skeletal mechanisms, ranging from 17 to 40 species, that ac-

curately replicated the butadiene-oxygen combustion in a flamelet model, representative of

the hybrid rocket combustion processes.
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Lastly, the model reduction strategy was discussed again taking the uncertainty in the

model parameters under consideration. Overconfidence in the model parameters, in fact,

can lead to a misplaced focus on tight error tolerances in the simplified model, when the

baseline, i.e. the detailed model, is faulty because affected by uncertainty. Typical uncer-

tain parameters are the Arrhenius rate coefficients. A novel CSP simplification strategy

under uncertainty was presented, and adequate error measures were introduced to com-

pare simplified and detailed models in a probabilistic setting. The simplified mechanisms

are built by retaining those reactions whose marginal probability is higher than a given

threshold. An application to a uncertain n-butane kinetic model was performed, demon-

strating the utilization of the strategy and its utility for a general user who may be simply

interested in robust deterministic predictions.

Despite the efforts made in building a versatile framework for model reduction and

system’s diagnostics, much remains to be done and a number of questions still remain

open. In example, further developments will be required to extend the CSP diagnostics

to filtered datasets, such as those obtained with LES simulations. The correct way to

employ CSP would be to analyze the sub-grid scale value of the reactive scalars. The way

to access the sub-grid scale values varies with the turbulence-chemistry model employed

and the effect of this reconstruction requires deeper inspection. Also, the validity of the

CSP diagnostics is still to be fully understood in the case of steady-state problems, where

either the chemical source term in the homogeneous case, or the sum of chemical source

term and transport term(s) in non-homogeneous cases, is zero. In the latter case, as it

has been shown in the steady-state reactive-diffusive system simplification, the chemical

source term, which is non-zero because it balances transport, is the only entity that can

be investigated.

The model reduction side of the CSP framework is more consolidated, as long as un-

certainty is not taken into account. The presence of uncertainty opened a wide spectrum



155

of questions, a very small number of which has been tackled in this work. Very few words

were spent from the chemical kinetics point of view on the impact of uncertainty on groups

of reactions, that are or are not included together. This consideration extends the strategy

from using marginal probabilities to two-way probabilities of inclusion, and even to joint

probabilities of an entire sub-mechanism.

Most of the perspectives outlined above are part of ongoing work and will hopefully

contribute to the consolidation of this small brick in the combustion knowledge wall.
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Appendix A
Model problems

A.1 Homogeneous reactor model

The set of ODEs describing the time evolution of a mixture of ideal gases contained in a

batch reactor (at constant pressure) is

dYj
dt

=
1

ρ
Wj ω̇j (T, p, Yi) , i, j = 1, . . . , N,

dT

dt
= − 1

ρCp

N∑
j=1

hj(T )Wj ω̇j (T, p, Yi) ,

(A.1.1)

where T and Yj are the temperature and composition (expressed in terms of mass frac-

tions) of the mixture, t is time, ρ is the mixture density, Cp is the mixture mean heat

capacity at constant pressure per unit mass, N is the number of species, hj is the species

enthalpy per unit mass, Wj is the species molecular weight, and ω̇j is the molar rate of for-

mation/destruction of the j-th species. The set of ODEs is closed by the thermal equation

of state for a mixture of ideal gases

p = ρRT, (A.1.2)
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where p is the pressure in the reactor vessel, R =
∑N
j=1RjYj is the mixture’s gas constant,

and the mixture specific heat which can be expressed as

Cp (T, Yj) =

N∑
j=1

Cp,j(T )Yj , (A.1.3)

where Cp,j(T ) is the heat capacity at constant pressure per unit mass of the j-th species.

The customary relations between mass fractions Yj , molar fractions Xj , and molar

concentrations cj read:

cj = ρ
Xj

W
= ρ

Yj
Wj

, (A.1.4)

where W =
∑N
j=1Wj Xj is the mean molecular weight of the mixture. The molar rate of

formation/destruction of the j-th species due to the K reactions reads:

dcj
dt

= ω̇j (T, p, Yj) =

K∑
k=1

∆νj,k r
k (T, p, Yi) , (A.1.5)

where ∆νj,k = ∆νk = ν
′′

k − ν′k is the net stoichiometric coefficient, and ν′k = ν′j,k and

ν
′′

k = ν
′′

j,k are the forward and reverse stoichiometric coefficients of the j-th species in the

k-th reaction. The net rate of the k-th reaction reads:

rk (T, p, Yj) = rkf − rkb = Kk
f

N∏
j=1

c
ν’
k
j −Kk

b

N∏
j=1

c
ν’’
k
j =

Kk
f

N∏
j=1

(
ρ
Yj
Wj

)ν’
k

−Kk
b

N∏
j=1

(
ρ
Yj
Wj

)ν’’
k

=

Kk
f

N∏
j=1

(
p

RT

Yj
Wj

)ν’
k

−Kk
b

N∏
j=1

(
p

RT

Yj
Wj

)ν’’
k

,

(A.1.6)

where rkf and rkb are the forward and backward reaction rates, and Kk
f and Kk

b are the

forward and backward reaction constants, which depend exponentially on temperature

according to the standard Arrhenius form.

Often, a N-long column vector Sk of the net stoichiometric coefficients is defined as:

Sk := ∆νj,k (A.1.7)

so that the molar rate of formation/destruction can be expressed as:

dcj
dt

= ω̇j(T, p, Yj) =

Nr∑
k=1

Skr
k. (A.1.8)
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If we define the state of the system as the algebraic vector with the corresponding vector

field as

x = {Yj , T} and g (Yj , T ) =

Wj ω̇j (T, p, Yi)

ρ
,− 1

ρCp

N∑
j=1

hjWj ω̇j (T, p, Yi)

 , (A.1.9)

where the pressure p is a prescribed constant value, we can recast Eq. (A.1.1) as a dynamical

system whose time evolution from time t = 0 to t = tmax is obtained by solving the following

initial value problem

dx

dt
= g(x), x(0) = x0, with

x ∈ RN+1, t ∈ (0, tmax) ⊂ R, and g : C ⊂ RN+1 → RN+1.

(A.1.10)

where C is a compact set.

A.2 Laminar flamelet model

By defining the mixture fraction according to Bilger [101], the flamelet equations describe

the balance of reactive and diffusive processes in a non-premixed system. Using unity Lewis

number assumption [50], the species and temperature source terms read:

ω̇α = −1

2
ρχ
∂2Yα
∂z2

, ω̇T = −1

2
ρχ
[∂2h

∂z2
+

N∑
α=1

hα
∂2Yα
∂z2

]
, (A.2.1)

where ρ is the mixture density, χ is the scalar dissipation rate, Yα are the species mass

fractions, h and hα are the mixture and α−th species sensible enthalpies respectively.

The comparison of Eq.(A.2.1) with Eq.(4.4.1) allows to establish that the state vector

y is equal to y := (T,Yα), so that its dimension is N + 1. Moreover, the space operator

Lx(y) can be defined as:

Lξ(T, Yα) :=

(
1

2
χ

(
∂2T

∂ξ2
+

1

cp

∂cp
∂ξ

∂T

∂ξ

)
,

1

2
χ
∂2Yα
∂ξ2

)
, (A.2.2)

and finally the source term g(y) can be defined as:

g(T, Yα) :=

(
ω̇T
cpρ

,
ω̇α
ρ

)
. (A.2.3)
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The flamelet equations are derived assuming the pressure p being constant in the mixture

fraction space. The diffusive term represents, in the mixture fraction space, the effect of the

fluid dynamic mixing and strain onto the chemical processes. The intensity of this effect is

regulated by the scalar dissipation rate χ =
(
∂z
∂xi

)2

. The response of the flamelet solution

to changes in χ is well-known and consists in the departure from chemical equilibrium [50].

Indeed maximum temperature decreases with increasing χ and for large enough values

of χ, quenching occurs. This behavior is classically represented by the S-shape diagram,

which summarizes all the possible steady state solutions of the flamelet equations [50] [102].
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