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#### Abstract

The atomic motion controls important properties of materials, such as thermal transport, phase transitions, and vibrational spectra. However, simulating the ionic dynamics is exceptionally challenging when quantum fluctuations are relevant (e.g., at low temperatures or with light atoms) and the energy landscape is anharmonic. In this paper, we present the time-dependent self-consistent harmonic approximation (TDSCHA) [L. Monacelli and F. Mauri, Phys. Rev. B 103, 104305 (2021)] in the Wigner framework, paving the way for the efficient computation of the nuclear motion in systems with sizable quantum and thermal anharmonic fluctuations. Besides the improved numerical efficiency, the Wigner formalism unveils the classical limit of TDSCHA and provides a link with the many-body perturbation theory of Feynman diagrams. We further extend the method to account for the nonlinear couplings between phonons and photons, responsible, e.g., for a nonvanishing Raman signal in high-symmetry Raman inactive crystals, firstly discussed by Rasetti and Fermi. We benchmark the method in phase III of high-pressure hydrogen ab initio. The nonlinear photon-phonon coupling reshapes the IR spectra and explains the high-frequency shoulder of the $\mathrm{H}_{2}$ vibron observed in experiments. The Wigner TDSCHA is computationally cheap and derived from first principles. It is unbiased by assumptions on the phonon-phonon and phonon-photon scattering and does not depend on empirical parameters. Therefore, the method can be adopted in unsupervised high-throughput calculations.
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## I. INTRODUCTION

The burst of computational resources accomplished during the last decades unlocked the path to material design: we can synthesize in silico new materials and measure their properties before the experimental realization. High-throughput simulations are driving the discovery of new cathode materials for batteries [1], superconductor hydrides [2], and 2D materials [3], among others. However, the available toolchain for high-throughput simulation fails when anharmonicity is strong. In these cases, the harmonic approximation and perturbative approaches are inadequate. This happens in hydrides where quantum fluctuations alter the free energy landscape [4,5], phase diagram of hydrogen-rich compounds like highpressure ice [6,7] and solid hydrogen [8,9], and materials undergoing displacive phase transition like charge density wave (CDW) transition metal dichalcogenides [10-13].

Lattice anharmonicity influences the vibrational spectra, the optical properties, and the conductivity of a crystal [14]. These consist in the main experimental signatures of the atomic structure and phase transitions when diffraction is not possible due to small sample size or low cross section. Examples include solid hydrogen [15,16], high-pressure water [17], and hydrides superconductors [18].

Furthermore, accurate simulations of the ionic motion are fundamental in quantum paraelectric perovskites like $\mathrm{KTaO}_{3}$ [19] and $\mathrm{SrTiO}_{3}$ [20], in which the ferroelectric phase transition is hindered by quantum ionic fluctuations.

[^0]These materials play a crucial role in applications of nonlinear phononics [21,22], where the anharmonic coupling between phonons induces transient structural changes and crystal-symmetry breaking upon light pumping [22,23]. Their theoretical and computational investigation has been limited to models assuming specific patterns of phonon-phonon and phonon-photon interactions [21,24]. Moreover, the lack of an unsupervised technique prevents the systematic and highthroughput search for better materials in nonlinear phononics.

The time-dependent self-consistent harmonic approximation (TDSCHA) [25,26] provides an efficient numerical solution for finite-temperature nuclear dynamics with quantum and anharmonic fluctuations beyond perturbative approaches. This method has been successfully applied to simulate Raman and IR spectra of high-pressure molecular hydrogen [15] and to characterize the quantum paraelectric transition in $\mathrm{KTaO}_{3}$ [19].

TDSCHA approximates the nuclear density matrix with the most general Gaussian. This leads to a more efficient technique than path-integral (PI) methods, where classical-like trajectories of different replicas are sampled [27-30]. Instead, it shares some similarities with the linearized semiclassical initial value representation method (LSC-IVR) [31], in which an approximate quantum initial condition for the ionic system [28,32-34] is evolved subject to classical dynamics. Among all these methods, TDSCHA is the computationally most efficient for medium-sized systems (containing hundreds of ions).

However, the exceptional complexity of the original TDSCHA formulation hampers its physical interpretations, and many questions remain unanswered. For example, how does
it relate to other approaches employed in quantum chemistry [31]? Which phonon scattering mechanisms is the theory able to describe? What are the limitations of its applicability? And how does the theory behave in the classical limit?

In this paper, we reformulate the TDSCHA in the Wigner formalism, where the density matrix is expressed as a function of position and momentum in a quantum-phase space [35] (Sec. II). In this way, the TDSCHA equations are simplified, and the nuclear evolution is governed only by the positionmomentum averages and correlators at a fixed time (Sec. III). The $\hbar$ vanishes from the propagator, thus, the initial condition determines whether the evolution is quantum or classical, and they share the same computational cost.

The TDSCHA linear response in the Wigner formalism (Sec. IV) becomes very intuitive and compact. The propagator is reformulated in terms of Feynman diagrams, establishing a simple connection with other many-body approaches like the self-consistent phonon (SCP) technique [36,37]. In Sec. V, we extend the formalism to allow for the simulation of nonlinear coupling between phonons and photons. Finally, we benchmark the theory on the IR spectrum of high-pressure hydrogen phase III (Sec. VI), where it is demonstrated that the high-frequency overtone observed in [38] is a result of the aforementioned nonlinear coupling between photons and phonons.

We start by reviewing the classical and quantum dynamics within the Wigner formalism in the next Sec. II.

## II. NUCLEAR DYNAMICS

Here, we review the Wigner formalism for the exact nuclear evolution and compare the quantum and classical dynamics of $N$ ions in a closed system. Nuclear spins and ionic exchange are neglected.

## A. Classical nuclear evolution

In the classical limit, the nuclei behave like dimensionless particles that move according to the time-dependent Hamiltonian

$$
\begin{equation*}
H(t)=\sum_{a=1}^{3 N} \frac{P_{a}^{2}}{2 m_{a}}+V^{(\mathrm{tot})}(\boldsymbol{R}, t) \tag{1}
\end{equation*}
$$

For brevity, we indicate with $a=(i, \alpha)$ a composite index with the atomic index $i$ and Cartesian index $\alpha, m_{a}=m_{i}$ is the mass of atom $i, P_{a}=P_{i, \alpha}$ is the momentum of atom $i$ along the $\alpha$ direction and $\boldsymbol{R}=\left(\boldsymbol{R}_{1}, . ., \boldsymbol{R}_{N}\right)$ represents a configuration of atomic positions. The total potential can be divided into an internal static interaction and an external time-dependent perturbation

$$
\begin{equation*}
V^{(\mathrm{tot})}(\boldsymbol{R}, t)=V^{(\mathrm{BO})}(\boldsymbol{R})+V^{(\mathrm{ext})}(\boldsymbol{R}, t) \tag{2}
\end{equation*}
$$

where $V^{(\mathrm{BO})}(\boldsymbol{R})$ is the nuclear interaction mediated by the electrons within the Born-Oppenheimer approximation, i.e., the ground-state electronic energy at fixed nuclear configurations. It can be evaluated as the total energy of an $a b$ initio calculation like density-functional theory (DFT), or an appropriately parametrized force field. $V^{(\mathrm{ext})}(\boldsymbol{R}, t)$ is the external time-dependent potential. It encodes the interaction between
the probe (usually an electromagnetic field) and the ions, mediated by the electrons.

Physical properties are computed as averages over the phase space of the corresponding observable with the timedependent probability distribution (normalized and positivedefinite) $\rho_{\mathrm{cl}}(\boldsymbol{R}, \boldsymbol{P}, t)$,

$$
\begin{equation*}
\langle O\rangle_{\rho_{\mathrm{cl}}}=\int d \boldsymbol{R} \int d \boldsymbol{P} O(\boldsymbol{R}, \boldsymbol{P}) \rho_{\mathrm{cl}}(\boldsymbol{R}, \boldsymbol{P}, t) \tag{3}
\end{equation*}
$$

In a closed system, $\rho_{\mathrm{cl}}(\boldsymbol{R}, \boldsymbol{P}, t)$ evolves according to the Liouville equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho_{\mathrm{cl}}(\boldsymbol{R}, \boldsymbol{P}, t)+i \mathcal{L}^{\mathrm{cl}} \rho_{\mathrm{cl}}(\boldsymbol{R}, \boldsymbol{P}, t)=0 \tag{4}
\end{equation*}
$$

The classical Liouville operator is defined as

$$
\begin{equation*}
i \mathcal{L}^{\mathrm{cl}} \circ=-H(t) \stackrel{\leftrightarrow}{\Lambda} \circ \tag{5}
\end{equation*}
$$

and $\overleftrightarrow{\Lambda}$ is the Poisson brackets operator,

$$
\begin{equation*}
\stackrel{\leftrightarrow}{\Lambda}=\sum_{a=1}^{3 N}\left(\frac{\overleftarrow{\partial}}{\partial R_{a}} \frac{\vec{\partial}}{\partial P_{a}}-\frac{\overleftarrow{\partial}}{\partial P_{a}} \frac{\vec{\partial}}{\partial R_{a}}\right) \tag{6}
\end{equation*}
$$

where the arrows indicate on which side the derivative is applied,

$$
\begin{equation*}
A \stackrel{\leftrightarrow}{\Lambda} B=\{A, B\}=\sum_{a=1}^{3 N}\left(\frac{\partial A}{\partial R_{a}} \frac{\partial B}{\partial P_{a}}-\frac{\partial A}{\partial P_{a}} \frac{\partial B}{\partial R_{a}}\right) \tag{7}
\end{equation*}
$$

Equation (4) preserves the phase-space volume, which behaves as an incompressible fluid, so probability can not be created nor destroyed leading to entropy conservation.

## B. Quantum nuclear evolution

The Wigner formalism describes the quantum nuclear evolution in terms of position and momentum degrees of freedom, in a way analogous to the classical Liouville propagation discussed in Sec. II A. Thus, the differences between quantum and classical dynamics are clear.

The Wigner quasidistribution [39], defined as a Fourier transform of the von Neumann density operator $\hat{\rho}(t)$, is the quantum analog of the classical probability distribution in the phase space. It is given by

$$
\begin{equation*}
\rho_{\mathrm{w}}(\boldsymbol{R}, \boldsymbol{P}, t)=\int \frac{d \boldsymbol{R}^{\prime} e^{-\frac{i}{\hbar} \boldsymbol{P} \cdot \boldsymbol{R}^{\prime}}}{(2 \pi \hbar)^{3 N}}\left\langle\boldsymbol{R}+\frac{\boldsymbol{R}^{\prime}}{2}\right| \hat{\rho}(t)\left|\boldsymbol{R}-\frac{\boldsymbol{R}^{\prime}}{2}\right\rangle \tag{8}
\end{equation*}
$$

We remark that Eq. (8) is normalized, as in the classical case, but, in general, it is not positive-definite [40], hence it can not be interpreted as a probability distribution. Still, it encodes all the information on the system.

Similarly, the Wigner expression for an operator $\hat{O}$ is defined as

$$
\begin{equation*}
O_{\mathrm{w}}(\boldsymbol{R}, \boldsymbol{P})=\int d \boldsymbol{R}^{\prime} e^{-\frac{i}{\hbar} \boldsymbol{P} \cdot \boldsymbol{R}^{\prime}}\left\langle\boldsymbol{R}+\frac{\boldsymbol{R}^{\prime}}{2}\right| \hat{O}\left|\boldsymbol{R}-\frac{\boldsymbol{R}^{\prime}}{2}\right\rangle \tag{9}
\end{equation*}
$$

so that quantum averages in the Wigner formalism have the same expression as the classical ones [Eq. (3)],

$$
\begin{equation*}
\left\langle O_{\mathrm{w}}\right\rangle_{\rho_{\mathrm{w}}}=\int d \boldsymbol{R} \int d \boldsymbol{P} O_{\mathrm{w}}(\boldsymbol{R}, \boldsymbol{P}) \rho_{\mathrm{w}}(\boldsymbol{R}, \boldsymbol{P}, t) \tag{10}
\end{equation*}
$$

The Wigner-Liouville equation controls the time evolution of $\rho_{\mathrm{w}}(\boldsymbol{R}, \boldsymbol{P}, t)$,

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho_{\mathrm{w}}(\boldsymbol{R}, \boldsymbol{P}, t)+i \mathcal{L} \rho_{\mathrm{w}}(\boldsymbol{R}, \boldsymbol{P}, t)=0 \tag{11}
\end{equation*}
$$

where $i \mathcal{L}$ is unitary and contains a classical (cl) and a quantum (q) propagator,

$$
\begin{equation*}
i \mathcal{L}=i \mathcal{L}^{\mathrm{cl}}+i \mathcal{L}^{\mathrm{q}} \tag{12}
\end{equation*}
$$

The classical propagator $i \mathcal{L}^{\mathrm{cl}}$ coincides with Eq. (5). On the other hand, the quantum part depends explicitly on $\hbar$,

$$
\begin{equation*}
i \mathcal{L}^{\mathrm{q}} \circ=-\sum_{n=1}^{+\infty} \frac{\left(-\hbar^{2}\right)^{n}}{2^{2 n}(2 n+1)!} H(t)(\stackrel{\leftrightarrow}{\Lambda})^{2 n+1} \circ \tag{13}
\end{equation*}
$$

Equation (13) gives quantum corrections to the dynamics as odd powers of the Poisson brackets operator.

Interestingly, any quadratic potential has $i \mathcal{L}^{\mathrm{q}}=0$, even when its coefficients are time dependent, e.g.,

$$
\begin{equation*}
H(t)=\sum_{a=1}^{3 N} \frac{P_{a}^{2}}{2 m_{a}}+\frac{1}{2} \sum_{a b=1}^{3 N}\left(R-R_{0}(t)\right)_{a} K_{0}(t)_{a b}\left(R-R_{0}(t)\right)_{b} \tag{14}
\end{equation*}
$$

The density matrix propagates only according to $i \mathcal{L}^{\mathrm{cl}}$, and the dynamic is independent on $\hbar$. The quantum/classical nature of the system is encoded only in the initial condition.

In the next section, we will show that TDSCHA [25] shares the same feature since it is based on a Hamiltonian with the same form of Eq. (14), where $\boldsymbol{K}_{0}(t)$ and $\boldsymbol{R}_{0}(t)$ are evaluated self-consistently from the distribution.

## III. GAUSSIAN DYNAMICS IN THE WIGNER FRAMEWORK

The TDSCHA constrains the quantum density matrix as the most general time-dependent Gaussian [25]. Since the Wigner transformation is equivalent to a Fourier transform, also the nuclear time-dependent Wigner quasidistribution is a Gaussian
$\widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)=\mathcal{N}(t) \exp \left[-\frac{1}{2} \sum_{a b=1}^{3 N}(R-\mathcal{R}(t))_{a} \alpha(t)_{a b}(R-\mathcal{R}(t))_{b}\right.$

$$
\begin{align*}
& -\frac{1}{2} \sum_{a b=1}^{3 N}(P-\mathcal{P}(t))_{a} \beta(t)_{a b}(P-\mathcal{P}(t))_{b} \\
& \left.+\sum_{a b=1}^{3 N}(R-\mathcal{R}(t))_{a} \gamma(t)_{a b}(P-\mathcal{P}(t))_{b}\right] \tag{15}
\end{align*}
$$

where $\mathcal{N}(t)$ is the normalization, defined such that

$$
\begin{equation*}
\int d \boldsymbol{R} \int d \boldsymbol{P} \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)=1 \tag{16}
\end{equation*}
$$

$\mathcal{R}(t), \mathcal{P}(t), \boldsymbol{\alpha}(t), \boldsymbol{\beta}(t), \boldsymbol{\gamma}(t)$ are the time-dependent free parameters of the distribution. In contrast to the general Wigner distribution, Eq. (15) is positive-definite and can be interpreted as the quantum probability distribution. Thanks to the Wigner transformation, it is evident that $\widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)$ is the multidimensional generalization of the one reported in [41] for the 1D case. The position and momentum centroids $\boldsymbol{\mathcal { R }}(t)$ and $\mathcal{P}(t)$ are $3 N$ real vectors and represent, respectively, the
instantaneous average position and momentum of the ions,

$$
\begin{equation*}
\mathcal{R}(t)=\langle\boldsymbol{R}\rangle_{\widetilde{\rho}(t)}, \quad \mathcal{P}(t)=\langle\boldsymbol{P}\rangle_{\widetilde{\rho}(t)} . \tag{17}
\end{equation*}
$$

$\boldsymbol{\alpha}(t), \boldsymbol{\beta}(t)$, and $\boldsymbol{\gamma}(t)$ are $3 N \times 3 N$ real tensors $[\boldsymbol{\alpha}(t)$ and $\beta(t)$ are symmetric] and represent the instantaneous positionmomentum correlators,

$$
\begin{align*}
& \langle\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{R}}(t)\rangle_{\widetilde{\rho}(t)}=\left(\widetilde{\boldsymbol{\alpha}}(t)-\widetilde{\boldsymbol{\gamma}}(t) \cdot \widetilde{\boldsymbol{\beta}}^{-1}(t) \cdot \widetilde{\boldsymbol{\gamma}}^{T}(t)\right)^{-1}, \\
& \langle\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{P}}(t)\rangle_{\widetilde{\rho}(t)}=-\left(\widetilde{\boldsymbol{\gamma}}^{T}(t)-\widetilde{\boldsymbol{\beta}}(t) \cdot \widetilde{\boldsymbol{\gamma}}^{-1}(t) \cdot \widetilde{\boldsymbol{\alpha}}(t)\right)^{-1}, \tag{18a}
\end{align*}
$$

$$
\begin{equation*}
\langle\delta \widetilde{\boldsymbol{P}}(t) \delta \widetilde{\boldsymbol{P}}(t)\rangle_{\tilde{\rho}(t)}=\left(\widetilde{\boldsymbol{\beta}}(t)-\widetilde{\boldsymbol{\gamma}}^{T}(t) \cdot \widetilde{\boldsymbol{\alpha}}^{-1}(t) \cdot \widetilde{\boldsymbol{\gamma}}(t)\right)^{-1} \tag{18c}
\end{equation*}
$$

where $\delta \widetilde{\boldsymbol{R}}(t)=\widetilde{\boldsymbol{R}}-\widetilde{\mathcal{R}}(t), \delta \widetilde{\boldsymbol{P}}(t)=\widetilde{\boldsymbol{P}}-\widetilde{\mathcal{P}}(t)$ and the $\widetilde{\circ}$ indicates a mass-rescaled variable like

$$
\begin{equation*}
\widetilde{R}_{a}=\sqrt{m_{a}} R_{a}, \quad \widetilde{P}_{a}=\frac{P_{a}}{\sqrt{m_{a}}} \tag{19}
\end{equation*}
$$

The detailed derivation of Eq. (18) is reported in Appendix A.
The dynamics of the Wigner distribution can be obtained by transforming the time-dependent equation of the TDSCHA in the Wigner basis. We prove in Appendix B that this is equivalent to evolve Eq. (15) with a self-consistent WignerLiouville equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)+i \mathcal{L}^{\mathrm{sc}} \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)=0 \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
i \mathcal{L}^{\mathrm{sc}} \circ=-\mathcal{H}(\widetilde{\rho}) \stackrel{\leftrightarrow}{\Lambda} \circ \tag{21}
\end{equation*}
$$

and $\mathcal{H}(\widetilde{\rho})$ is a quadratic time-dependent Hamiltonian that depends self-consistently on $\widetilde{\rho}(t)$,

$$
\begin{align*}
\mathcal{H}(\widetilde{\rho})= & \sum_{a=1}^{3 N} \frac{P_{a}^{2}}{2 m_{a}}+\sum_{a=1}^{3 N} \delta R(t)_{a}\left\langle\frac{\partial V^{(\mathrm{tot})}(\boldsymbol{R}, t)}{\partial R_{a}}\right\rangle_{\widetilde{\rho}(t)} \\
& +\frac{1}{2} \sum_{a b=1}^{3 N} \delta R(t)_{a}\left\langle\frac{\partial^{2} V^{(\mathrm{tot})}(\boldsymbol{R}, t)}{\partial R_{a} \partial R_{b}}\right\rangle_{\widetilde{\rho}(t)} \delta R(t)_{b} \tag{22}
\end{align*}
$$

Inserting the Wigner-TDSCHA distribution, Eq. (15), in Eq. (20) and substituting the expression of the propagators of Eq. (18) (details in Appendix A), we get the equations of motion

$$
\begin{align*}
\frac{d}{d t}\langle\widetilde{\boldsymbol{R}}\rangle_{\widetilde{\rho}(t)}= & \langle\widetilde{\boldsymbol{P}}\rangle_{\widetilde{\rho}(t)}  \tag{23a}\\
\frac{d}{d t}\langle\widetilde{\boldsymbol{P}}\rangle_{\widetilde{\rho}(t)}= & -\left\langle\frac{\partial V^{(\mathrm{tot})}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)}  \tag{23b}\\
\frac{d}{d t}\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{\widetilde{\rho}(t)}= & \langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{P}}\rangle_{\widetilde{\rho}(t)}+\langle\delta \widetilde{\boldsymbol{P}} \delta \widetilde{\boldsymbol{R}}\rangle_{\widetilde{\rho}(t)},  \tag{23c}\\
\frac{d}{d t}\langle\delta \widetilde{\boldsymbol{P}} \delta \widetilde{\boldsymbol{P}}\rangle_{\widetilde{\rho}(t)}= & -\left\langle\frac{\partial^{2} V^{(\mathrm{tot)}}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)} \cdot\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{P}}\rangle_{\widetilde{\rho}(t)} \\
& -\langle\delta \widetilde{\boldsymbol{P}} \delta \widetilde{\boldsymbol{R}}\rangle_{\widetilde{\rho}(t)} \cdot\left\langle\frac{\partial^{2} V^{\text {(tot) }}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)}  \tag{23~d}\\
\frac{d}{d t}\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{P}}\rangle_{\widetilde{\rho}(t)}= & \langle\delta \widetilde{\boldsymbol{P}} \delta \widetilde{\boldsymbol{P}}\rangle_{\widetilde{\rho}(t)}-\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{\widetilde{\rho}(t)} \cdot\left\langle\frac{\partial^{2} V^{(\mathrm{tott}}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)} \tag{23e}
\end{align*}
$$

where to compact the notation we drop the explicit time and position dependence.

The TDSCHA dynamics of Eq. (23) are simpler than the original derivation using the standard formalism of operators in quantum mechanics. As anticipated in Sec. II B, Eqs. (23) do not contain $\hbar$, and the dynamic is the same for quantum and classical distribution. Nevertheless, quantum features are included in the initial condition and preserved during the dynamics. The classical limit of the TDSCHA dynamics was not evident in [25], as the off-diagonal parameters of the density matrix are ill defined as $\hbar \rightarrow 0$.

This approach is exact in the case of a time-dependent harmonic oscillator since the Wigner distribution is a Gaussian. Thanks to self-consistency, this theory goes beyond harmonic/perturbative methods. No approximations are made on the total potential itself so anharmonic effects are included in a nonperturbative way. The dynamics of Eq. (23) satisfy the conservation of energy and entropy, as expected from a closed system (see Appendix C).

## A. Equilibrium SCHA in the Wigner formalism

A particular solution of Eq. (23) is the steady-state equilibrium in absence of a time-dependent perturbation. From Eqs. (23) we get

$$
\begin{align*}
\left\langle\frac{\partial V^{\mathrm{BO}}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)} & =\mathbf{0},  \tag{24a}\\
\langle\widetilde{\boldsymbol{P}}\rangle_{(0)} & =\mathbf{0}, \quad\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{P}}\rangle_{(0)}=\mathbf{0},  \tag{24b}\\
\langle\delta \widetilde{\boldsymbol{P}} \delta \widetilde{\boldsymbol{P}}\rangle_{(0)} & =\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{(0)} \cdot\left\langle\frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, \tag{24c}
\end{align*}
$$

where ( 0 ) indicates that the averages are performed on $\widetilde{\rho}^{(0)}$, the equilibrium Wigner distribution that solve selfconsistently Eq. (24c). Since the average momentum is zero [Eq. (24b)], we take $\delta \boldsymbol{P}=\boldsymbol{P}$. As the mixed positionmomentum correlation vanishes at equilibrium, the Wigner distribution becomes

$$
\begin{align*}
\widetilde{\rho}^{(0)}(\boldsymbol{R}, \boldsymbol{P})= & \mathcal{N}^{(0)} \exp \left[-\frac{1}{2} \widetilde{\boldsymbol{P}} \cdot\langle\widetilde{\boldsymbol{P}} \widetilde{\boldsymbol{P}}\rangle_{(0)}^{-1} \cdot \widetilde{\boldsymbol{P}}\right. \\
& \left.-\frac{1}{2} \delta \widetilde{\boldsymbol{R}} \cdot\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{(0)}^{-1} \cdot \delta \widetilde{\boldsymbol{R}}\right] \tag{25}
\end{align*}
$$

where $\langle\widetilde{\boldsymbol{P}} \widetilde{\boldsymbol{P}}\rangle_{(0)}$ and $\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{(0)}$ solve Eq. (24c). Equation (25) is a steady-state solution of the Wigner TDSCHA equations. Among all distributions, the equilibrium one satisfies

$$
\begin{align*}
\left\langle\delta \widetilde{R}_{a} \delta \widetilde{R}_{b}\right\rangle_{(0)} & =\sum_{\mu=1}^{3 N} \frac{\hbar\left(1+2 n_{\mu}\right)}{2 \omega_{\mu}} e_{\mu}^{a} e_{\mu}^{b},  \tag{26a}\\
\left\langle\widetilde{P}_{a} \widetilde{P}_{b}\right\rangle_{(0)} & =\sum_{\mu=1}^{3 N} \frac{\hbar \omega_{\mu}\left(1+2 n_{\mu}\right)}{2} e_{\mu}^{a} e_{\mu}^{b}, \tag{26b}
\end{align*}
$$

where $\left\{\omega_{\mu}\right\}$ and $\left\{\boldsymbol{e}_{\mu}\right\}$ define noninteracting phonons of a generalized dynamical matrix

$$
\begin{equation*}
\stackrel{(2)}{D}_{a b}=\left\langle\frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b}}\right\rangle_{(0)}=\sum_{\mu=1}^{3 N} \omega_{\mu}^{2} e_{\mu}^{a} e_{\mu}^{b}, \tag{27}
\end{equation*}
$$

and $n_{\mu}$ is the Bose-Einstein distribution

$$
\begin{equation*}
n_{\mu}=\frac{1}{e^{\beta \hbar \omega_{\mu}}-1} . \tag{28}
\end{equation*}
$$

The equilibrium solution is the one with the minimum free energy at fixed temperature, and in Appendix B we show that it coincides with the Wigner transform of the self-consistent harmonic approximation (SCHA) density matrix [42-44]. Our initial condition is constrained to be a Gaussian so we do not have to employ a sampling of the Wigner quasidistribution $[32,33]$ as done in linearized semiclassical initial value representation methods (LSC-IVR) [45]. These approaches compute time correlation functions approximating the quantum dynamics with a classical evolution [setting $i \mathcal{L}^{\mathrm{q}}=0$ in Eq. (12)] [31], whereas the TDSCHA evolution is justified from the quantum action principle [25].

## 1. Diagrammatic representation of the SCHA

We present a diagrammatic expansion of the SCHA in a quartic potential to clarify the anharmonic processes involved in the theory, and to highlight the differences between SCHA, TDSCHA, and other approaches such as self-consistent phonon (SCP) $[36,37]$ and perturbation theory.

We define the SCHA propagator through Eq. (27),

$$
\begin{equation*}
\mathcal{G}^{(0)}(\omega)^{-1}=\omega^{2}-\stackrel{(2)}{\boldsymbol{D}} \xrightarrow{\omega=0}-\stackrel{(2)}{\boldsymbol{D}} . \tag{29}
\end{equation*}
$$

Since the SCHA is a static theory and it is defined through $\omega=0$ quantities. Similarly, one can define the harmonic propagator as

$$
\begin{equation*}
\boldsymbol{g}^{(0)}(\omega)^{-1}=\omega^{2}-\left.\frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right|_{\boldsymbol{R}=\boldsymbol{\mathcal { R }}_{\mathrm{BO}}} \stackrel{\omega=0}{\longrightarrow}-\left.\frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right|_{\boldsymbol{R}=\boldsymbol{\mathcal { R }}_{\mathrm{BO}}}, \tag{30}
\end{equation*}
$$

where $\boldsymbol{\mathcal { R }}_{\mathrm{BO}}$ is the minimum of $V^{(\mathrm{BO})}(\boldsymbol{R})$,

$$
\begin{equation*}
\left.\frac{\partial V^{(\mathrm{BO})}}{\partial \widetilde{\boldsymbol{R}}}\right|_{\boldsymbol{R}=\boldsymbol{\mathcal { R }}_{\mathrm{BO}}}=\mathbf{0} \tag{31}
\end{equation*}
$$

and the harmonic phonons are the eigenvalues of the secondorder expansion of the BO potential around its minimum $\mathcal{R}_{\mathrm{BO}}$,

$$
\begin{equation*}
\left.\frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b}}\right|_{\boldsymbol{R}=\mathcal{R}_{\mathrm{BO}}}=\sum_{\mu=1}^{3 N} \Omega_{\mu}^{2} \epsilon_{\mu}^{a} \epsilon_{\nu}^{b} \tag{32}
\end{equation*}
$$

In what follows we use $\boldsymbol{g}^{(0)}$ and $\mathcal{G}^{(0)}$ to denote the static limit $(\omega=0)$ of the propagators introduced in Eqs. (29) and (30).

To connect the SCHA with perturbation theory, we expand the BO energy landscape $V^{(\mathrm{BO})}(\boldsymbol{R})$ in a Taylor series around the positions $\boldsymbol{\mathcal { R }}_{\text {Bo }}$. All the SCHA equations contain averages of all BO potential derivatives

$$
\begin{align*}
\left\langle\frac{\partial^{k} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{b_{1}} . . \partial \widetilde{R}_{b_{k}}}\right\rangle_{(0)}= & \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{a_{1} . . a_{n}=1}^{3 N}{\stackrel{(k+n)}{d_{b_{1} . . b_{k} a_{1} . . a_{n}}}} \\
& \times\left\langle(\delta \widetilde{R}+\widetilde{\delta})_{a_{1}} . .(\delta \widetilde{R}+\widetilde{\delta})_{a_{n}}\right\rangle_{(0)} \tag{33}
\end{align*}
$$

where the anharmonic vertices in Eq. (33) are evaluated at the minimum of the BO energy landscape

$$
\begin{equation*}
\stackrel{(n)}{d}_{a_{1} a_{2} . . a_{n}}=\left.\frac{\partial^{n} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{a_{1}} \partial \widetilde{R}_{a_{2}} \ldots \partial \widetilde{R}_{a_{n}}}\right|_{\boldsymbol{R}=\boldsymbol{\mathcal { R }}_{\mathrm{BO}}} \tag{34}
\end{equation*}
$$

and $\tilde{\delta}$ is the difference between the minimum of the BO potential and the equilibrium centroids of the SCHA

$$
\begin{equation*}
\widetilde{\boldsymbol{\delta}}=\widetilde{\mathcal{R}}^{(0)}-\widetilde{\mathcal{R}}_{\mathrm{BO}} \tag{35}
\end{equation*}
$$

The SCHA distribution is a Gaussian so the averages in Eq. (33) can be evaluated analytically up to any order by means of the Wick theorem.

In a perturbative expansion, we assume that each anharmonic vertex scales as

$$
\begin{equation*}
\stackrel{(n)}{\boldsymbol{d}} \sim \mathcal{O}\left(\lambda^{n-2}\right) \tag{36}
\end{equation*}
$$

where $\lambda$ is the perturbative parameter and can be estimated as the ratio of the thermal length and the average bond distance [46,47]. In what follows we truncate the BO potential to the fourth order, setting

$$
\begin{equation*}
\stackrel{(n)}{d}=0 \quad n \geqslant 5 . \tag{37}
\end{equation*}
$$

By doing this we get the SCP equations as a limit case of SCHA ones.

Substituting the Taylor expansion into the first SCHA equation, Eq. (24a), we obtain a self-consistent equation for $\widetilde{\delta}$ that takes into account quantum and anharmonic effects on the atomic positions shift

$$
\begin{align*}
\widetilde{\delta}_{a}= & \sum_{b c d=1}^{3 N} \frac{g_{a b}^{(0)}}{2}\left[\left(\stackrel{(3)}{d}_{b c d}+\frac{1}{3} \sum_{e=1}^{3 N} \stackrel{(4)}{d}_{b c d e} \widetilde{\delta}_{e}\right) \widetilde{\delta}_{c} \widetilde{\delta}_{d}\right. \\
& \left.-\left(\stackrel{(3)}{d}_{b c d}+\sum_{e=1}^{3 N} \stackrel{(4)}{d}_{b c d e} \widetilde{\delta}_{e}\right) \mathcal{G}^{(0)}\left(t=0^{-}\right)_{c d}\right] \tag{38}
\end{align*}
$$

where, in analogy with many-body theory, $\mathcal{G}^{(0)}\left(t=0^{-}\right)$ is proportional to the SCHA position-position correlator [Eq. (23c)]

$$
\begin{equation*}
\mathcal{G}^{(0)}\left(t=0^{-}\right)_{a b}=-\left\langle\left(\widetilde{R}-\widetilde{\mathcal{R}}^{(0)}\right)_{a}\left(\widetilde{R}-\widetilde{\mathcal{R}}^{(0)}\right)_{b}\right\rangle_{(0)} \tag{39}
\end{equation*}
$$

here $t=0^{-}$is the many-body analytical continuation in time [48]. Similarly, the second SCHA equation [Eq. (27)] results in a self-consistent expression for the self-energy

$$
\begin{gather*}
\mathcal{G}^{(0))^{-1}}=g_{a b}^{(0)^{-1}}-\Pi_{a b}^{(0)}  \tag{40}\\
\Pi_{a b}^{(0)}=\sum_{c=1}^{3 N} \stackrel{(3)}{d}_{a b c} \widetilde{\delta}_{c}-\sum_{c d=1}^{3 N} \frac{(4)}{d_{a b c d}}\left(\mathcal{G}^{(0)}\left(t=0^{-}\right)_{c d}-\widetilde{\delta}_{c} \widetilde{\delta}_{d}\right) . \tag{41}
\end{gather*}
$$

Self-consistent phonon (SCP) methods [36,37] solve Eqs. (38), (41), and (40) by fitting the anharmonic force constants [49]. Often, Eq. (38) is ignored, and $\widetilde{\delta}$ is assumed to be zero, which is true only if all the atomic coordinates are constrained by symmetry [50]. On the contrary, the SCHA can go beyond the SCP method including all the anharmonic vertices with $n \geqslant 5$ and polarization mixing effects. These effects are automatically incorporated thanks to a stochastic


FIG. 1. Diagrammatic expression for the SCHA one-phonon propagator at lowest perturbative order $\lambda^{2}$ (see Ref. [46]). The single solid line is the static SCHA propagator $\mathcal{G}^{(0)}$ Eq. (29). The thin dotted line is the static harmonic propagator $\boldsymbol{g}^{(0)}$ Eq. (30). The scattering vertices are defined in Eq. (34) with $n=3$ (triangle) and $n=4$ (square). The tadpole and loop diagram are defined in Eq. (44).
sampling of the potential [42]. We remark that the SCHA and SCP method are static theories: the self-energy is real and the phonons defined in Eq. (40) are noninteracting excitations with an infinite lifetime.

Expressing both the SCHA propagator and the position shift as a series of $\mathcal{O}\left(\lambda^{n}\right)$ corrections

$$
\begin{align*}
\mathcal{G}^{(0)} & =\mathcal{G}^{(0)^{\lambda=0}}+\mathcal{G}^{(0)^{\lambda=1}}+. . \quad \mathcal{G}^{(0)^{\lambda=n}} \sim \mathcal{O}\left(\lambda^{n}\right)  \tag{42a}\\
\widetilde{\boldsymbol{\delta}} & =\widetilde{\boldsymbol{\delta}}^{\lambda=0}+\widetilde{\boldsymbol{\delta}}^{\lambda=1}+. . \quad \tilde{\boldsymbol{\delta}}^{\lambda=n} \sim \mathcal{O}\left(\lambda^{n}\right) \tag{42b}
\end{align*}
$$

one can solve order by order in $\lambda$ equations (38), (41), and (40) to systematically obtain all the corrections to the SCHA propagator with a cubic-quartic potential. Reference [46] solved Eqs. (38), (41), and (40) up to $\mathcal{O}\left(\lambda^{2}\right)$ and showed that

$$
\begin{equation*}
\left(\mathcal{G}^{(0)}\right)_{a b}^{-1} \simeq\left(g^{(0)}\right)_{a b}^{-1}-\left(\Pi_{a b}^{(\mathrm{L})}+\Pi_{a b}^{(\mathrm{T})}\right) \tag{43}
\end{equation*}
$$

where $\Pi^{(\mathrm{L})}$ and $\Pi^{(\mathrm{T})}$ are respectively the loop (L) and tadpole (T) diagram (cf. Fig. 1),

$$
\begin{align*}
& \Pi_{a b}^{(\mathrm{L})}=-\frac{1}{2} \sum_{c d=1}^{3 N} \stackrel{(4)}{d}_{a b c d} g^{(0)}\left(t=0^{-}\right)_{c d}  \tag{44a}\\
& \Pi_{a b}^{(\mathrm{T})}=-\frac{1}{2} \sum_{c d e f=1}^{3 N} \stackrel{(3)}{d}_{a b c} g_{c d}^{(0)}{ }_{d}^{(3)} \text { def } g^{(0)}\left(t=0^{-}\right)_{e f} \tag{44b}
\end{align*}
$$

here $\boldsymbol{g}^{(0)}\left(t=0^{-}\right)$is the harmonic counterpart of $\mathcal{G}^{(0)}(t=$ $0^{-}$), Eq. (39). The loop diagram, Eq. (44a), comes from quantum/anharmonic fluctuations at fixed positions by setting $\boldsymbol{\delta}=\mathbf{0}$ in Eq. (41). On the other hand, the tadpole diagram, Eq. (44b), comes from the renormalization of atomic positions, Eq. (38).

## IV. LINEAR RESPONSE

The static SCHA corrects the bare phonon propagator with a real self-energy, thus only renormalizing the phonon frequency without introducing a finite lifetime of phonons. In this section, we revise the fully-dynamical TDSCHA linear response within the Wigner formalism and show how new diagrams with a nonvanishing imaginary part emerge.

## A. Linearized equations of motion and general response function

When an external time-dependent potential is coupled to phonons without causing irreversible changes in the material, the system is in the linear response regime. This scenario is relevant, for example, when the ionic degrees of freedom are probed with electromagnetic fields (x-ray or Raman scattering and IR absorption) or with neutrons. In these cases the external perturbation $V^{(\text {ext })}(\boldsymbol{R}, t)$ is in the form

$$
\begin{equation*}
V^{(\mathrm{ext})}(\boldsymbol{R}, t)=\mathcal{B}(\boldsymbol{R}) \mathcal{V}(t) \tag{45}
\end{equation*}
$$

In this regime, the SCHA distribution $\widetilde{\rho}^{(0)}(\boldsymbol{R})$ (see Appendix D$)$ is perturbed by $\widetilde{\rho}^{(1)}(\boldsymbol{R}, t)$,

$$
\begin{equation*}
\widetilde{\rho}(\boldsymbol{R}, t)=\widetilde{\rho}^{(0)}(\boldsymbol{R})+\widetilde{\rho}^{(1)}(\boldsymbol{R}, t) \tag{46}
\end{equation*}
$$

The probability distribution change leads to the emergence of time-dependent correction [denoted by the (1)] to the static correlators, Eqs. (18),

$$
\begin{align*}
\widetilde{\mathcal{R}}(t)_{\mu} & =\widetilde{\mathcal{R}}_{\mu}^{(0)}+\widetilde{\mathcal{R}}_{\mu}^{(1)},  \tag{47a}\\
\left\langle\delta \widetilde{R}_{\mu} \delta \widetilde{R}_{\nu}\right\rangle_{\widetilde{\rho}(t)} & =\left\langle\delta \widetilde{R}_{\mu} \delta \widetilde{R}_{\nu}\right\rangle_{(0)}+\left\langle\delta \widetilde{R}_{\mu} \delta \widetilde{R}_{\nu}\right\rangle_{(1)},  \tag{47b}\\
\left\langle\delta \widetilde{P}_{\mu} \delta \widetilde{P}_{\nu}\right\rangle_{\tilde{\rho}(t)} & =\left\langle\widetilde{P}_{\mu} \widetilde{P}_{\nu}\right\rangle_{(0)}+\left\langle\delta \widetilde{P}_{\mu} \delta \widetilde{P}_{\nu}\right\rangle_{(1)}, \tag{47c}
\end{align*}
$$

where we express the tensors in the polarization basis $\left\{\boldsymbol{e}_{\mu}\right\}$ of Eq. (27). In Appendix E, we demonstrate that the dynamics of the average momentum $\widetilde{\mathcal{P}}^{(1)}$ and of the mixed correlator $\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{P}}\rangle_{(1)}$ can be reabsorbed in those of the variables of Eqs. (47), which define unambiguously the state of the system.

The linearized equations of motion are obtained by plugging the perturbed correlators, Eqs. (47), into the equations of motion, Eq. (23), and using Eq. (46) when computing averages of the total potential. This (see Appendix E for details) leads to

$$
\left(\mathcal{L}^{\prime}+\omega^{2}\right) \cdot\left[\begin{array}{c}
\widetilde{\mathcal{R}}^{(1)}  \tag{48}\\
\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{(1)} \\
\langle\delta \widetilde{\boldsymbol{P}} \delta \widetilde{\boldsymbol{P}}\rangle_{(1)}
\end{array}\right]=\boldsymbol{p}^{\prime} \mathcal{V}(\omega),
$$

which defines the linearized TDSCHA equations in frequency domain. In Eq. (48), $\omega^{2}$ comes from the Fourier transform of second-order time derivatives, and $\mathcal{L}^{\prime}$ is the linearized Wigner-Liouville operator Eq. (21). In general, we can separate $\mathcal{L}^{\prime}$ in two terms,

$$
\begin{equation*}
\mathcal{L}^{\prime}=\mathcal{L}^{\prime \dagger}=\mathcal{L}_{\text {harm }}^{\prime}+\mathcal{L}_{\text {anh }}^{\prime} \tag{49}
\end{equation*}
$$

The harmonic part $\mathcal{L}_{\text {harm }}^{\prime}$ describes the free evolution of the SCHA phonons defined in Eq. (27). The scattering, hence the interaction between these phonons, arises from the anharmonic part $\mathcal{L}_{\text {anh }}^{\prime}$. The perturbation vector $\boldsymbol{p}^{\prime}$ depends, in general, on equilibrium averages of first and second derivatives of $\mathcal{B}(\boldsymbol{R})$.

The external potential modifies the noninteracting equilibrium state, defined by Eq. (25). The response function encodes how the observable $\mathcal{A}(\boldsymbol{R})$ changes when the system is out of equilibrium. In the linear response regime, this modification depends only on equilibrium quantities.

The TDSCHA response function is obtained expanding $\langle\mathcal{A}\rangle_{\widetilde{\rho}^{(0)}+\widetilde{\rho}^{(1)}}$ [see Eq. (46)] in the perturbed parameters of Eqs. (47) around the equilibrium value $\langle\mathcal{A}\rangle_{(0)}$. In Appendix E,
we show that the first-order correction in the frequency domain is a simple scalar product in the space of the correlators [Eq. (47)],

$$
\langle\mathcal{A}\rangle_{(1)}(\omega)=\boldsymbol{r}^{\prime \dagger} \cdot\left[\begin{array}{c}
\widetilde{\mathcal{R}}^{(1)}  \tag{50}\\
\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{(1)} \\
\langle\delta \widetilde{\boldsymbol{P}} \delta \widetilde{\boldsymbol{P}}\rangle_{(1)}
\end{array}\right],
$$

where the response vector $\boldsymbol{r}^{\prime}$, similarly to $\boldsymbol{p}^{\prime}$, contains equilibrium averages of position derivatives of $\mathcal{A}(\boldsymbol{R})$.

Finally, inverting the linearized equations of motion, Eq. (48), we get

$$
\begin{equation*}
\langle\mathcal{A}\rangle_{(1)}(\omega)=\boldsymbol{r}^{\prime \dagger} \cdot\left(\mathcal{L}^{\prime}+\omega^{2}\right)^{-1} \cdot \boldsymbol{p}^{\prime} \mathcal{V}(\omega) \tag{51}
\end{equation*}
$$

where $\circ^{-1}$ denotes the inverse. The general response function of an observable $\mathcal{A}(\boldsymbol{R})$ to an external perturbation $\mathcal{B}(\boldsymbol{R})$ is

$$
\begin{equation*}
\chi(\omega)_{\mathcal{A}, \mathcal{B}}=\boldsymbol{r}^{\prime \dagger} \cdot\left(\mathcal{L}^{\prime}+\omega^{2}\right)^{-1} \cdot \boldsymbol{p}^{\prime} \tag{52}
\end{equation*}
$$

This expression has the same form as the one presented in Ref. [25] where the standard description of quantum mechanics is adopted.

In Appendix F we show how to compute the general response function [Eq. (52)] with the Lanczos algorithm following the original work on TDSCHA [25]. The algorithm generates a basis in which $\mathcal{L}^{\prime}+\omega^{2}$ is tridiagonal. As shown in Appendix F, from this form it is easy to get in one shot the response function for all values of $\omega$. The Lanczos basis is generated from $N_{\text {steps }}$ sequential applications of $\mathcal{L}^{\prime}$ to a starting vector. Each iteration corresponds to free propagations $\left(\mathcal{L}_{\text {harm }}^{\prime}\right)$ and scattering $\left(\mathcal{L}_{\text {anh }}^{\prime}\right)$. In this way, we build the full anharmonic propagators (see next Sec. IV B). In addition, we leverage the properties of the Wigner formulation that $\mathcal{L}^{\prime}=\mathcal{L}^{\prime \dagger}$ and that, if $\mathcal{A}=\mathcal{B}, \boldsymbol{p}^{\prime}=\boldsymbol{r}^{\prime}$. These features imply that a symmetric Lanczos algorithm is sufficient to compute Eq. (52), effectively speeding up the original code by a factor of two [25].

## B. Diagrammatic interpretation of linear response

In this section, we provide an interpretation in terms of Feynman diagrams of Eq. (52). To do this, we introduce a new basis (see Appendices G and H for details), a linear combination of the position and momentum correlators, Eqs. (47b) and (47c). In this basis, the general response function [Eq. (52)] takes the form

$$
\begin{equation*}
\chi(\omega)_{\mathcal{A}, \mathcal{B}}=\boldsymbol{r} \cdot \mathcal{L}(\omega)^{-1} \cdot \boldsymbol{p} \tag{53}
\end{equation*}
$$

where the response vector $\boldsymbol{r}$ and the perturbation vector $\boldsymbol{p}$ have a simple expression in terms of equilibrium averages of $\mathcal{A}(\boldsymbol{R})$ and $\mathcal{B}(\boldsymbol{R})$,

$$
\left.\boldsymbol{p}=\left[\begin{array}{c}
\left\langle\frac{\partial \mathcal{B}}{\partial \widetilde{R}_{\mu}}\right\rangle_{(0)}  \tag{54}\\
\left\langle\frac{\partial^{2} \mathcal{B}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{v}}\right\rangle_{(0)}^{\left\langle\frac{\partial \mathcal{A}}{\partial \widetilde{R}_{\mu}}\right\rangle_{(0)}} \\
\left\langle\frac{\partial^{2} \mathcal{B}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{v}}\right\rangle_{(0)}
\end{array}\right], \quad \boldsymbol{r}=\left[\begin{array}{c}
\partial^{2} \mathcal{A} \\
\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{v}
\end{array}\right\rangle_{(0)}^{\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{v}}\right\rangle_{(0)}}\right] .
$$

$\mathcal{L}(\omega)$ propagates the perturbation caused by $\boldsymbol{p}$ in the system and encodes the information on how the latter affects $\boldsymbol{r}$,


FIG. 2. Graphical expression for Eq. (55) in terms of the free SCHA propagators [single and double solid line Eqs. (59) and (60)] and the third- and fourth-order scattering vertex [orange triangle and red square defined in Eqs. (62) and (63)].
which defines how the observable changes. Indeed, its multiplication by a vector representing the status of the system, as $\boldsymbol{r}$ or $\boldsymbol{p}$ [Eq. (54)], gives the anharmonic scattering processes that further dress the SCHA Green's function introducing a finite lifetime (see Sec. IV C).

In this basis, $\mathcal{L}(\omega)$ of Eq. (53) has a simple symmetric form

$$
\mathcal{L}(\omega)=\left[\begin{array}{ccc}
\mathcal{G}^{(0)}(\omega)^{-1} & -\stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(3)}{\boldsymbol{D}}  \tag{55}\\
-\stackrel{(3)}{\boldsymbol{D}} & \boldsymbol{\chi}_{-}^{(0)}(\omega)^{-1}-\stackrel{(4)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}} \\
-\stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}} & -\boldsymbol{\chi}_{+}^{(0)}(\omega)^{-1}-\stackrel{(4)}{\boldsymbol{D}}
\end{array}\right]
$$

$$
\begin{equation*}
\mathcal{L}(\omega)=\mathcal{L}(\omega)^{\dagger} \tag{56}
\end{equation*}
$$

The harmonic and anharmonic contributions to $\mathcal{L}(\omega)$ are

$$
\begin{align*}
\mathcal{L}_{\mathrm{harm}}(\omega)= & {\left[\begin{array}{ccc}
\mathcal{G}^{(0)}(\omega)^{-1} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\chi}_{-}^{(0)}(\omega)^{-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\boldsymbol{\chi}_{+}^{(0)}(\omega)^{-1}
\end{array}\right], }  \tag{57}\\
& \mathcal{L}_{\mathrm{anh}}(\omega)=\left[\begin{array}{rrr}
\mathbf{0} & -\stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(3)}{\boldsymbol{D}} \\
-\stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}} \\
-\stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}}
\end{array}\right] \tag{58}
\end{align*}
$$

We report in Fig. 2 a graphical expression for Eq. (55). To construct a diagrammatic representation, we associate each tensor in $\mathcal{L}(\omega)$ with a symbol that possesses a number of extremities equal to the rank of the tensor.

The single solid line in Fig. 2 represents the equilibrium SCHA Green's function $\mathcal{G}^{(0)}(\omega)$,

$$
\begin{equation*}
\mathcal{G}^{(0)}(\omega)_{\mu \nu}=\frac{\delta_{\mu \nu}}{\omega^{2}-\omega_{\mu}^{2}}, \tag{59}
\end{equation*}
$$

where $\left\{\omega_{\mu}\right\}$ are the self-consistent auxiliary frequencies defined in Eq. (27). The double single solid line in Fig. 2 is the two-phonon SCHA propagator $\chi^{(0)}(\omega)$,

$$
\begin{equation*}
\chi^{(0)}(\omega)_{\mu \nu \eta \lambda}=\chi_{-}^{(0)}(\omega)_{\mu \nu \eta \lambda}-\chi_{+}^{(0)}(\omega)_{\mu \nu \eta \lambda} \tag{60}
\end{equation*}
$$

which contains a resonant $\chi_{-}^{(0)}(\omega)$ and an antiresonant term $\chi_{+}^{(0)}(\omega)$,

$$
\begin{align*}
\chi_{-}^{(0)}(\omega)_{\mu \nu \eta \lambda} & =\delta_{\mu \eta} \delta_{\nu \lambda} \frac{\hbar\left[\omega_{\mu}-\omega_{\nu}\right]\left[n_{\mu}-n_{\nu}\right]}{4 \omega_{\mu} \omega_{\nu}\left[\left(\omega_{\mu}-\omega_{\nu}\right)^{2}-\omega^{2}\right]}  \tag{61a}\\
\chi_{+}^{(0)}(\omega)_{\mu \nu \eta \lambda} & =\delta_{\mu \eta} \delta_{\nu \lambda} \frac{\hbar\left[\omega_{\mu}+\omega_{\nu}\right]\left[1+n_{\mu}+n_{\nu}\right]}{4 \omega_{\mu} \omega_{\nu}\left[\left(\omega_{\mu}+\omega_{\nu}\right)^{2}-\omega^{2}\right]} \tag{61b}
\end{align*}
$$

The antiresonant part $\chi_{+}^{(0)}(\omega)$ describes the absorption/ emission processes of a phonon pair (double solid line with both arrows in the same directions in Fig. 2) while the resonant $\chi_{-}^{(0)}(\omega)$ the case in which one phonon is absorbed and the other one is emitted (double solid line with arrows pointing in opposite directions in Fig. 2).

The first row of Eq. (55) relates the propagation of singlephonon excitation $\mathcal{G}^{(0)}(\omega)$ to two-phonon processes $\chi_{ \pm}^{(0)}(\omega)$. This is mediated by the three-phonon scattering vertex (orange triangle of Fig. 2)

$$
\begin{equation*}
\stackrel{(3)}{D}_{\mu \nu \eta}=\left\langle\frac{\partial^{3} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \partial \widetilde{R}_{\eta}}\right\rangle_{(0)} \tag{62}
\end{equation*}
$$

The second and third rows of Eq. (55) show that double excitations interact with each other via the fourth-order scattering vertex (red square of Fig. 2)

$$
\begin{equation*}
\stackrel{(4)}{D}_{\mu \nu \eta \lambda}=\left\langle\frac{\partial^{4} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \partial \widetilde{R}_{\eta} \partial \widetilde{R}_{\lambda}}\right\rangle_{(0)} \tag{63}
\end{equation*}
$$

or can decay in a single phonon via the three-phonon scattering vertex, Eq. (62). As a guide for the reader, in Table I we report a summary of all the symbols used.

So, by just looking at the expression of $\mathcal{L}(\omega)$, we understand that in TDSCHA only single and double excitation are dressed by anharmonicity and that only single phonons can decay in a higher-order phonon propagation.

The scattering vertices, Eqs. (62) and (63), included in the dynamical response have an interesting diagrammatic expression (see also Ref. [51]). In general, they do not coincide with the derivatives of the BO potential evaluated at the equilibrium SCHA positions $\mathcal{R}^{(0)}$ but they contain extra terms due to quantum-thermal fluctuations. All of these terms are included in the TDSCHA. Expanding Eqs. (62) and (63) in $\boldsymbol{R}-\boldsymbol{\mathcal { R }}^{(0)}$, we get the following series, as reported in Appendix I,

$$
\begin{align*}
\stackrel{(3)}{D}_{\mu \nu \eta}= & \sum_{n=0}^{+\infty} \frac{(-1)^{n}}{2^{n} n!} \sum_{\alpha_{1} . . \alpha_{2 n}=1}^{3 N} \stackrel{(3+2 n)}{D}_{\mu \nu \eta \alpha_{1} . . \alpha_{2 n-1} \alpha_{2 n}} \\
& \times \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\alpha_{1} \alpha_{2} . .} \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\alpha_{2 n-1} \alpha_{2 n}}  \tag{64a}\\
\stackrel{(4)}{D}_{\mu \nu \eta \lambda}= & \sum_{n=0}^{+\infty} \frac{(-1)^{n}}{2^{n} n!} \sum_{\alpha_{1} . . \alpha_{2 n}=1}^{3 N}{ }^{(4+2 n)}{ }_{\mu \nu \eta \lambda \alpha_{1} \alpha_{2} . . \alpha_{2 n-1} \alpha_{2 n}} \\
& \times \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\alpha_{1} \alpha_{2} . .} \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\alpha_{2 n-1} \alpha_{2 n}} \tag{64b}
\end{align*}
$$

where the anharmonic vertices in the series are

$$
\begin{equation*}
\stackrel{(n)}{D_{\alpha_{1} . . \alpha_{n}}^{(0)}}=\left.\frac{\partial^{n} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{\alpha_{1}} . . \partial \widetilde{R}_{\alpha_{n}}}\right|_{\boldsymbol{R}=\boldsymbol{R}^{(0)}} \tag{65}
\end{equation*}
$$

These differ in general from $\stackrel{(n)}{\boldsymbol{d}}$, see Eq. (34), since the minimum of the Born-Oppenheimer potential $\boldsymbol{\mathcal { R }}_{\mathrm{BO}}$ does not

TABLE I. Collection of symbols frequently used in the main text. First column: the notation used. Second column: graphical expression with indexes. Third column: mathematical definition. Fourth column: description of the symbol. Fifth column: first labeled equation where the symbol appears.

| Notation | Diagram | Formula | Description | Eq. |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{G}^{(0)}(\omega)_{\mu \nu}$ | - | $\frac{\delta_{\mu \nu}}{\omega^{2}-\omega_{\mu}^{2}}$ | Bare one-phonon SCHA propagator | (29) |
| $g^{(0)}(\omega)_{\mu \nu}$ | $\mu, \ldots . . . \nu$ | $\frac{\delta_{\mu \nu} \mu_{\mu}}{\omega^{2}-\Omega_{\mu}^{2}}$ | Bare perturbative one-phonon propagator | (30) |
| $\chi^{(0)}(\omega)_{\mu \nu \eta \lambda}$ |  | $\chi_{-}^{(0)}(\omega)_{\mu \nu \eta \lambda}-\chi_{+}^{(0)}(\omega)_{\mu \nu \eta \lambda}$ | Bare two-phonon SCHA propagator | (60) |
| $\chi_{-}^{(0)}(\omega)_{\mu \nu \eta \lambda}$ |  | $\delta_{\mu \eta} \delta_{\nu \lambda} \frac{\hbar\left[\omega_{\mu}-\omega_{\nu}\right]\left[n_{\mu}-n_{\nu}\right]}{4 \omega_{\mu} \omega_{\nu}\left[\left(\omega_{\mu}-\omega_{\nu}\right)^{2}-\omega^{2}\right]}$ | Resonant two-phonon SCHA propagator | (61a) |
| $\chi_{+}^{(0)}(\omega)_{\mu \nu \eta \lambda}$ |  | $\delta_{\mu \eta} \delta_{\nu \lambda} \frac{\hbar\left[\omega_{\mu}+\omega_{\nu}\right]\left[1+n_{\mu}+n_{\nu}\right]}{4 \omega_{\mu} \omega_{\nu}\left[\left(\omega_{\mu}+\omega_{\nu}\right)^{2}-\omega^{2}\right]}$ | Antiresonant two-phonon SCHA propagator | (61b) |
| ${\stackrel{(4)}{D^{\prime}}}_{\mu \nu \eta \lambda}$ |  | $\left\langle\frac{\partial^{4} V^{(B O)}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \widetilde{R}_{\eta} \partial \widetilde{R}_{\lambda}}\right\rangle_{(0)}$ | Four-phonon SCHA scattering vertex | (63) |
| ${\stackrel{(4)}{D^{(0)}}}_{\mu \nu \eta \lambda}$ | $\square$ | $\left.\frac{\partial^{4} V^{(B O)}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \partial \widetilde{R}_{\eta} \partial \widetilde{R}_{\lambda}}\right\|_{\boldsymbol{R}=\boldsymbol{\mathcal { R }}^{(0)}}$ | Perturbative four-phonon scattering vertex evaluated at the SCHA equilibrium positions | (65) |
| $\stackrel{(4)}{d}_{\mu \nu \eta \lambda}$ |  | $\left.\frac{\left.\partial^{4} V^{(B O}\right)}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \partial \widetilde{R}_{n} \partial \widetilde{R}_{\lambda}}\right\|_{\boldsymbol{R}=\mathcal{R}_{\text {BO }}}$ | Perturbative four-phonon scattering vertex | (34) |
| $\stackrel{(3)}{D}_{\mu \nu \eta}$ |  | $\left\langle\frac{\partial^{3} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \partial \widetilde{R}_{n}}\right\rangle_{(0)}$ | Three-phonon SCHA scattering vertex | (62) |
| $\stackrel{(3)}{(3)}_{\mu \nu \eta}^{(0)}$ | $\\|_{\eta}^{\nu}$ | $\left.\frac{\partial^{3} V^{(B O)}}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \partial \widetilde{R}_{\eta}}\right\|_{\boldsymbol{R}=\mathcal{R}^{(0)}}$ | Perturbative three-phonon scattering vertex evaluated at SCHA equilibrium positions | (65) |
| $\stackrel{(3)}{d}_{\mu \nu \eta}$ |  | $\left.\frac{\partial^{3} V(\mathrm{BO})}{\partial \widetilde{R}_{\mu} \partial \widetilde{R}_{\nu} \partial \widetilde{R}_{\eta}}\right\|_{\boldsymbol{R}=\boldsymbol{\mathcal { R }}_{\text {BO }}}$ | Perturbative three-phonon scattering vertex | (34) |

coincide with the SCHA centroid $\mathcal{R}^{(0)}$. In Fig. 3 we report the diagrammatic expansion for Eqs. (64). Each anharmonic


FIG. 3. Diagrammatic expression for the SCHA scattering tensors Eqs. (62) and (63) as presented in Eqs. (64). Each SCHA propagator is contracted with a higher-order derivative of the anharmonic tensor Eq. (65), which are evaluated at the SCHA positions, i.e., they do not coincide with Eq. (34). These are represented as $n=3,5,7$.. and $n=4,6,8$.. regular polygons.
tensor in Eq. (65) with $n>3,4$ has a pair of indexes contracted with a SCHA propagator $\mathcal{G}^{(0)}\left(t=0^{-}\right)$[Eq. (65)]. This indicates that quantum-thermal fluctuations result in the renormalization of the anharmonic vertices.

## C. Anharmonic propagators

In this section, we discuss the TDSCHA interacting propagators. Specifically, we present two-phonon processes that have been neglected in previous works [25,26].

In TDSCHA, the one-phonon $\mathcal{G}(\omega)_{\mu \nu}$, two-phonon $\chi(\omega)_{\mu \nu \eta \lambda}$, and the one-two phonon $\Gamma(\omega)_{\mu \eta \lambda}$ interacting propagators are obtained as response functions by setting in $\chi(\omega)_{\mathcal{A}, \mathcal{B}}$ [Eq. (53)],

$$
\begin{align*}
& \mathcal{A}_{\mathcal{G}}=\delta \widetilde{R}_{\mu}^{(0)}, \quad \mathcal{B}_{\mathcal{G}}=\delta \widetilde{R}_{v}^{(0)},  \tag{66a}\\
& \mathcal{A}_{\chi}=\frac{1}{2} \delta \widetilde{R}_{\mu}^{(0)} \delta \widetilde{R}_{v}^{(0)}, \quad \mathcal{B}_{\chi}=\frac{1}{2} \delta \widetilde{R}_{\eta}^{(0)} \delta \widetilde{R}_{\lambda}^{(0)},  \tag{66b}\\
& \mathcal{A}_{\Gamma}=\delta \widetilde{R}_{\mu}^{(0)}, \quad \mathcal{B}_{\Gamma}=\frac{1}{2} \delta \widetilde{R}_{\eta}^{(0)} \delta \widetilde{R}_{\lambda}^{(0)} . \tag{66c}
\end{align*}
$$

The response and perturbation vectors [see Eqs. (54)] corresponding to Eqs. (66) are as follows:

$$
\begin{align*}
& \boldsymbol{r}_{\mathcal{G}}=\left[\begin{array}{c}
\boldsymbol{\delta}_{\mu} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \quad \boldsymbol{p}_{\mathcal{G}}=\left[\begin{array}{l}
\boldsymbol{\delta}_{\nu} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right],  \tag{67a}\\
& \boldsymbol{r}_{\chi}=\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{S}_{\mu \nu} \\
\boldsymbol{S}_{\mu \nu}
\end{array}\right] \quad \boldsymbol{p}_{\chi}=\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{S}_{\eta \lambda} \\
\boldsymbol{S}_{\eta \lambda}
\end{array}\right],  \tag{67b}\\
& \boldsymbol{r}_{\Gamma}=\left[\begin{array}{c}
\boldsymbol{\delta}_{\mu} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \quad \boldsymbol{p}_{\Gamma}=\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{S}_{\eta \lambda} \\
\boldsymbol{S}_{\eta \lambda}
\end{array}\right], \tag{67c}
\end{align*}
$$

where $\boldsymbol{\delta}_{\mu}$ is a $3 N$ vector with 1 in the mode index $\mu$ and zero elsewhere and $S_{\eta \lambda}$ is a $3 N \times 3 N$ matrix with $1 / 2$ on the mode indexes $\eta$ and $\lambda$ and zeros elsewhere.

The choice of $\mathcal{A} / \mathcal{B}$, as in Eqs. (66), is not arbitrary. In the noninteracting case, $\mathcal{L}(\omega)$ is diagonal, so the response function simplifies to

$$
\begin{align*}
\chi(\omega)_{\mathcal{A}, \mathcal{B}} & =\boldsymbol{r}_{i}\left[\begin{array}{ccc}
\mathcal{G}^{(0)}(\omega) & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \chi_{-}^{(0)}(\omega) & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\chi_{+}^{(0)}(\omega)
\end{array}\right] \boldsymbol{p}_{i} \\
i & =\mathcal{G}, \chi, \Gamma . \tag{68}
\end{align*}
$$

From Eq. (68) we recover the one- and two-phonon free propagators [Eqs. (59) and (60)] and no cross terms connecting single to double excitations. These results are consistent with the standard linear response theory, in the noninteracting case, treated with the many-body formalism. This shows that Eqs. (67) recover physically relevant quantities.

To get the interacting Green's function, we plug $\boldsymbol{r}$ and $\boldsymbol{p}$ of Eqs. (67) in the expression of $\chi(\omega)_{\mathcal{A}, \mathcal{B}}$, Eq. (53), and we invert $\mathcal{L}(\omega)$ following Refs. [25,52,53] (see also Appendix G). To do this, we consider $\mathcal{L}(\omega)$, Eq. (55), as a $3 \times 3$ block matrix (as represented in Fig. 2) where each block itself is a tensor. The same applies to $\boldsymbol{r}$ and $\boldsymbol{p}$, Eqs. (54), which are understood as three components vectors. From the noninteracting case [Eq. (68)], we learn that the first component of $\boldsymbol{p} / \boldsymbol{r}$ controls the single-mode propagation while the second and third the two-phonon channel.

The inversion process mixes the matrix elements of $\mathcal{L}(\omega)$ adding interactions to the free propagators, which are expressed as diagrammatic series. The representation of Fig. 2 is a graphical aid to visualize the building blocks of these diagrams. In Appendix H we report the details of all the results presented.

In our calculations we always reduce the inversion of $\mathcal{L}(\omega)$ to a $2 \times 2$ block-matrix with the following form:

$$
\left[\begin{array}{cc}
\boldsymbol{A} & \boldsymbol{C}  \tag{69}\\
\boldsymbol{C}^{\dagger} & \boldsymbol{B}
\end{array}\right]
$$

which can be easily inverted (see Appendix G)

$$
\left[\begin{array}{cc}
\boldsymbol{D}^{-1} & -\boldsymbol{D}^{-1} \cdot \boldsymbol{C} \cdot \boldsymbol{B}^{-1}  \tag{70}\\
-\boldsymbol{B}^{-1} \cdot \boldsymbol{C}^{\dagger} \cdot \boldsymbol{D}^{-1} & \boldsymbol{B}^{-1} \cdot\left(\mathbf{1}+\boldsymbol{C}^{\dagger} \cdot \boldsymbol{D}^{-1} \cdot \boldsymbol{C} \cdot \boldsymbol{B}^{-1}\right)
\end{array}\right]
$$

where $\boldsymbol{D}=\boldsymbol{A}-\boldsymbol{C} \cdot \boldsymbol{B}^{-1} \cdot \boldsymbol{C}^{\dagger}$.
First, we discuss the one-phonon propagator. Because only the first component of both $\boldsymbol{p}_{\mathcal{G}}$ and $\boldsymbol{r}_{\mathcal{G}}$, Eq. (67a), are nonzero,
the response calculation is simplified. In particular, we compact the $2 \times 2$ two-phonon sector of $\mathcal{L}(\omega)$ [i.e., $\mathcal{L}(\omega)_{i j}$ with $i, j>1$ ] in a $1 \times 1$ block matrix. As shown in Appendix H , $\mathcal{L}(\omega)$ is reduced to a $2 \times 2$ block matrix $\mathcal{L}_{1 \mathrm{ph}}(\omega)$, so that the one-phonon propagator is given by

$$
\begin{equation*}
\mathcal{G}(\omega)=\boldsymbol{r}_{\mathcal{G}} \cdot \mathcal{L}(\omega)^{-1} \cdot \boldsymbol{p}_{\mathcal{G}}=\left(\mathcal{L}_{1 \mathrm{ph}}(\omega)^{-1}\right)_{11} \tag{71}
\end{equation*}
$$

where

$$
\mathcal{L}_{1 \mathrm{ph}}(\omega)=\left[\begin{array}{cc}
\boldsymbol{\mathcal { G }}^{(0)}(\omega)^{-1} & -\stackrel{(3)}{\boldsymbol{D}}  \tag{72}\\
-\stackrel{(3)}{\boldsymbol{D}} & \boldsymbol{\chi}^{(0)}(\omega)^{-1}-\stackrel{(4)}{\boldsymbol{D}}
\end{array}\right]
$$

Note that $\left(\mathcal{L}_{1 \mathrm{ph}}(\omega)\right)_{22}$ represents the anharmonic two-phonon channel in which single modes can decay through the threephonon vertex, $\left(\mathcal{L}_{1 \mathrm{ph}}(\omega)\right)_{12}$. Graphically Eq. (71) corresponds to

$$
\begin{equation*}
\longrightarrow=[\overbrace{}^{-1} \overbrace{}^{-1}-\square]_{11}^{-1} \tag{73}
\end{equation*}
$$

In Eq. (71) we apply the general result of Eq. (70) to obtain the interacting Green's function

$$
\begin{equation*}
\mathcal{G}(\omega)=\mathcal{G}^{(0)}(\omega)+\mathcal{G}^{(0)}(\omega) \cdot \Pi(\omega) \cdot \mathcal{G}(\omega) \tag{74}
\end{equation*}
$$

where the self-energy $\Pi(\omega)$ coincides with the one reported in Refs. [25,26,46],

$$
\begin{equation*}
\Pi(\omega)=\stackrel{(3)}{\boldsymbol{D}}:\left(\mathbf{1}-\chi^{(0)}(\omega): \stackrel{(4)}{\boldsymbol{D}}\right)^{-1}: \chi^{(0)}(\omega): \stackrel{(3)}{\boldsymbol{D}} \tag{75}
\end{equation*}
$$

here $\boldsymbol{A}: \boldsymbol{B}=\sum_{\mu \nu=1}^{3 N} A_{. . \mu \nu} B_{\mu \nu . .}$. Our definition of the noninteracting two-phonon propagator $\chi^{(0)}(\omega)$ [Eq. (60)] is one reported by Ref. [46] in Eq. (72) multiplied by $-1 / 2$ so that all the definitions are consistent.

Physical phonon frequencies and lifetimes are determined by real and imaginary parts of $\mathcal{G}\left(\omega+i 0^{+}\right)$, Eq. (74), as discussed in Ref. [42]. In addition, we remark that the polarization vectors can also change when adding dynamical effects so polarization-mixing is automatically included in Eq. (74).

The bubble diagram is the lowest-order approximation for the self-energy, as described in Eq. (75), and is incorporated in many self-consistent phonon (SCP) calculations within the improved SCP (ISCP) framework [37,54-56]. TDSCHA represents a theoretical approach that justifies this from the least action principle and provides a path to move beyond the bubble approximation.

For the two-phonon case, we proceed as before. We use the definition of $\boldsymbol{r}_{\chi} / \boldsymbol{p}_{\chi}$ [Eq. (67b)] to reabsorb the one-phonon sector of $\mathcal{L}(\omega)$ (i.e., the row $\mathcal{L}(\omega)_{1 j}$ and column $\mathcal{L}(\omega)_{j 1}$ with $j=1,2,3$ ) into the two-phonon sector. So we solve

$$
\begin{equation*}
\boldsymbol{\chi}(\omega)=\boldsymbol{r}_{\chi} \cdot \mathcal{L}(\omega)^{-1} \cdot \boldsymbol{p}_{\chi}=\sum_{i j}^{1,2}\left(\mathcal{L}_{2 \mathrm{ph}}(\omega)^{-1}\right)_{i j} \tag{76}
\end{equation*}
$$

where $\mathcal{L}_{2 \mathrm{ph}}(\omega)$ is a $2 \times 2$ block matrix

$$
\mathcal{L}_{2 \mathrm{ph}}(\omega)=\left[\begin{array}{cc}
\chi_{-}^{(0)}(\omega)^{-1}-\boldsymbol{\Sigma}(\omega) & -\boldsymbol{\Sigma}(\omega)  \tag{77}\\
-\Sigma(\omega) & -\chi_{+}^{(0)}(\omega)^{-1}-\Sigma(\omega)
\end{array}\right]
$$

$\boldsymbol{\Sigma}(\omega)$ is the two-phonon self-energy

$$
\begin{equation*}
\boldsymbol{\Sigma}(\omega)=\boldsymbol{\Sigma}(\omega)^{\dagger}=\stackrel{(4)}{\boldsymbol{D}}+\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}} \tag{78}
\end{equation*}
$$



FIG. 4. In (a) we report the diagrammatic expression of the interacting one-, two-, and one-two phonon Green's functions, Eqs. (74), (80), and (81). In (b) we show Eqs. (82). Thinner solid lines represent the noninteracting SCHA propagators $\mathcal{G}^{(0)}(\omega)$ and $\boldsymbol{\chi}^{(0)}(\omega)$, defined in Eqs. (74) and (80). The three-/four-phonon scattering vertices are defined in Eqs. (62) and (63) and represented as orange triangles and red squares.
where single-phonon excitations enter in $\boldsymbol{\Sigma}(\omega)$ via the threephonon vertex.

Graphically, Eq. (76) corresponds to


Again we use Eq. (70) to invert Eq. (77) and we end up with the interacting two-phonon propagator

$$
\begin{equation*}
\chi(\omega)=\chi^{(0)}(\omega)+\chi^{(0)}(\omega): \Sigma(\omega): \chi(\omega) \tag{80}
\end{equation*}
$$

with $\Sigma(\omega)$, Eq. (78), being the TDSCHA two-phonon selfenergy. We find that, in the two-phonon propagation, there is the possibility of either decay in a single phonon through the third-order scattering vertex or in another pair through the fourth-order scattering vertex. There are no high-order decay processes.

For the mixed propagator, we proceed as before. The form of $\boldsymbol{p}_{\Gamma} / \boldsymbol{r}_{\Gamma}$ [Eq. (67c)] allows single-phonon excitations to be triggered by two-phonon propagation via the three-phonon vertex, leading to a nonzero one-two phonon propagation

$$
\begin{equation*}
\boldsymbol{\Gamma}(\omega)=\boldsymbol{\mathcal { G }}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \chi(\omega) \tag{81}
\end{equation*}
$$

We demonstrate that Eqs. (74) and (80) are the fundamental components of the TDSCHA response. The relationship between these two propagators becomes clear when expressed in terms of the partially screened two-phonon propagator $\boldsymbol{\Theta}(\omega)=\left.\boldsymbol{\chi}(\omega)\right|_{\substack{(3) \\ \boldsymbol{D}=0}}$ in which a phonon pair propagates only through the four-phonon scattering vertex. Note that $\boldsymbol{\Theta}(\omega)$ generalizes in the dynamical regime Eq. (26) of Ref. [46]. As proved in Appendix H, the new expressions for the propagators are

$$
\begin{align*}
& \boldsymbol{\mathcal { G }}(\omega)=\boldsymbol{\mathcal { G }}^{(0)}(\omega)+\boldsymbol{\mathcal { G }}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega): \stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}(\omega),  \tag{82a}\\
& \chi(\omega)=\boldsymbol{\Theta}(\omega)+\boldsymbol{\Theta}(\omega): \stackrel{(3)}{\boldsymbol{D}} \cdot \boldsymbol{\mathcal { G }}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega)  \tag{82b}\\
& \boldsymbol{\Theta}(\omega)=\boldsymbol{\chi}^{(0)}(\omega)+\chi^{(0)}(\omega): \stackrel{(4)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega) \tag{82c}
\end{align*}
$$

Now, only $\mathcal{G}(\omega)$ and $\boldsymbol{\Theta}(\omega)$ have a Dyson form, whereas $\chi(\omega)$ has a different structure where single and double propagations are disentangled.

Figure 4 summarizes the diagrammatic expressions for the interacting propagators. In panel (a) we report Eqs. (74), (80), and (81), while panel (b) shows Eqs. (82).

By computing all the TDSCHA interacting propagators, we gain a full comprehension of the diagrammatic expression, Fig. 5, introduced in Ref. [25] for the TDSCHA response function $\chi(\omega)_{\mathcal{A}, \mathcal{A}}$ [Eq. (53)]. In fact, Eq. (53) can be decomposed into the interacting propagators.

One-phonon processes $\mathcal{G}(\omega)$ are coupled to first-order position derivatives of the perturbation, first entry of $\boldsymbol{p} / \boldsymbol{r}$ Eqs. (54). On the other hand, two-phonon excitations $\chi(\omega)$ and $\Gamma(\omega)$ are triggered by nonzero second-order position derivatives of the perturbation, second and third entries of $\boldsymbol{p} / \boldsymbol{r}$ Eqs. (54).

We emphasize that the Lanczos algorithm includes the effect of the third and fourth-order scattering vertex, Eqs. (62) and (63), in a nonperturbative way [8] (see Appendix F). TDSCHA evolves $a b$ initio all the phonon modes in a given supercell without free parameters. This feature is interesting for applications in nonlinear phononics where is crucial to comprehend relaxation pathways of coherent phonon oscillations [24,57-59].

## 1. Momentum Green's function

In Wigner-TDSCHA, the ionic momentum is controlled directly, which was not possible in the original formula-


FIG. 5. Diagrammatic expression of the processes included in the fully interacting response, Eq. (53), if $\mathcal{A}=\mathcal{B}$. The interacting TDSCHA Green's functions are reported in Eqs. (74), (80), and (81). The green vertex is related to the first entry of $\boldsymbol{p} / \boldsymbol{r}$ while the blue vertex to the second and third entries of $\boldsymbol{p} / \boldsymbol{r}$, see Eqs. (54).
tion. Here we discuss the TDSCHA momentum-momentum Green's function $\mathcal{G}_{\mathrm{p}}(\omega)$. In our theory, this is computed setting

$$
\begin{equation*}
\mathcal{A}=\widetilde{P}_{\mu} \quad \mathcal{B}=\widetilde{P}_{\nu} \tag{83}
\end{equation*}
$$

The SCHA momentum Green's function $\mathcal{G}_{\mathrm{p}}^{(0)}(\omega)$ is proportional to $\mathcal{G}^{(0)}(\omega)$ [Eq. (74)] since the equation for position and momentum are coupled

$$
\begin{equation*}
i \omega \widetilde{\mathcal{P}}(\omega)=\widetilde{\mathcal{R}}(\omega) \longrightarrow \mathcal{G}_{\mathrm{p}}^{(0)}(\omega)_{\mu \nu}=\omega_{\mu}^{2} \mathcal{G}^{(0)}(\omega)_{\mu \nu} \tag{84}
\end{equation*}
$$

The free propagators are the building blocks for the interacting theory. Hence the interacting momentum Green's function $\mathcal{G}_{\mathrm{p}}(\omega)$ satisfies a perturbative expansion that is proportional to the one of $\mathcal{G}(\omega)$ once the TDSCHA diagrams are selected, i.e., those from Eq. (74). So we have that, see Appendix J for details,

$$
\begin{equation*}
\mathcal{G}_{\mathrm{p}}(\omega)=-\mathbf{1}+\omega^{2} \mathcal{G}(\omega) \tag{85}
\end{equation*}
$$

Thus, a Lanczos calculation also provides access to the TDSCHA momentum Green's function.

## D. Multiple excitations in TDSCHA

The Gaussian approximation defines a hierarchy of diagrams that is truncated at the two-phonon level. In this section, we demonstrate that, in TDSCHA, all higher-order phonon propagators are related to the Green's functions of Eqs. (74), (80), and (81).

For example, the three-phonon propagator is obtained setting in Eq. (53) a tensor-like perturbation/response functions

$$
\begin{equation*}
\mathcal{A}=\delta \widetilde{R}_{\alpha}^{(0)} \delta \widetilde{R}_{\beta}^{(0)} \delta \widetilde{R}_{\gamma}^{(0)} \quad \mathcal{B}=\delta \widetilde{R}_{\mu}^{(0)} \delta \widetilde{R}_{\nu}^{(0)} \delta \widetilde{R}_{\eta}^{(0)} \tag{86}
\end{equation*}
$$

In this case, only the first entries of $\boldsymbol{p} / \boldsymbol{r}$, i.e., $\langle\partial \mathcal{A} / \partial \widetilde{\boldsymbol{R}}\rangle_{(0)}$, are nonzero. This means that in the case of Eq. (86) we have a onephonon response, as the one obtained for $\mathcal{G}(\omega)$ [Eq. (67a)]. As computed in Appendix H , the three-phonon response is

$$
\begin{align*}
\chi_{\mu \nu \eta}^{\alpha \beta \gamma}(\omega)= & \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\beta \gamma} \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\nu \eta} \mathcal{G}(\omega)_{\alpha \mu} \\
& + \text { permutations of }(\alpha \beta \gamma) \text { and }(\mu \nu \eta) \tag{87}
\end{align*}
$$

and in Fig. 6 we report its diagrammatic structure. This contains the one-phonon Green's function $\mathcal{G}(\omega)$, Eq. (74), and a disconnected part, $\mathcal{G}^{(0)}\left(t=0^{-}\right)$, which comes from the averages $\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{(0)}$ [Eq. (39)] in $\langle\partial \mathcal{A} / \partial \widetilde{\boldsymbol{R}}\rangle_{(0)}$.

In this case, the SCHA correction, $\boldsymbol{\mathcal { G }}^{(0)}\left(t=0^{-}\right)$, does not enter the phonon propagation but it dresses the interaction


FIG. 6. Diagrammatic expression for the TDSCHA interacting three-phonon Green's function obtained as a response to a cubic perturbation, Eq. (86). In TDSCHA, the tree-phonons propagator is a disconnected diagram.


FIG. 7. Diagrammatic expression for the Saturn diagram with a three-SCHA phonon propagation [solid lines are the propagators of Eq. (59)]. The red vertex is the four-phonon scattering vertex Eq. (63), which leads to three phonon excitations. This class of diagrams is missed by TDSCHA where we can not connect a single SCHA line to the four-phonon scattering vertex.
with the external probe. This means that if we take a scalar perturbation

$$
\begin{equation*}
\mathcal{A}=\mathcal{B}=\frac{1}{3} \sum_{\alpha \beta \gamma=1}^{3 N} K_{\alpha \beta \gamma} \delta \widetilde{R}_{\alpha}^{(0)} \delta \widetilde{R}_{\beta}^{(0)} \delta \widetilde{R}_{\gamma}^{(0)} \tag{88}
\end{equation*}
$$

with $K_{\alpha \beta \gamma}$ a tensor that does not depend on atomic positions, $\boldsymbol{\mathcal { G }}^{(0)}\left(t=0^{-}\right)$is contracted with $\boldsymbol{K}$.

Similarly, all the higher-order propagators, i.e., those obtained with

$$
\begin{equation*}
\mathcal{A} \sim\left(\delta \widetilde{R}^{(0)}\right)^{n-2} \quad \mathcal{B} \sim\left(\delta \widetilde{R}^{(0)}\right)^{m-2} \quad m, n>2 \tag{89}
\end{equation*}
$$

give disconnected diagrams. In all these cases we will get a $\chi_{\mathcal{A}, \mathcal{B}}(\omega)$ that contains only one of the TDSCHA propagators [Eqs. (74), (80), and (81)] along with a disconnected part that depends only on $\boldsymbol{\mathcal { G }}^{(0)}\left(t=0^{-}\right)$, Eq. (39).

So TDSCHA can not capture processes beyond a twophonon mechanism: the propagators of Eqs. (74), (80), and (81) serve as the building blocks of the response. This means that there are general rules in the symbolic inversion of $\mathcal{L}(\omega)$ [see Eq. (55)]. In Fig. 2 the solid line [one-phonon SCHA propagator of Eq. (60)] is always attached to one extremity of the orange triangle [Eq. (62)]. The double solid line [two-phonon SCHA propagator Eq. (60)] is connected to two extremities either of the red square [four-phonon vertex Eq. (63)] or of the orange triangle [three-phonon vertex Eq. (62)].

We do not get three or more SCHA phonon resonances. One example is the "Saturn" diagram (Fig. 7), which is missed by our method. This diagram would correspond to a single SCHA propagator attached to the four-phonon vertex and this is not contained in TDSCHA.

Notably, the TDSCHA diagrams arise from the stationary action principle of quantum mechanics [25], ensuring that there is no double counting and that the theory is consistent. The inclusion of new scattering mechanisms, such as Fig. 7, must be approached with extreme care to avoid compromising the internal coherence and overcounting some anharmonic processes.

## V. NONLINEAR PHONON-PHOTON COUPLING: INFRARED AND RAMAN

In this section, we provide an overview of the infrared (IR) and Raman response in TDSCHA, with a particular emphasis on the two-phonon effect.

IR experiments involve the absorption of infrared light by normal modes, which are associated with a variation in dipole moment and, in crystals, these are optical phonons.

The IR signal is proportional to the imaginary part of the dipole-dipole response function, $\mathfrak{J}\left[\chi\left(\omega+i 0^{+}\right)_{\mathrm{p}_{\alpha}, \mathrm{p}_{\beta}}\right]$, along two Cartesian directions $\alpha$ and $\beta$, hence

$$
\begin{equation*}
\mathcal{A}(\boldsymbol{R})=\mathrm{p}_{\alpha}(\boldsymbol{R}), \quad \mathcal{B}(\boldsymbol{R})=\mathrm{p}_{\beta}(\boldsymbol{R}), \tag{90}
\end{equation*}
$$

where the dipole $\mathrm{p}_{\alpha}$ is per unit volume.
To get the response function we need the response and perturbation vector $\boldsymbol{r}^{\prime}$ and $\boldsymbol{p}^{\prime}$ (see Sec. IV A). The first component of these vectors contains equilibrium averages of the effective charges,

$$
\begin{equation*}
\left\langle\frac{\partial \mathrm{p}_{\alpha}(\boldsymbol{R})}{\partial R_{a}}\right\rangle_{(0)}=\left\langle Z^{*}(\boldsymbol{R})_{a, \alpha}\right\rangle_{(0)} \tag{91}
\end{equation*}
$$

where $a$ is a supercell index and $\boldsymbol{Z}^{*}(\boldsymbol{R})$ is the effective charges tensor. This vertex is the coupling for one-phonon process.

The second and third components of $\boldsymbol{r}^{\prime} / \boldsymbol{p}^{\prime}$ contain the first derivatives of the effective charges, the second-order dipole moment,

$$
\begin{equation*}
\left\langle\frac{\partial^{2} \mathrm{p}_{\alpha}(\boldsymbol{R})}{\partial R_{a} \partial R_{b}}\right\rangle_{(0)}=\left\langle\frac{\partial Z^{*}(\boldsymbol{R})_{a, \alpha}}{\partial R_{b}}\right\rangle_{(0)} \tag{92}
\end{equation*}
$$

A Raman process consists in the scattering of light (usually visible) by zone-center phonons that induce a change in polarizability. The Raman cross section contains the imaginary part of polarizability-polarizability response, $\Im\left[\chi_{\alpha_{\mu v}, \alpha_{n \lambda}}(\omega+\right.$ $\left.i 0^{+}\right)$], obtained with

$$
\begin{equation*}
\mathcal{A}(\boldsymbol{R})=\alpha(\boldsymbol{R})_{\mu \nu} \quad \mathcal{B}(\boldsymbol{R})=\alpha(\boldsymbol{R})_{\eta \lambda} \tag{93}
\end{equation*}
$$

where $\mu, v, \eta, \lambda$ are Cartesian directions. In a nonresonant Stokes Raman process phonons and photons scatter so we take into account the quantization of the electromagnetic field by multiplying $\Im\left[\chi_{\alpha_{\mu v}, \alpha_{\eta \lambda}}\left(\omega+i 0^{+}\right)\right]$by $1+n(\omega)$ where $n(\omega)$ is the Bose-Einstein distribution for the photons. The first component of $\boldsymbol{r}$ and $\boldsymbol{p}$ gives one-phonon processes and contains

$$
\begin{equation*}
\left\langle\frac{\partial \alpha(\boldsymbol{R})_{\mu v}}{\partial R_{a}}\right\rangle_{(0)}=\left\langle\Xi(\boldsymbol{R})_{a, \mu \nu}\right\rangle_{(0)}, \tag{94}
\end{equation*}
$$

where $\boldsymbol{\Xi}(\boldsymbol{R})$ is the Raman tensor. As before, the other components of $\boldsymbol{r}^{\prime}$ and $\boldsymbol{p}^{\prime}$ depends on the second-order Raman polarizability

$$
\begin{equation*}
\left\langle\frac{\partial^{2} \alpha(\boldsymbol{R})_{\mu \nu}}{\partial R_{a} \partial R_{b}}\right\rangle_{(0)}=\left\langle\frac{\partial \Xi(\boldsymbol{R})_{a, \mu \nu}}{\partial R_{b}}\right\rangle_{(0)} \tag{95}
\end{equation*}
$$

Equations (92) and (95) trigger second-order IR/Raman processes $[60,61]$ exiting two phonons in the system, see Fig. 5. In principle, higher-order processes are possible, such as three-phonon etc. However, TDSCHA can not account for them as we showed that the three-phonon propagator is a disconnected diagram (see Sec. IV D).

A two-phonon process, observable in both IR and Raman spectra, involves the scattering of photons and phonons while conserving both energy and momentum. The long-wavelength electromagnetic field can either absorb or generate two phonons. Another possibility is that one phonon is absorbed and the other one is emitted interacting with photons. This involves pairs of phonons with opposite momentum in the Brillouin zone forming a continuum signal overlapped to the sharper peaks of one-phonon process.

This phenomenon is found both in harmonic and anharmonic systems. In systems like Si and Ge , which lack IR-active phonons due to inversion symmetry, two-phonon processes are essential for explaining the IR spectra [62]. Additionally, anharmonic systems such as liquid water [63] exhibit features resulting from effective charge position modulations. Two-phonon effects also play a significant role in many Raman spectra, including those of diamond and SiC [64,65], as well as $\mathrm{BaTiO}_{3}$ [66].

The most common approximation is

$$
\begin{align*}
& Z^{*}(\boldsymbol{R})_{a, \alpha} \simeq Z^{*}\left(\boldsymbol{\mathcal { R }}^{(0)}\right)_{a, \alpha}  \tag{96a}\\
& \Xi(\boldsymbol{R})_{a, \mu \nu} \simeq \Xi\left(\boldsymbol{\mathcal { R }}^{(0)}\right)_{a, \mu \nu} \tag{96b}
\end{align*}
$$

which suppresses all two-phonon processes.
We use integration by parts and a Monte Carlo sampling, as proposed in [25], to compute all the components of $\boldsymbol{r}^{\prime}$ and $\boldsymbol{p}^{\prime}$ in an efficient and nonperturbative way using only effective charges and Raman tensor,

$$
\begin{align*}
\left\langle\frac{\partial^{2} \mathrm{p}(\boldsymbol{R})_{\alpha}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b}}\right\rangle_{(0)} & =-\sum_{c=1}^{3 N} \mathcal{G}^{(0)}\left(t=0^{-}\right)_{a c}\left\langle\delta \widetilde{R}_{c}^{(0)} \frac{Z_{b, \alpha}(\boldsymbol{R})}{\sqrt{m_{b}}}\right\rangle_{(0)}, \\
\left\langle\frac{\partial^{2} \alpha(\boldsymbol{R})_{\mu \nu}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b}}\right\rangle_{(0)} & =-\sum_{c=1}^{3 N} \mathcal{G}^{(0)}\left(t=0^{-}\right)_{a c}\left\langle\delta \widetilde{R}_{c}^{(0)} \frac{\Xi_{b, \mu \nu}(\boldsymbol{R})}{\sqrt{m_{b}}}\right\rangle_{(0)} . \tag{97a}
\end{align*}
$$

We remark that TDSCHA is the only method that computes second-order Raman tensors or effective charges with full position dependence without the need for higher-order DFT response. In Appendix K we report in detail how to prepare a IR/Raman calculation.

## VI. INFRARED SPECTRA OF HIGH-PRESSURE HYDROGEN

In this section, we show the relevance of two-phonon effects in a strongly anharmonic system such as high-pressure hydrogen phase III (C2c/24). We apply our new TDSCHA implementation on the infrared spectra of high-pressure hydrogen at $P=250 \mathrm{GPa}$ and $T=0 \mathrm{~K}$ including the effect of second-order effective charges, Eq. (92). We employ 40000 energy/forces and 2000 effective charges calculations, on a $2 \times 2 \times 1$ supercell, to converge the anharmonic vertices, Eqs. (62) and (63), and the IR overtone. Energies, forces, and effective charges were computed using the BLYP functional [67] on a $4 \times 4 \times 4 \mathrm{k}$-grid (energy cutoff of 60 Ry and 240 Ry on the charge density) as implemented in QUANTUM ESPRESSO $[68,69]$, with a plane wave basis set and a normconserving pseudopotential from the PSEUDO DOJO library [70].

In Fig. 8 we plot the IR signal using different approximations defined as

$$
\begin{equation*}
\frac{1}{3} \sum_{\alpha}^{x, y, z} \Im\left[\chi(\omega+i \delta)_{\mathrm{p}_{\alpha}, \mathrm{p}_{\alpha}}\right] \tag{98}
\end{equation*}
$$

where $\delta$ is the smearing. In Fig. 9 we plot the IR signal as a function of the Lanczos steps.


FIG. 8. Infrared signal for high pressure hydrogen at $P=$ 250 GPa and $T=0 \mathrm{~K}$. Panel (a) reports the IR spectra obtained with the SCHA phonons of Eq. (27) without two-phonon effects. These are included at the SCHA level in panel (b). Panel (c) reports the
 Ref. [38] at 248 GPa and 20 K . The smearing $\delta$ is $30 \mathrm{~cm}^{-1}$.

The convergence is achieved in $N_{\text {step }}=500$ (Fig. 9) steps, which are half of those employed in Ref. [25] ( $N_{\text {step }}=1000$ ). This is due to a more stable Lanczos algorithm thanks to the symmetry of $\mathcal{L}(\omega)$ in the Wigner formalism.

Figures 8(a) and 8(b) show the effect of adding the secondorder IR effects using the noninteracting SCHA phonons. The position modulation of effective charges generates a signal between $2000-4000 \mathrm{~cm}^{-1}$ and around $5000 \mathrm{~cm}^{-1}$. In Fig. 8(c) we add all the anharmonic interactions contained in TDSCHA. Notably, the two-phonon processes at high frequency are stable after adding the anharmonic scattering of two phonons. This feature is in agreement with the overtone observed in the experiments by Goncharov et al. [38], confirming that it is a high-order IR process.

## VII. CONCLUSIONS

The Wigner picture simplifies the TDSCHA equations improving the physical intuition of the method. This allows us to discuss the equivalence of quantum and classical dynamics and rewrite the equations of motion in terms of position and momentum correlators.

We have established a direct relationship between the response function and the diagrammatic expression of the interacting Green's function, which has allowed us to build a bridge to many-body perturbation theory. In the context


FIG. 9. Convergence of the IR signal with $\begin{gathered}(4), \boldsymbol{D}, \boldsymbol{D} \neq \boldsymbol{0} \\ \text { as }\end{gathered}$ a function of the Lanczos steps. The smearing $\delta$ is $15 \mathrm{~cm}^{-1}$.
of linear response theory, we clarified which diagrams and scattering processes are included in the method.

The TDSCHA infrared spectra of high-pressure hydrogen phase III showed that only two-phonon effects explain the overtone experimentally observed in Ref. [38].
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## APPENDIX A: EQUATIONS OF MOTION

In this Appendix, we prove the Wigner-TDSCHA equations of motion Eqs. (23). For compactness, we define the
mass-rescaled free parameters

$$
\begin{align*}
\widetilde{\alpha}(t)_{a b} & =\frac{\alpha(t)_{a b}}{\sqrt{m_{a} m_{b}}} \quad \widetilde{\beta}(t)_{a b}=\sqrt{m_{a} m_{b}} \beta(t)_{a b} \quad \widetilde{\gamma}(t)_{a b}=\sqrt{\frac{m_{b}}{m_{a}}} \gamma(t)_{a b} \\
\widetilde{R}_{a} & =\sqrt{m_{a}} R_{a} \quad \widetilde{\mathcal{R}}(t)_{a}=\sqrt{m_{a}} \mathcal{R}(t)_{a} \\
\widetilde{P}_{a} & =\frac{P_{a}}{\sqrt{m_{a}}} \quad \widetilde{\mathcal{P}}(t)_{a}=\frac{\mathcal{P}(t)_{a}}{\sqrt{m_{a}}} \tag{A1}
\end{align*}
$$

The equation of motion for the free parameters $\widetilde{\boldsymbol{\alpha}}(t), \widetilde{\boldsymbol{\beta}}(t), \widetilde{\boldsymbol{\gamma}}(t), \widetilde{\mathcal{R}}(t), \widetilde{\boldsymbol{\mathcal { P }}}(t)$ are found with Eq. (20),

$$
\begin{align*}
\frac{\partial \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)}{\partial t} & =\frac{\partial \mathcal{H}(\widetilde{\rho})}{\partial \widetilde{\boldsymbol{R}}} \cdot \frac{\partial \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)}{\partial \widetilde{\boldsymbol{P}}}-\frac{\partial \mathcal{H}(\widetilde{\rho})}{\partial \widetilde{\boldsymbol{P}}} \cdot \frac{\partial \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)}{\partial \widetilde{\boldsymbol{R}}} \\
& =\left(\left\langle\frac{\partial V^{(t \mathrm{tot}}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)}+\delta \widetilde{\boldsymbol{R}}(t) \cdot\left\langle\frac{\partial^{2} V^{(\mathrm{tot})}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)}\right) \cdot \frac{\partial \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)}{\partial \widetilde{\boldsymbol{P}}}-(\delta \widetilde{\boldsymbol{P}}(t)+\widetilde{\mathcal{P}}(t)) \cdot \frac{\partial \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)}{\partial \widetilde{\boldsymbol{R}}} \tag{A2}
\end{align*}
$$

with $\delta \widetilde{\boldsymbol{R}}(t)=\widetilde{\boldsymbol{R}}-\widetilde{\mathcal{R}}(t)$ and $\delta \widetilde{\boldsymbol{P}}(t)=\widetilde{\boldsymbol{P}}-\widetilde{\mathcal{P}}(t)$. The gradient of $\log (\widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t)$ ), defined in Eq. (15), is

$$
\begin{align*}
& \frac{\partial \log (\widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t))}{\partial \widetilde{\boldsymbol{P}}}=-\widetilde{\boldsymbol{\beta}}(t) \cdot \delta \widetilde{\boldsymbol{P}}(t)+\widetilde{\boldsymbol{\gamma}}^{T}(t) \cdot \delta \widetilde{\boldsymbol{R}}(t),  \tag{A3a}\\
& \frac{\partial \log (\widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t))}{\partial \widetilde{\boldsymbol{R}}}=-\widetilde{\boldsymbol{\alpha}}(t) \cdot \delta \widetilde{\boldsymbol{R}}(t)+\widetilde{\boldsymbol{\gamma}}(t) \cdot \delta \widetilde{\boldsymbol{P}}(t) . \tag{A3b}
\end{align*}
$$

The time derivative of $\log (\widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t))$ gives

$$
\begin{align*}
\frac{\partial \log (\widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t))}{\partial t}= & \frac{\dot{\mathcal{N}}(t)}{\mathcal{N}(t)}-\frac{1}{2} \delta \widetilde{\boldsymbol{R}}(t) \cdot \dot{\tilde{\boldsymbol{\alpha}}}(t) \cdot \delta \widetilde{\boldsymbol{R}}(t)-\frac{1}{2} \delta \widetilde{\boldsymbol{P}}(t) \cdot \dot{\tilde{\boldsymbol{\beta}}}(t) \cdot \delta \boldsymbol{P}(t)+\delta \widetilde{\boldsymbol{R}}(t) \cdot \dot{\boldsymbol{\gamma}}(t) \cdot \delta \widetilde{\boldsymbol{P}}(t) \\
& +\dot{\tilde{\mathcal{R}}}(t) \cdot \boldsymbol{\alpha}(t) \cdot \delta \widetilde{\boldsymbol{R}}(t)+\dot{\tilde{\mathcal{P}}}(t) \cdot \widetilde{\boldsymbol{\beta}}(t) \cdot \delta \widetilde{\boldsymbol{P}}(t)-\dot{\tilde{\mathcal{R}}}(t) \cdot \widetilde{\boldsymbol{\gamma}}(t) \cdot \delta \widetilde{\boldsymbol{P}}(t)-\dot{\mathcal{P}}(t) \cdot \widetilde{\boldsymbol{\gamma}}^{T}(t) \cdot \delta \widetilde{\boldsymbol{R}}(t), \tag{A4}
\end{align*}
$$

where $\dot{\dot{\sim}}$ denotes the time derivative. With Eqs. (A3) and (A4) the Wigner-Liouville equation (A2) becomes a polynomial in $\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{P}}(t)$ then, setting to zero the coefficients, we get the equations of motion for the free parameters

$$
\begin{align*}
\frac{d}{d t} \widetilde{\mathcal{R}}(t) & =\widetilde{\mathcal{P}}(t),  \tag{A5a}\\
\frac{d}{d t} \widetilde{\mathcal{P}}(t) & =-\left\langle\frac{\partial V^{(t \mathrm{tot)}}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)},  \tag{A5b}\\
\frac{d}{d t} \widetilde{\boldsymbol{\alpha}}(t) & =-\left\langle\frac{\partial^{2} V^{(\mathrm{tot)}}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)} \widetilde{\boldsymbol{\gamma}}^{\dagger}(t)-\widetilde{\boldsymbol{\gamma}}(t) \cdot\left\langle\frac{\partial^{2} V^{(\mathrm{tot)}}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)},  \tag{A5c}\\
\frac{d}{d t} \widetilde{\boldsymbol{\beta}}(t) & =\widetilde{\boldsymbol{\gamma}}^{\dagger}(t)+\widetilde{\boldsymbol{\gamma}}(t),  \tag{A5d}\\
\frac{d}{d t} \widetilde{\boldsymbol{\gamma}}(t) & =\widetilde{\boldsymbol{\alpha}}(t)-\left\langle\frac{\partial^{2} V^{(\mathrm{tot)}}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)} \cdot \widetilde{\boldsymbol{\beta}}(t), \tag{A5e}
\end{align*}
$$

where $\circ^{\dagger}$ denotes the Hermitian conjugate of a matrix. The equations of motion for the tensors keep the distribution normalized.
The equal-time position and momentum correlators can be written in terms of $\widetilde{\boldsymbol{\alpha}}(t), \widetilde{\boldsymbol{\beta}}(t), \widetilde{\boldsymbol{\gamma}}(t)$,

$$
\begin{align*}
\left\langle\delta \widetilde{X}(t)_{a} \delta \widetilde{Y}(t)_{b}\right)_{\tilde{\rho}(t)} & =\int d \boldsymbol{R} \int d \boldsymbol{P} \widetilde{\rho}(\boldsymbol{R}, \boldsymbol{P}, t) \delta \widetilde{X}(t)_{a} \delta \widetilde{Y}(t)_{b}, \\
\delta \widetilde{\boldsymbol{X}}(t), \delta \widetilde{\boldsymbol{Y}}(t) & =\delta \widetilde{\boldsymbol{R}}(t), \delta \widetilde{\boldsymbol{P}}(t), \tag{A6}
\end{align*}
$$

and using Gaussian integration we get the following expressions:

$$
\begin{align*}
& \langle\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{R}}(t)\rangle_{\widetilde{\rho}(t)}=\left(\widetilde{\boldsymbol{\alpha}}(t)-\widetilde{\boldsymbol{\gamma}}(t) \cdot \widetilde{\boldsymbol{\beta}}^{-1}(t) \cdot \widetilde{\boldsymbol{\gamma}}^{T}(t)\right)^{-1},  \tag{A7a}\\
& \langle\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{P}}(t)\rangle_{\tilde{\rho}(t)}=\widetilde{\boldsymbol{\alpha}}^{-1}(t) \cdot \widetilde{\boldsymbol{\gamma}}(t) \cdot\left(\widetilde{\boldsymbol{\beta}}(t)-\widetilde{\boldsymbol{\gamma}}^{T}(t) \cdot \widetilde{\boldsymbol{\alpha}}^{-1}(t) \cdot \widetilde{\boldsymbol{\gamma}}(t)\right)^{-1},  \tag{A7b}\\
& \left\langle\delta \widetilde{\boldsymbol{P}}(t) \delta \widetilde{\boldsymbol{P}}(t) \widetilde{\tilde{\rho}}^{(t)}=\left(\widetilde{\boldsymbol{\beta}}(t)-\widetilde{\boldsymbol{\gamma}}^{T}(t) \cdot \widetilde{\boldsymbol{\alpha}}^{-1}(t) \cdot \widetilde{\boldsymbol{\gamma}}(t)\right)^{-1} .\right. \tag{A7c}
\end{align*}
$$

Then deriving with respect to time Eqs. (A7) and using the equations of motion Eqs. (A5) we prove Eqs. (23).

## APPENDIX B: EQUIVALENCE WITH TIME-DEPENDENT SELF-CONSISTENT HARMONIC APPROXIMATION

In this Appendix, we show that our method is a Wigner reformulation of TDSCHA presented in [25]. We compute
the matrix elements of the von Neumann density operator corresponding to the Wigner distribution, Eq. (15). To do this we need the inverse of the Wigner transformation, which is defined as (see Ref. [39])

$$
\begin{equation*}
\hat{\rho}=\int \frac{d \boldsymbol{R} d \boldsymbol{R}^{\prime} d \boldsymbol{P} d \boldsymbol{P}^{\prime}}{(2 \pi \hbar)^{3 N}} \rho\left(\boldsymbol{R}^{\prime}, \boldsymbol{P}^{\prime}\right) \exp \left\{-\frac{i}{\hbar}\left[\boldsymbol{P} \cdot\left(\hat{\boldsymbol{R}}-\boldsymbol{R}^{\prime}\right)+\boldsymbol{R} \cdot\left(\hat{\boldsymbol{P}}-\boldsymbol{P}^{\prime}\right)\right]\right\} \tag{B1}
\end{equation*}
$$

where $\rho\left(\boldsymbol{R}^{\prime}, \boldsymbol{P}^{\prime}\right)$ is the Wigner quasi-distribution. The ô indicates quantum operators.
Inserting the Wigner distribution of Eq. (15) in Eq. (B1) we get a Gaussian integral for the density operator matrix elements

$$
\begin{align*}
\langle\boldsymbol{R}| \hat{\tilde{\rho}}(t)\left|\boldsymbol{R}^{\prime}\right\rangle= & \int d \boldsymbol{P} \exp \left(\frac{i}{\hbar}\left(\boldsymbol{R}-\boldsymbol{R}^{\prime}\right) \cdot \boldsymbol{P}\right) \tilde{\rho}\left(\frac{\boldsymbol{R}+\boldsymbol{R}^{\prime}}{2}, \boldsymbol{P}, t\right) \\
= & \mathcal{N}(t) \exp \left[-\frac{1}{8}\left(\delta \boldsymbol{R}(t)+\delta \boldsymbol{R}^{\prime}(t)\right) \cdot \boldsymbol{\alpha}(t) \cdot\left(\delta \boldsymbol{R}(t)+\delta \boldsymbol{R}^{\prime}(t)\right)+\frac{i}{\hbar}\left(\boldsymbol{R}-\boldsymbol{R}^{\prime}\right) \cdot \boldsymbol{P}(t)\right] \\
& \times \int d \boldsymbol{P} \exp \left\{-\frac{1}{2} \delta \boldsymbol{P}(t) \cdot \boldsymbol{\beta}(t) \cdot \delta \boldsymbol{P}(t)+\frac{1}{2}\left[\frac{2 i}{\hbar}\left(\boldsymbol{R}-\boldsymbol{R}^{\prime}\right)+\left(\delta \boldsymbol{R}(t)+\delta \boldsymbol{R}^{\prime}(t)\right) \cdot \boldsymbol{\gamma}(t)\right] \cdot \delta \boldsymbol{P}(t)\right\} \\
= & \sqrt{\operatorname{det}\left(\frac{\boldsymbol{\Upsilon}(t)}{2 \pi}\right)} \exp \left\{i \boldsymbol{Q}(t) \cdot\left(\boldsymbol{R}-\boldsymbol{R}^{\prime}\right)-(\boldsymbol{R}-\boldsymbol{\mathcal { R }}(t)) \cdot\left(\frac{1}{4} \boldsymbol{\theta}(t)+i \boldsymbol{C}(t)\right) \cdot(\boldsymbol{R}-\boldsymbol{\mathcal { R }}(t))\right. \\
& \left.-\left(\boldsymbol{R}^{\prime}-\boldsymbol{\mathcal { R }}(t)\right) \cdot\left(\frac{1}{4} \boldsymbol{\theta}(t)-i \boldsymbol{C}(t)\right) \cdot\left(\boldsymbol{R}^{\prime}-\boldsymbol{\mathcal { R }}(t)\right)+(\boldsymbol{R}-\boldsymbol{\mathcal { R }}(t)) \cdot(\Re \boldsymbol{A}(t)+i \Im \boldsymbol{A}(t)) \cdot\left(\boldsymbol{R}^{\prime}-\boldsymbol{\mathcal { R }}(t)\right)\right\} . \tag{B2}
\end{align*}
$$

The last line of Eq. (B2) is the trial density operator used in [25]. The free parameters used in [25] $\boldsymbol{Q}(t), \boldsymbol{\theta}(t), \boldsymbol{C}(t), \mathfrak{\Re A}(t), \mathfrak{\Im} \boldsymbol{A}(t)$ are related to the ones used in the Wigner formalism

$$
\begin{align*}
\boldsymbol{Q}(t) & =\frac{1}{\hbar} \boldsymbol{\mathcal { P }}(t),  \tag{B3a}\\
\boldsymbol{\theta}(t) & =\frac{1}{2}\left(\boldsymbol{\alpha}(t)-\boldsymbol{\gamma}(t) \cdot \boldsymbol{\beta}^{-1}(t) \cdot \boldsymbol{\gamma}^{T}(t)\right)+\frac{2}{\hbar^{2}} \boldsymbol{\beta}^{-1}(t),  \tag{B3b}\\
\boldsymbol{C}(t) & =-\frac{1}{4 \hbar^{2}}\left(\boldsymbol{\beta}^{-1}(t) \cdot \boldsymbol{\gamma}^{T}(t)+\gamma(t) \cdot \boldsymbol{\beta}^{-1}(t)\right),  \tag{B3c}\\
\Re \boldsymbol{A}(t) & =-\frac{1}{4}\left(\boldsymbol{\alpha}(t)-\boldsymbol{\gamma}(t) \cdot \boldsymbol{\beta}^{-1}(t) \cdot \boldsymbol{\gamma}^{T}(t)\right)+\frac{1}{\hbar^{2}} \boldsymbol{\beta}^{-1}(t),  \tag{B3d}\\
\Im \boldsymbol{A}(t) & =\frac{1}{2 \hbar}\left(\boldsymbol{\gamma}(t) \cdot \boldsymbol{\beta}^{-1}(t)-\boldsymbol{\beta}^{-1}(t) \cdot \boldsymbol{\gamma}^{T}(t)\right)  \tag{B3e}\\
\boldsymbol{\Upsilon}(t) & =\boldsymbol{\theta}(t)-2 \Re \boldsymbol{A}(t)=\boldsymbol{\alpha}(t)-\boldsymbol{\gamma}(t) \cdot \boldsymbol{\beta}^{-1}(t) \cdot \boldsymbol{\gamma}^{T}(t), \tag{B3f}
\end{align*}
$$

where $\circ^{-1}$ denotes the inverse of a matrix. The tensor $\boldsymbol{\Upsilon}(t)$ is a linear combination of $\boldsymbol{\theta}(t)$ and $\mathfrak{R} \boldsymbol{A}(t)$. The same notation for the average position $\mathcal{R}(t)$ is adopted. Using the relations between free parameters, Eqs. (B3), it is easy to prove that the equations of motion Eqs. (A5) are equivalent to the TDSCHA ones reported in [25].

Here, we also prove that Eq. (25) is the Wigner transform of the SCHA equilibrium density matrix $\hat{\rho}^{(0)}[25,42]$,

$$
\begin{align*}
\langle\boldsymbol{R}| \hat{\tilde{\rho}}^{(0)}\left|\boldsymbol{R}^{\prime}\right\rangle= & \sqrt{\operatorname{det}\left(\frac{\boldsymbol{\Upsilon}^{(0)}}{2 \pi}\right)} \exp \left[-\frac{1}{4} \sum_{a b=1}^{3 N} \theta_{a b}^{(0)}\left(R_{a}-\mathcal{R}_{a}^{(0)}\right)\left(R_{b}-\mathcal{R}_{b}^{(0)}\right)-\frac{1}{4} \sum_{a b=1}^{3 N} \theta_{a b}^{(0)}\left(R_{a}^{\prime}-\mathcal{R}_{a}^{(0)}\right)\left(R_{b}^{\prime}-\mathcal{R}_{b}^{(0)}\right)\right. \\
& \left.+\sum_{a b=1}^{3 N} A_{a b}^{(0)}\left(R_{a}-\mathcal{R}_{a}^{(0)}\right)\left(R_{b}^{\prime}-\mathcal{R}_{b}^{(0)}\right)\right] \tag{B4}
\end{align*}
$$

with $\boldsymbol{\Upsilon}^{(0)}=\boldsymbol{\theta}^{(0)}-2 \boldsymbol{A}^{(0)}$, where $\boldsymbol{\Upsilon}^{(0)}$ and $\boldsymbol{A}^{(0)}$ are defined as

$$
\begin{equation*}
\Upsilon_{a b}^{(0)}=\sqrt{m_{a} m_{b}} \sum_{\mu=1}^{3 N} \frac{2 \omega_{\mu}}{\hbar\left(1+2 n_{\mu}\right)} e_{\mu}^{a} e_{\mu}^{b}, \quad A_{a b}^{(0)}=\sqrt{m_{a} m_{b}} \sum_{\mu=1}^{3 N} \frac{2 \omega_{\mu} n_{\mu}\left(1+n_{\mu}\right)}{\hbar\left(1+2 n_{\mu}\right)} e_{\mu}^{a} e_{\mu}^{b} \tag{B5}
\end{equation*}
$$

where $\omega_{\mu}^{2}$ and $\left\{\boldsymbol{e}_{\mu}\right\}$ are the auxiliary SCHA modes Eq. (27). The Wigner quasidistribution, according to Eq. (8), is obtained in the following way:

$$
\begin{align*}
\tilde{\rho}^{(0)}(\boldsymbol{R}, \boldsymbol{P})= & \sqrt{\operatorname{det}\left(\frac{\boldsymbol{\Upsilon}^{(0)}}{2 \pi}\right)} \exp \left[-\frac{1}{2} \sum_{a b=1}^{3 N}\left(R_{a}-\mathcal{R}_{a}\right) \Upsilon_{a b}^{(0)}\left(R_{b}-\mathcal{R}_{b}\right)\right] \\
& \times \int \frac{d^{3 N} \boldsymbol{R}^{\prime}}{\left(4 \pi \hbar^{2}\right)^{3 N / 2}} \exp \left[i \sum_{a=1}^{3 N} \frac{P_{a} R_{a}^{\prime}}{\hbar}-\frac{1}{8} \sum_{a b=1}^{3 N}\left(\theta_{a b}^{(0)}+2 A_{a b}^{(0)}\right) R_{a}^{\prime} R_{b}^{\prime}\right] \\
= & \sqrt{\operatorname{det}\left(\frac{\boldsymbol{\Upsilon}^{(0)}}{2 \pi}\right)} \sqrt{\operatorname{det}\left[\frac{1}{2 \pi \hbar^{2}}\left(\boldsymbol{A}^{(0)}+\frac{1}{4} \boldsymbol{\Upsilon}^{(0)}\right)^{-1}\right]} \\
& \times \exp \left[-\frac{1}{2} \sum_{a b=1}^{3 N}\left(R_{a}-\mathcal{R}_{a}^{(0)}\right) \Upsilon_{a b}^{(0)}\left(R_{b}-\mathcal{R}_{b}^{(0)}\right)-\frac{1}{2} \sum_{a b=1}^{3 N} P_{a}\left(\hbar^{2} \boldsymbol{A}^{(0)}+\frac{\hbar^{2}}{4} \boldsymbol{\Upsilon}^{(0)}\right)_{a b}^{-1} P_{b}\right] . \tag{B6}
\end{align*}
$$

The final result is a positive-definite Gaussian Wigner distribution, which coincides with Eq. (25),

$$
\begin{equation*}
\tilde{\rho}^{(0)}(\boldsymbol{R}, \boldsymbol{P})=\sqrt{\operatorname{det}\left(\frac{\boldsymbol{\alpha}^{(0)}}{2 \pi}\right) \operatorname{det}\left(\frac{\boldsymbol{\beta}^{(0)}}{2 \pi}\right)} \exp \left[-\frac{1}{2} \sum_{a b=1}^{3 N}\left(R_{a}-\mathcal{R}_{a}^{(0)}\right) \alpha_{a b}^{(0)}\left(R_{b}-\mathcal{R}_{b}^{(0)}\right)-\frac{1}{2} \sum_{a b=1}^{3 N} P_{a} \beta_{a b}^{(0)} P_{b}\right] \tag{B7}
\end{equation*}
$$

once we recognize that

$$
\begin{equation*}
\langle\delta \boldsymbol{R} \delta \boldsymbol{R}\rangle_{(0)}=\boldsymbol{\alpha}^{(0)^{-1}}=\boldsymbol{\Upsilon}^{(0)^{-1}} \tag{B8}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\boldsymbol{P} \boldsymbol{P}\rangle_{(0)}=\boldsymbol{\beta}^{(0)^{-1}}=\hbar^{2}\left(\boldsymbol{A}^{(0)}+\frac{1}{4} \mathbf{\Upsilon}^{(0)}\right) \tag{B9}
\end{equation*}
$$

where the equilibrium correlators are defined in Eqs. (26).

## APPENDIX C: ENERGY CONSERVATION

In this Appendix, we show that the TDSCHA equations of motion Eqs. (23) satisfy the energy conservation principle.

The Wigner quantum time-dependent Hamiltonian has the same form as the classical one

$$
\begin{equation*}
H(t)=\sum_{a=1}^{3 N} \frac{P_{a}^{2}}{2 m_{a}}+V^{(\mathrm{BO})}(\boldsymbol{R})+V^{(\mathrm{ext})}(\boldsymbol{R}, t) \tag{C1}
\end{equation*}
$$

We compute the total time derivative of $\langle H(t)\rangle_{\widetilde{\rho}(t)}$ where $\widetilde{\rho}(t)$ is defined in Eq. (15),

$$
\begin{equation*}
\frac{d\langle H(t)\rangle_{\widetilde{\rho}(t)}}{d t}=\frac{d}{d t}\left\{\sum_{a=1}^{3 N} \frac{1}{2}\left[\left\langle\delta \widetilde{P}(t)_{a} \delta \widetilde{P}(t)_{a}\right\rangle_{\widetilde{\rho}(t)}+\widetilde{\mathcal{P}}(t)_{a}^{2}\right]+\left\langle V^{(\mathrm{tot})}\right\rangle_{\widetilde{\rho}(t)}\right\} \tag{C2}
\end{equation*}
$$

The time derivative of the kinetic energy gives

$$
\begin{align*}
\frac{d}{d t} \sum_{a=1}^{3 N} \frac{1}{2}\left[\left\langle\left.\delta \widetilde{P}(t)_{a} \delta \widetilde{P}(t)_{a}\right|_{\widetilde{\rho}(t)}+\widetilde{\mathcal{P}}(t)_{a}^{2}\right]\right. & =\frac{1}{2} \sum_{a=1}^{3 N} \frac{d\left\langle\left.\delta \widetilde{P}(t)_{a} \delta \widetilde{P}(t)_{a}\right|_{\widetilde{\rho}}(t)\right.}{d t}+\sum_{a=1}^{3 N} \widetilde{\mathcal{P}}(t)_{a} \frac{d \widetilde{\mathcal{P}}(t)_{a}}{d t} \\
& =\frac{1}{2} \operatorname{Tr}\left[\frac{d\left\langle\left.\delta \widetilde{\boldsymbol{P}}(t) \delta \widetilde{\boldsymbol{P}}(t)\right|_{\widetilde{\rho}(t)}\right.}{d t}\right]-\widetilde{\mathcal{P}}(t) \cdot\left\langle\frac{\partial V^{(\mathrm{tot})}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)} \tag{C3}
\end{align*}
$$

The derivative of the total potential average is more involved since the position probability distribution depends on time through $\boldsymbol{\mathcal { R }}(t)$ and $\langle\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{R}}(t)\rangle_{\widetilde{\rho}(t)}$. The derivative is worked out using the formulas proved in Ref. [46],

$$
\begin{align*}
\frac{d\left\langle V^{(\mathrm{tot})}\right\rangle_{\tilde{\rho}(t)}}{d t} & =\left\langle\frac{\partial V^{(\mathrm{ext})}}{\partial t}\right\rangle+\sum_{a=1}^{3 N} \frac{d \widetilde{\mathcal{R}}(t)_{a}}{d t}\left\langle\frac{\partial V^{(\mathrm{tot})}}{\partial \widetilde{\mathcal{R}}(t)_{a}}\right\rangle_{\widetilde{\rho}(t)}+\frac{1}{2} \sum_{a b=1}^{3 N} \frac{d\left\langle\delta \widetilde{R}(t)_{a} \delta \widetilde{R}(t)_{b}\right\rangle_{\tilde{\rho}(t)}}{d t}\left\langle\frac{\partial^{2} V^{(\mathrm{tot})}}{\partial \widetilde{R}_{b} \partial \widetilde{R}_{a}}\right\rangle_{\widetilde{\rho}(t)} \\
& =\left\langle\frac{\partial V^{(\mathrm{ext})}}{\partial t}\right\rangle_{\widetilde{\rho}(t)}+\widetilde{\mathcal{P}}(t) \cdot\left\langle\frac{\partial V^{(\mathrm{tot})}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)}+\frac{1}{2} \operatorname{Tr}\left[\frac{d\langle\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{R}}(t)\rangle_{\tilde{\rho}(t)}}{d t} \cdot\left\langle\frac{\partial^{2} V^{(\mathrm{tot})}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)}\right] \tag{C4}
\end{align*}
$$

Then using Eqs. (23c) and (23d) and the permutation properties of the trace it is shown that

$$
\begin{align*}
& \frac{1}{2} \operatorname{Tr}\left[\frac{d}{d t}\langle\delta \widetilde{\boldsymbol{P}}(t) \delta \widetilde{\boldsymbol{P}}(t)\rangle\right] \\
& \quad=-\frac{1}{2} \operatorname{Tr}\left[\frac{d\langle\delta \widetilde{\boldsymbol{R}}(t) \delta \widetilde{\boldsymbol{R}}(t)\rangle_{\widetilde{\rho}(t)}}{d t} \cdot\left\langle\frac{\partial^{2} V^{(\mathrm{tot})}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{\widetilde{\rho}(t)}\right] \tag{C5}
\end{align*}
$$

So in the end, we found

$$
\begin{equation*}
\frac{d\langle H(t)\rangle_{\widetilde{\rho}(t)}}{d t}=\left\langle\frac{\partial V^{(\mathrm{ext})}}{\partial t}\right\rangle_{\widetilde{\rho}(t)} \tag{C6}
\end{equation*}
$$

This derivation is more compact than the one presented in Ref. [25].

## APPENDIX D: EXPANSION OF THE PROBABILITY DISTRIBUTION

In this Appendix, we show how to expand at first order the TDSHCA position probability distribution and how the anharmonic vertices, Eqs. (62) and (63), emerge. All the free parameters are perturbed with respect to their static value [denoted by (0)],

$$
\begin{align*}
\mathcal{R}(t) & =\mathcal{R}^{(0)}+\mathcal{R}^{(1)}(t)  \tag{D1a}\\
\mathcal{P}(t) & =\mathcal{P}^{(1)}(t)  \tag{D1b}\\
\boldsymbol{\alpha}(t) & =\boldsymbol{\alpha}^{(0)}+\boldsymbol{\alpha}^{(1)}(t)  \tag{D1c}\\
\boldsymbol{\beta}(t) & =\boldsymbol{\beta}^{(0)}+\boldsymbol{\beta}^{(1)}(t)  \tag{D1d}\\
\boldsymbol{\gamma}(t) & =\boldsymbol{\gamma}^{(1)}(t) \tag{D1e}
\end{align*}
$$

The first thing to do is to expand at first order the position probability distribution in the perturbative free parameters, i.e., those denoted by the superscript (1). Before performing the expansion, we report the full position probability distribution obtained from Eq. (15),

$$
\begin{equation*}
\widetilde{\rho}(\boldsymbol{R}, t)=\sqrt{\operatorname{det}\left(\frac{\boldsymbol{\alpha}(t)-\boldsymbol{\gamma}(t) \cdot{ }_{\boldsymbol{\beta}}(t) \cdot \boldsymbol{\gamma}(t)^{T}}{2 \pi}\right)} \exp \left[-\frac{1}{2}(\boldsymbol{R}-\boldsymbol{\mathcal { R }}(t)) \cdot\left(\boldsymbol{\alpha}(t)-\boldsymbol{\gamma}(t) \cdot{ }^{-1} \boldsymbol{\beta}(t) \cdot \boldsymbol{\gamma}(t)^{T}\right) \cdot(\boldsymbol{R}-\boldsymbol{\mathcal { R }}(t))\right] \tag{D2}
\end{equation*}
$$

The leading order is controlled by $\boldsymbol{\alpha}^{(0)}+\boldsymbol{\alpha}^{(1)}(t)$. We define the displacements with respect the equilibrium position as $\delta \widetilde{\boldsymbol{R}}^{(0)}=\widetilde{\boldsymbol{R}}-\widetilde{\mathcal{R}}^{(0)}$. The expansion gives

$$
\begin{equation*}
\widetilde{\rho}(\boldsymbol{R}, t)=\widetilde{\rho}^{(0)}(\boldsymbol{R})+\widetilde{\rho}^{(1)}(\boldsymbol{R}, t) \tag{D3}
\end{equation*}
$$

where $\widetilde{\rho}^{(0)}(\boldsymbol{R})$ is the equilibrium probability distribution [see Eq. (25)],

$$
\begin{equation*}
\widetilde{\rho}^{(0)}(\boldsymbol{R})=\sqrt{\operatorname{det}\left(\frac{\boldsymbol{\alpha}^{(0)}}{2 \pi}\right)} \exp \left(-\frac{1}{2} \delta \widetilde{\boldsymbol{R}}^{(0)} \cdot \widetilde{\boldsymbol{\alpha}}^{(0)} \cdot \delta \widetilde{\boldsymbol{R}}^{(0)}\right) \tag{D4}
\end{equation*}
$$

The explicit expression for $\widetilde{\rho}^{(1)}(\boldsymbol{R}, t)$ in Eq. (D3), following [25], is

$$
\begin{align*}
\widetilde{\rho}^{(1)}(\boldsymbol{R}, t)= & \widetilde{\rho}^{(0)}(\boldsymbol{R})\left\{\frac{1}{2} \operatorname{Tr}\left[\boldsymbol{\alpha}^{(0)^{-1}} \cdot \boldsymbol{\alpha}^{(1)}(t)\right]\right. \\
& \left.-\frac{1}{2} \delta \boldsymbol{R}^{(0)} \cdot \boldsymbol{\alpha}^{(1)}(t) \cdot \delta \boldsymbol{R}^{(0)}+\delta \boldsymbol{R}^{(0)} \cdot \boldsymbol{\alpha}^{(0)} \cdot \boldsymbol{R}^{(1)}(t)\right\} . \tag{D5}
\end{align*}
$$

Next, we derive an expression for the perturbed averages of a position-dependent observable $O(\boldsymbol{R})$. Using the expression for $\widetilde{\rho}^{(1)}(\boldsymbol{R}, t)$, Eq. (D5), and integration by parts we get

$$
\begin{align*}
&\langle O\rangle_{(1)}(t) \\
&= \int d \boldsymbol{R}^{(1)}(\boldsymbol{R}, t) O(\boldsymbol{R}) \\
&=-\frac{1}{2} \sum_{a b=1}^{3 N} \widetilde{\alpha}^{(1)}(t)_{a b}\left(\left\langle\delta \widetilde{R}_{a}^{(0)} \delta \widetilde{R}_{b}^{(0)} O\right\rangle_{(0)}-\left(\widetilde{\alpha}^{(0)}\right)_{b a}^{-1}\langle O\rangle_{(0)}\right) \\
&+\sum_{a=1}^{3 N} \widetilde{\mathcal{R}}_{a}^{(1)}(t)\left\langle\frac{\partial O}{\partial \widetilde{R}_{a}}\right\rangle_{(0)} . \tag{D6}
\end{align*}
$$

Note that now all the averages have to be performed on the equilibrium ensemble.

We introduce the equilibrium three- and four-phonon scattering vertices as in [46],

$$
\left.\begin{array}{rl}
\stackrel{(3)}{D}_{a b c} & =\left\langle\frac{\partial V^{(\mathrm{BO})}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b} \partial \widetilde{R}_{c}}\right\rangle_{(0)} \\
& =\sum_{m n=1}^{3 N} \widetilde{\alpha}_{a n}^{(0)} \widetilde{\alpha}_{b m}^{(0)} \tag{D7a}
\end{array} \delta \widetilde{R}_{n} \delta \widetilde{R}_{m} \frac{\partial V^{(\mathrm{BO})}}{\partial \widetilde{R}_{c}}\right\rangle_{(0)}-\widetilde{\alpha}_{a b}^{(0)}\left\langle\frac{\partial V^{(\mathrm{BO})}}{\partial \widetilde{R}_{c}}\right\rangle_{(0)},
$$

$$
\begin{align*}
\stackrel{(4)}{D}_{a b c d}= & \left\langle\frac{\partial V^{(\mathrm{BO})}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b} \partial \widetilde{R}_{c} \partial \widetilde{R}_{d}}\right\rangle_{(0)} \\
= & \sum_{n m=1}^{3 N} \widetilde{\alpha}_{a n}^{(0)} \widetilde{\alpha}_{b m}^{(0)}\left\langle\delta \widetilde{R}_{n} \delta \widetilde{R}_{m} \frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{c} \partial \widetilde{R}_{d}}\right\rangle_{(0)} \\
& -\widetilde{\alpha}_{a b}^{(0)}\left\langle\frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{c} \partial \widetilde{R}_{d}}\right\rangle_{(0)} \tag{D7b}
\end{align*}
$$

It is convenient also to introduce the potential $\mathbb{V}(\boldsymbol{R})$ as the difference between the BO potential and the harmonic auxiliary potential obtained at equilibrium

$$
\begin{equation*}
\mathbb{V}(\boldsymbol{R})=V^{(\mathrm{BO})}(\boldsymbol{R})-\frac{1}{2} \delta \widetilde{\boldsymbol{R}}^{(0)} \cdot \stackrel{(2)}{\boldsymbol{D}} \cdot \delta \widetilde{\boldsymbol{R}}^{(0)} \tag{D8}
\end{equation*}
$$

where $\stackrel{(2)}{\boldsymbol{D}}$ defines the SCHA phonons, Eq. (27). Using Eq. (D6), we relate the perturbed averages of $\mathbb{V}(\boldsymbol{R})$ to the
scattering vertices of Eqs. (D7),

$$
\begin{align*}
\left\langle\frac{\partial \mathbb{V}}{\partial \widetilde{R}_{a}}\right\rangle_{(1)}= & \frac{1}{2} \sum_{b c d e=1}^{3 N} \widetilde{\alpha}^{(1)}(t)_{d e}\left(\widetilde{\alpha}^{(0)-1}\right)_{d b}\left(\widetilde{\alpha}^{(0)-1}\right)_{e c} \stackrel{(3)}{D}_{a b c} ; \\
\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b}}\right\rangle_{(1)}= & \sum_{c=1}^{3 N} \stackrel{(3)}{D}_{a b c} \widetilde{\mathcal{R}}^{(1)}(t)_{c}  \tag{D9a}\\
& -\frac{1}{2} \sum_{c d e f=1}^{3 N} \widetilde{\alpha}^{(1)}(t)_{e f}\left(\widetilde{\alpha}^{(0)-1}\right)_{e c}\left(\widetilde{\alpha}^{(0)-1}\right)_{f d} \stackrel{(4)}{D}_{a b c d} . \tag{D9b}
\end{align*}
$$

At this point it is straightforward to get the following perturbed averages for the BO potential:

$$
\begin{align*}
\left\langle\frac{\partial \mathbb{V}}{\partial \widetilde{R}_{a}}\right\rangle_{(1)} & =\left\langle\frac{\partial V^{(\mathrm{BO})}}{\partial \widetilde{R}_{a}}\right\rangle_{(1)}-\sum_{b=1}^{3 N} \stackrel{(2)}{D}_{a b} \tilde{\mathcal{R}}_{b}^{(1)}(t)  \tag{D10a}\\
\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b}}\right\rangle_{(1)} & =\left\langle\frac{\partial^{2} V^{(\mathrm{BO})}}{\partial \widetilde{R}_{a} \partial \widetilde{R}_{b}}\right\rangle_{(1)} \tag{D10b}
\end{align*}
$$

## APPENDIX E: DERIVATION OF THE LINEAR RESPONSE SYSTEM

In this Appendix, we prove the linearized equations of motion discussed in Sec. IV A. To do this we write all the supercell tensors in the static equilibrium polarization basis $\left\{\boldsymbol{e}_{\mu}\right\}$ defined in Eq. (27). So a multi-indices tensor $A(t)_{a_{1}, \ldots, a_{N}}$ defined in the supercell can be written in the polarization basis as

$$
\begin{equation*}
A(t)_{\mu_{1}, . ., \mu_{N}}=\sum_{a_{1}, . ., a_{N}=1}^{3 N} e_{\mu_{1}}^{a_{1}} . . e_{\mu_{N}}^{a_{N}} A(t)_{a_{1}, ., a_{N}} \tag{E1}
\end{equation*}
$$

From now on all the quantities are written in this basis.
All the supercell tensors are written in the equilibrium polarization basis, see Eq. (E1). The equations of motion [Eqs. (A5)] expanded at first order are

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} \widetilde{\mathcal{R}}^{(1)}(t)_{\alpha}= & -\omega_{\alpha}^{2} \widetilde{\mathcal{R}}^{(1)}(t)_{\alpha}-\left\langle\frac{\partial \mathbb{V}}{\partial \widetilde{R}_{\alpha}}\right\rangle_{(1)} \\
& -\left\langle\frac{\partial V^{(\mathrm{ext})}(t)}{\partial \widetilde{R}_{\alpha}}\right\rangle_{(0)} ;  \tag{E2a}\\
\frac{d}{d t} \widetilde{\alpha}^{(1)}(t)_{\alpha \beta}= & -2 \sum_{\mu \nu=1}^{3 N} S_{\alpha \beta \mu \nu}\left(\widetilde{\gamma}^{(1)}(t)_{\mu \nu} \omega_{\nu}^{2}\right) ;  \tag{E2b}\\
\frac{d}{d t} \widetilde{\beta}^{(1)}(t)_{\alpha \beta}= & 2 \sum_{\mu \nu=1}^{3 N} S_{\alpha \beta \mu \nu}\left(\widetilde{\gamma}^{(1)}(t)_{\mu \nu}\right) ;  \tag{E2c}\\
\frac{d}{d t} \widetilde{\gamma}^{(1)}(t)_{\alpha \beta}= & \widetilde{\alpha}^{(1)}(t)_{\alpha \beta}-\omega_{\alpha}^{2} \widetilde{\beta}^{(1)}(t)_{\alpha \beta} \\
& -\left[\left\langle\frac{\partial^{2} V^{(\mathrm{ext})}(t)}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(0)}+\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(1)}\right] \widetilde{\beta}_{\beta \beta}^{(0)} ; \tag{E2d}
\end{align*}
$$

where

$$
\begin{equation*}
S_{\alpha \beta \mu \nu}=\frac{1}{2}\left(\delta_{\alpha \mu} \delta_{\beta \nu}+\delta_{\alpha \nu} \delta_{\beta \mu}\right) \tag{E3}
\end{equation*}
$$

and $\mathbb{V}(\boldsymbol{R})$ is the difference between the exact BO energy surface and the SCHA auxiliary potential, Eq. (D8). The averages of $\mathbb{V}(\boldsymbol{R})$ are defined in Eqs. (D9) and contain anharmonic corrections. Now we make three more steps.

First, we derive with respect to time Eqs (E2) to delete the equation for $\widetilde{\gamma}^{(1)}(t)$ since the perturbed averages do not depend on this parameter, see Eq. (D6).

Secondly, we take the Fourier transform of the secondorder set of differential equations for $\widetilde{\mathcal{R}}^{(1)}(t) \widetilde{\boldsymbol{\alpha}}^{(1)}(t)$ and $\widetilde{\boldsymbol{\beta}}^{(1)}(t)$.

The third and last step is to perform a change of variables. Instead of using the basis $\left\{\widetilde{\boldsymbol{\alpha}}^{(1)}(\omega), \widetilde{\boldsymbol{\beta}}^{(1)}(\omega)\right\}$, we work with $\left\{\widetilde{\boldsymbol{a}}^{\prime(1)}(\omega), \widetilde{\boldsymbol{b}}^{\prime(1)}(\omega)\right\}$, which is defined as a linear combination of the original free parameters

$$
\left[\begin{array}{l}
\widetilde{a}^{(1)}(\omega)_{\mu \nu}  \tag{E4}\\
{\widetilde{b^{\prime}}}^{(1)}(\omega)_{\mu \nu}
\end{array}\right]=M_{\mu \nu}\left[\begin{array}{l}
\widetilde{\alpha}^{(1)}(\omega)_{\mu \nu} \\
\widetilde{\beta}^{(1)}(\omega)_{\mu \nu}
\end{array}\right],
$$

where we define $\boldsymbol{M}$ as

$$
M_{\mu \nu}=\left[\begin{array}{cc}
\frac{K_{\mu \nu}^{-}}{\omega_{\mu} \omega_{v}} & K_{\mu \nu}^{-}  \tag{E5}\\
-\frac{K_{\mu \nu}^{+}}{\omega_{\mu} \omega_{\nu}} & K_{\mu \nu}^{+}
\end{array}\right] .
$$

The coefficients in Eqs. (E5) are functions of the equilibrium auxiliary frequencies $\left\{\omega_{\mu}^{2}\right\}$ defined in Eq. (27) and

$$
\begin{align*}
& K_{\mu \nu}^{ \pm}=\frac{\hbar^{2} n_{\mu \nu}}{2 X_{\mu \nu}^{ \pm}}  \tag{E6a}\\
& X_{\mu \nu}^{ \pm}=\sqrt{ \pm \frac{1}{2} \frac{\hbar\left[\omega_{\mu} \pm \omega_{\nu}\right]\left[(1 \pm 1)+2\left(n_{\mu} \pm n_{v}\right)\right]}{4 \omega_{\mu} \omega_{\nu}}}  \tag{E6b}\\
& n_{\mu \nu}=\frac{1}{8}\left(1+2 n_{\nu}\right)\left(1+2 n_{\mu}\right) \tag{E6c}
\end{align*}
$$

Using the basis defined in Eq. (E5) we get the following equations of motion for $\left\{\widetilde{\mathcal{R}}^{(1)}(\omega), \widetilde{\boldsymbol{a}}^{\prime(1)}(\omega), \widetilde{\boldsymbol{b}}^{\prime(1)}(\omega)\right\}$,

$$
\begin{align*}
& \left(\omega^{2}-\omega_{\alpha}^{2}\right) \widetilde{\mathcal{R}}^{(1)}(\omega)_{\alpha}-\left\langle\frac{\partial \mathbb{V}}{\partial \widetilde{R}_{\alpha}}\right\rangle_{(1)}=\left\langle\frac{\partial V^{(\mathrm{ext})}(\omega)}{\partial \widetilde{R}_{\alpha}}\right\rangle_{(0)}  \tag{E7a}\\
& \left(\omega^{2}-\omega_{\alpha \beta}^{-2}\right) \widetilde{a}^{(1)}(\omega)_{\alpha \beta}+X_{\alpha \beta}^{-}\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(1)} \\
& =-X_{\alpha \beta}^{-}\left\langle\frac{\partial^{2} V^{(\mathrm{ext})}(\omega)}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(0)}  \tag{E7b}\\
& \left(\omega^{2}-\omega_{\alpha \beta}^{+2}\right) \widetilde{b}^{(1)}(\omega)_{\alpha \beta}-X_{\alpha \beta}^{+}\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(1)} \\
& \quad=X_{\alpha \beta}^{+}\left\langle\frac{\partial^{2} V^{(\mathrm{ext})}(\omega)}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(0)} \tag{E7c}
\end{align*}
$$

where $\omega^{2}$ comes from the Fourier transform of a second-order derivative with respect to time.

Equations (E7) are written in terms of a matrix vector product in the space of the perturbative free parameters. Recalling
the definition of $V^{(e x t)}(\boldsymbol{R}, \omega)$ given in Eq. (45), we write the linearized equations of motion as a matrix-vector product

where

$$
\begin{equation*}
{\stackrel{(4)}{X^{ \pm}}}_{\alpha \beta \mu \nu}=X_{\alpha \beta}^{ \pm} S_{\alpha \beta \mu \nu} \tag{E9}
\end{equation*}
$$

with $X_{\alpha \beta}^{ \pm}$defined in Eq. (E6b) and $S_{\alpha \beta \mu \nu}$ in Eq. (E3). We define the right-hand side vector as the perturbation vector $\boldsymbol{p}^{\prime}$,

$$
\boldsymbol{p}^{\prime \dagger}=\left[\left\langle\begin{array}{ll}
\left\langle\frac{\partial \mathcal{B}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, & -\boldsymbol{X}^{-}:\left\langle\frac{\partial^{2} \mathcal{B}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)},  \tag{E10}\\
\boldsymbol{X}^{+}:\left\langle\frac{\partial^{2} \mathcal{B}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}
\end{array}\right]\right.
$$

The matrix $\mathcal{L}^{\prime}$ acts in the space of the perturbative parameters. It is symmetric and contains two terms, the harmonic and anharmonic contribution

$$
\begin{equation*}
\mathcal{L}^{\prime}=\mathcal{L}_{\text {harm }}^{\prime}+\mathcal{L}_{\text {anh }}^{\prime} . \tag{E11}
\end{equation*}
$$

The harmonic part $\mathcal{L}_{\text {harm }}^{\prime}$ is diagonal in our basis
$\mathcal{L}_{\text {harm }}^{\prime} \cdot\left[\begin{array}{c}\widetilde{\mathcal{R}}^{(1)}(\omega) \\ \widetilde{\boldsymbol{a}}^{\prime(1)}(\omega) \\ \widetilde{\boldsymbol{b}}^{\prime(1)}(\omega)\end{array}\right]=-\left[\begin{array}{ccc}(2) & & 0 \\ \boldsymbol{D} . & 0 & 0 \\ 0 & \omega_{-}^{(4)}{ }^{2}: & 0 \\ 0 & 0 & \boldsymbol{\omega}_{+}^{(4)}{ }^{(2)}\end{array}\right]\left[\begin{array}{c}\widetilde{\mathcal{R}}^{(1)}(\omega) \\ \widetilde{\boldsymbol{a}}^{\prime(1)}(\omega) \\ \widetilde{\boldsymbol{b}}^{(1)}(\omega)\end{array}\right]$.
(E12)
The matrix $\mathcal{L}_{\text {harm }}^{\prime}$ depends only on the equilibrium auxiliary frequencies of Eq. (27). We introduced a four-indices tensor

$$
\begin{equation*}
\stackrel{(4)}{\omega}{ }_{ \pm \alpha \beta \mu \nu}^{2}=\left(\omega_{\alpha \beta}^{ \pm}\right)^{2} S_{\alpha \beta \mu \nu} \tag{E13}
\end{equation*}
$$

with $\boldsymbol{S}$ defined in Eq. (E3) and

$$
\begin{equation*}
\omega_{\mu \nu}^{ \pm}=\omega_{\mu} \pm \omega_{\nu} \tag{E14}
\end{equation*}
$$

The right-hand side of Eq. (E12) should be read as a standard matrix-vector product. The matrix element contains also information on how to contract the indices, the operation - is defined in general as the contraction of the last and first index
of two tensors,

$$
\begin{equation*}
\boldsymbol{A} \cdot \boldsymbol{B}=\sum_{\mu=1}^{3 N} A_{\ldots \mu} \boldsymbol{B}_{\mu \ldots} \tag{E15}
\end{equation*}
$$

and : is defined as

$$
\begin{equation*}
\boldsymbol{C}: \boldsymbol{D}=\sum_{\mu \nu=1}^{3 N} C_{\ldots \mu \nu} D_{\mu \nu \ldots} \tag{E16}
\end{equation*}
$$

For example the first line of Eq. (E12) is

$$
\begin{equation*}
-\stackrel{(2)}{\boldsymbol{D}} \cdot \widetilde{\mathcal{R}}^{(1)}(\omega)=-\sum_{\nu=1}^{3 N} \stackrel{(2)}{D}_{\mu \nu} \widetilde{\mathcal{R}}^{(1)}(\omega)_{\nu} \tag{E17}
\end{equation*}
$$

and returns a tensor of rank 1 . The same holds for the other lines. As an example, consider

$$
\begin{equation*}
-\stackrel{\omega}{\omega}_{-}^{(4)}: \widetilde{\boldsymbol{a}}^{(1)}(\omega)=-\sum_{\mu \nu=1}^{3 N}\left(\omega_{\mu \nu}^{-}\right)^{2} \widetilde{a}^{\prime(1)}(\omega)_{\mu \nu} \tag{E18}
\end{equation*}
$$

The application of $\mathcal{L}_{\text {anh }}^{\prime}$ gives

$$
\mathcal{L}_{\text {anh }}^{\prime} \cdot\left[\begin{array}{c}
\widetilde{\mathcal{R}}^{(1)}(\omega)  \tag{E19}\\
\widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{b}}^{(1)}(\omega)
\end{array}\right]=\left[\begin{array}{c}
-\left\langle\frac{\partial \mathbb{V}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(1)} \\
\stackrel{(4)}{\boldsymbol{X}^{-}}:\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{\boldsymbol{R}} \widetilde{\boldsymbol{R}}}\right\rangle_{(1)} \\
-\boldsymbol{X}^{+}:\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(1)}
\end{array}\right]
$$

Writing the perturbed averages of $\mathbb{V}(\boldsymbol{R})$ in terms of the scattering tensors, as in Eq. (D9), and using the change of variables of Eq. (E5), it is trivial to prove that in the new basis $\mathcal{L}_{\text {anh }}^{\prime}$ is symmetric and has the following form:

Again, the matrix contains information on how to contract the indices. This term contains information on the anharmonicity of the system through the third and fourth phonon-scattering tensors, defined in Eq. (D7).

Now that we have the linearized equations of motion, we present the general response function Eq. (52). To do this we need the correction of a position-dependent observable $\mathcal{A}(\boldsymbol{R})$ in the new basis Eq. (E5),

$$
\begin{align*}
\langle\mathcal{A}\rangle_{(1)}(\omega) & =\sum_{\alpha=1}^{3 N} \frac{\partial\langle\mathcal{A}\rangle_{(0)}}{\partial \widetilde{\mathcal{R}}_{\alpha}} \widetilde{\mathcal{R}}^{(1)}(\omega)_{\alpha}+\sum_{\alpha \beta=1}^{3 N} \frac{\partial\langle\mathcal{A}\rangle_{(0)}}{\partial \widetilde{a}_{\alpha \beta}^{\prime(0)}} \widetilde{a}^{(1)}(\omega)_{\alpha \beta}+\sum_{\alpha \beta=1}^{3 N} \frac{\partial\langle\mathcal{A}\rangle_{(0)}}{\partial \widetilde{b}_{\alpha \beta}^{(0)}} \widetilde{b}^{\prime(1)}(\omega)_{\alpha \beta} \\
& =\sum_{\alpha=1}^{3 N}\left\langle\frac{\partial \mathcal{A}}{\partial \tilde{R}_{\alpha}}\right\rangle_{(0)} \widetilde{\mathcal{R}}^{(1)}(\omega)_{\alpha}-\sum_{\alpha \beta=1}^{3 N} X_{\alpha \beta}^{-}\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(0)} \tilde{a}^{\prime(1)}(\omega)_{\alpha \beta}+\sum_{\alpha \beta=1}^{3 N} X_{\alpha \beta}^{+}\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(0)} \tilde{b}^{\prime(1)}(\omega)_{\alpha \beta} . \tag{E21}
\end{align*}
$$

The previous expression can be demonstrated using the change of variable definition, Eq. (E5), the chain rule and the following relations in the original basis (i.e., the one used in Appendix D):

$$
\begin{align*}
\frac{\partial\langle\mathcal{A}\rangle_{(0)}}{\partial \widetilde{\mathcal{R}}_{\alpha}^{(0)}} & =\left\langle\frac{\partial \mathcal{A}}{\partial \tilde{R}_{\alpha}}\right\rangle_{(0)}  \tag{E22a}\\
\frac{\partial\langle\mathcal{A}\rangle_{(0)}}{\partial \widetilde{\alpha}_{\alpha \beta}^{(0)}} & =-\frac{1}{2 \widetilde{\alpha}_{\alpha \alpha}^{(0)} \widetilde{\alpha}_{\beta \beta}^{(0)}}\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{R}_{\alpha} \partial \widetilde{R}_{\beta}}\right\rangle_{(0)},  \tag{E22b}\\
\frac{\partial\langle\mathcal{A}\rangle_{(0)}^{(0)}}{\partial \widetilde{\beta}_{\alpha \beta}^{(0)}} & =0 . \tag{E22c}
\end{align*}
$$

The derivative with respect to $\widetilde{\alpha}_{\alpha \beta}^{(0)}$ is obtained using the formalism of [46].

We define the response vector $\boldsymbol{r}^{\prime}$ similarly to $\boldsymbol{p}^{\prime}$ [Eq. (E10)]

$$
\begin{equation*}
\boldsymbol{r}^{\prime \dagger}=\left[\left\langle\frac{\partial \mathcal{A}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, \quad-\quad-\boldsymbol{X}^{-}:\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, \quad \stackrel{(4)}{\boldsymbol{X}^{+}}:\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}\right] \tag{E23}
\end{equation*}
$$

so from Eq. (E21) we can extract the response formula [Eq. (52)]

$$
\begin{align*}
\frac{\langle\mathcal{A}\rangle_{(1)}(\omega)}{\mathcal{V}(\omega)} & =\frac{1}{\mathcal{V}(\omega)} \boldsymbol{r}^{\prime} \cdot\left[\begin{array}{c}
\widetilde{\mathcal{R}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{b}}^{(1)}(\omega)
\end{array}\right] \\
& =\boldsymbol{r}^{\prime} \cdot\left(\mathcal{L}^{\prime}+\omega^{2}\right)^{-1} \cdot \boldsymbol{p}^{\prime}=\chi(\omega)_{\mathcal{A}, \mathcal{B}} \tag{E24}
\end{align*}
$$

where $\langle\mathcal{A}\rangle_{(1)}(\omega)$ is expressed as a scalar product in the space of the perturbative parameters. This is the expression of $\chi(\omega)_{\mathcal{A}, \mathcal{B}}$ implemented in the code.

## APPENDIX F: LANCZOS ALGORITHM

In this Appendix, we discuss the Lanczos implementation [25,71] of the general response function Eq. (E24). Both for infrared and Raman calculations, we can always work with $\boldsymbol{p}^{\prime}=\boldsymbol{r}^{\prime}$ setting $\mathcal{A}=\mathcal{B}$ [see Eqs. (E10) and (E23)] so Eq. (E24) becomes

$$
\begin{equation*}
\chi(\omega)_{\mathcal{A}, \mathcal{A}}=\left(\boldsymbol{p}^{\prime} \cdot \boldsymbol{p}^{\prime}\right) \overline{\boldsymbol{p}}^{\prime} \cdot\left(\mathcal{L}^{\prime}+\omega^{2}\right)^{-1} \cdot \overline{\boldsymbol{p}}^{\prime} \tag{F1}
\end{equation*}
$$

where we normalize the vector $\boldsymbol{p}^{\prime}[\mathrm{Eq}$. (E10)],

$$
\begin{equation*}
\overline{\boldsymbol{p}}^{\prime}=\frac{\boldsymbol{p}^{\prime}}{\sqrt{\boldsymbol{p}^{\prime} \cdot \boldsymbol{p}^{\prime}}} \tag{F2}
\end{equation*}
$$

To get in one shot for all values of $\omega$ the response formula, Eq. (F1), we modified the Lanczos algorithm presented in [25] exploiting that $\mathcal{L}^{\prime}=\mathcal{L}^{\prime \dagger}$. This algorithm allows to find a basis in which $\mathcal{L}^{\prime}$ is tridiagonal

$$
\begin{equation*}
\boldsymbol{P}^{\prime-1} \cdot \mathcal{L}^{\prime} \cdot \boldsymbol{P}^{\prime}=\boldsymbol{T}^{\prime} \tag{F3}
\end{equation*}
$$

where $\boldsymbol{T}^{\prime}$ has the following form:

$$
\boldsymbol{T}^{\prime}=\left[\begin{array}{ccccc}
t_{1} & r_{1} & \cdots & \cdots & 0 \\
r_{1} & t_{2} & \ddots & & \vdots \\
& \ddots & \ddots & \ddots & \\
\vdots & & \ddots & \ddots & r_{n-1} \\
0 & & & r_{n-1} & t_{n}
\end{array}\right]
$$

where $n$ is the size of $\mathcal{L}^{\prime}$. The change of basis matrix $\boldsymbol{P}^{\prime}$ is

$$
\boldsymbol{P}^{\prime}=\left[\begin{array}{llll}
\boldsymbol{p}_{1}^{\prime} & \boldsymbol{p}_{2}^{\prime} & \cdots & \boldsymbol{p}_{n}^{\prime} \tag{F5}
\end{array}\right]
$$

and it is unitary

$$
\begin{equation*}
\boldsymbol{P}^{\prime-1}=\boldsymbol{P}^{\prime \dagger} \tag{F6}
\end{equation*}
$$

The coefficients of $\boldsymbol{T}^{\prime}$ can be found following this iterative procedure $[25,71]$

$$
\begin{align*}
t_{k} & =\boldsymbol{p}_{k}^{\prime} \cdot \mathcal{L}^{\prime} \cdot \boldsymbol{p}_{k}^{\prime},  \tag{F7a}\\
r_{k} \boldsymbol{p}_{k+1}^{\prime} & =\boldsymbol{v}_{k}=\left(\mathcal{L}^{\prime}-t_{k}\right) \cdot \boldsymbol{p}_{k}^{\prime}-r_{k-1} \boldsymbol{p}_{k-1}^{\prime}  \tag{F7b}\\
r_{k} & =\sqrt{\boldsymbol{v}_{k} \cdot \boldsymbol{v}_{k}}  \tag{F7c}\\
\boldsymbol{p}_{k+1}^{\prime} & =\boldsymbol{v}_{k} / r_{k} \tag{F7d}
\end{align*}
$$

with the initial vector equal to the normalized perturbation vector, $\boldsymbol{p}_{1}^{\prime}=\overline{\boldsymbol{p}}^{\prime}$. This procedure ends when either $\boldsymbol{p}_{k}^{\prime}$ is a linear combination of the previous vectors or $\boldsymbol{p}_{k}^{\prime} \cdot \boldsymbol{p}_{k}^{\prime}=0$. Unless the system is perfectly harmonic, this condition is usually never reached in practical runs, and the algorithm is truncated after a maximum number of steps $N_{\text {steps }}$.

After we build the change of variables matrix $\boldsymbol{P}^{\prime}$ we can use it in Eq. (F1),

$$
\begin{align*}
\chi(\omega)_{\mathcal{A}, \mathcal{A}} & =\left(\boldsymbol{p}^{\prime} \cdot \boldsymbol{p}^{\prime}\right) \overline{\boldsymbol{p}}^{\prime} \cdot \boldsymbol{P}^{\prime} \cdot\left[\boldsymbol{P}^{\prime-1} \cdot\left(\mathcal{L}^{\prime}+\omega^{2}\right)^{-1} \cdot \boldsymbol{P}^{\prime}\right] \cdot \boldsymbol{P}^{\prime-1} \cdot \overline{\boldsymbol{p}}^{\prime} \\
& =\left(\boldsymbol{p}^{\prime} \cdot \boldsymbol{p}^{\prime}\right) \overline{\boldsymbol{p}}^{\prime} \cdot \boldsymbol{P}^{\prime} \cdot\left(\boldsymbol{T}^{\prime}+\omega^{2}\right)^{-1} \cdot \boldsymbol{P}^{\prime-1} \cdot \overline{\boldsymbol{p}}^{\prime} \tag{F8}
\end{align*}
$$

then noting that

$$
\boldsymbol{P}^{\prime-1} \cdot \overline{\boldsymbol{p}}^{\prime}=\boldsymbol{P}^{\prime \dagger} \cdot \overline{\boldsymbol{p}}^{\prime}=\left[\begin{array}{c}
1  \tag{F9}\\
0 \\
0 \\
\vdots
\end{array}\right]
$$

we get that the response function is given by

$$
\begin{equation*}
\chi(\omega)_{\mathcal{A}, \mathcal{A}}=\left(\boldsymbol{p}^{\prime} \cdot \boldsymbol{p}^{\prime}\right)\left(\boldsymbol{T}^{\prime}+\omega^{2}\right)_{11}^{-1} \tag{F10}
\end{equation*}
$$

where $\left(\boldsymbol{T}^{\prime}+\omega^{2}\right)_{11}^{-1}$ can be written as a continuous fraction using the coefficients obtained up to $N_{\text {steps }}$

$$
\begin{equation*}
\left(\boldsymbol{T}^{\prime}+\omega^{2}\right)_{11}^{-1}=\frac{1}{\omega^{2}+t_{1}-\frac{r_{1}^{2}}{\omega^{2}+t_{2}-\frac{r_{2}^{2}}{\omega^{2}+\ldots}}} \tag{F11}
\end{equation*}
$$

At each Lanczos step, we have to apply $\mathcal{L}^{\prime}$ to a given vector $\boldsymbol{w}$ in the space of the perturbed free parameters. As showed in Appendix E, $\mathcal{L}^{\prime}$ contains two terms

$$
\begin{equation*}
\mathcal{L}^{\prime} \cdot \boldsymbol{w}=\mathcal{L}_{\text {harm }}^{\prime} \cdot \boldsymbol{w}+\mathcal{L}_{\text {anh }}^{\prime} \cdot \boldsymbol{w} \tag{F12}
\end{equation*}
$$

The application of the harmonic part is done using Eq. (E12), while the anharmonic part is done using Eq. (E19) applying a reweighting procedure to compute the perturbed average as explained in [25].

## APPENDIX G: SYMBOLIC INVERSION

In this Appendix we describe the symbolic inversion of a symmetric square super-tensor with this form

$$
L=\left[\begin{array}{cc}
\boldsymbol{A} & \boldsymbol{C}  \tag{G1}\\
\boldsymbol{C}^{\dagger} & \boldsymbol{B}
\end{array}\right]
$$

where $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}, \boldsymbol{C}^{\dagger}$ are tensors. Using Gaussian reduction we get the inverse
where $\boldsymbol{D}=\boldsymbol{A}-\boldsymbol{C} \cdot \boldsymbol{B}^{-1} \cdot \boldsymbol{C}^{\dagger}$. It is trivial to check that $\boldsymbol{L}$. $\boldsymbol{L}^{-1}=\boldsymbol{L}^{-1} \cdot \boldsymbol{L}=\mathbf{1}$. For what follows we need $\boldsymbol{C}=\mathbf{1}$ so Eq. (G2) becomes

$$
\boldsymbol{L}^{-1}=\left[\begin{array}{cc}
\boldsymbol{A}^{-1}-\boldsymbol{A}^{-1} \cdot(1-\boldsymbol{A} \cdot \boldsymbol{B})^{-1} & (1-\boldsymbol{B} \cdot \boldsymbol{A})^{-1}  \tag{G3}\\
(1-\boldsymbol{A} \cdot \boldsymbol{B})^{-1} & -\boldsymbol{A} \cdot(1-\boldsymbol{B} \cdot \boldsymbol{A})^{-1}
\end{array}\right] .
$$

Again, for our purposes (see next Appendix H), we need to find a formula for the sum of entries of Eq. (G3). Summing the coefficients of Eq. (G3) we get

$$
\begin{align*}
\boldsymbol{L}_{11}^{-1}+\boldsymbol{L}_{21}^{-1}+\boldsymbol{L}_{12}^{-1}+\boldsymbol{L}_{22}^{-1} & =\boldsymbol{A}^{-1}-\boldsymbol{A}^{-1} \cdot(1-\boldsymbol{A} \cdot \boldsymbol{B})^{-1}+(\mathbf{1}-\boldsymbol{B} \cdot \boldsymbol{A})^{-1}+(\mathbf{1}-\boldsymbol{A} \cdot \boldsymbol{B})^{-1}-\boldsymbol{A} \cdot(\mathbf{1}-\boldsymbol{B} \cdot \boldsymbol{A})^{-1} \\
& =\boldsymbol{A}^{-1} \cdot[(\mathbf{1}-\boldsymbol{A} \cdot \boldsymbol{B})-(\mathbf{1}-\boldsymbol{A})] \cdot(1-\boldsymbol{A} \cdot \boldsymbol{B})^{-1}+(1-\boldsymbol{A}) \cdot(\mathbf{1}-\boldsymbol{B} \cdot \boldsymbol{A})^{-1} \\
& =\boldsymbol{A}^{-1} \cdot[\boldsymbol{A} \cdot(\mathbf{1}-\boldsymbol{B})] \cdot(1-\boldsymbol{A} \cdot \boldsymbol{B})^{-1}+(1-\boldsymbol{A}) \cdot(\mathbf{1}-\boldsymbol{B} \cdot \boldsymbol{A})^{-1} \\
& =(1-\boldsymbol{B}) \cdot(1-\boldsymbol{A} \cdot \boldsymbol{B})^{-1}+(1-\boldsymbol{A}) \cdot(\mathbf{1}-\boldsymbol{B} \cdot \boldsymbol{A})^{-1} . \tag{G4}
\end{align*}
$$

Now we set $\boldsymbol{A}=\mathbf{1}+\widetilde{\boldsymbol{A}}$ and $\boldsymbol{B}=\mathbf{1}+\widetilde{\boldsymbol{B}}$ so we have that Eq. (G4) is

$$
\begin{align*}
\widetilde{\boldsymbol{B}} & \cdot(\widetilde{\boldsymbol{A}}+\widetilde{\boldsymbol{B}}+\widetilde{\boldsymbol{A}} \cdot \widetilde{\boldsymbol{B}})^{-1}+\widetilde{\boldsymbol{A}} \cdot(\widetilde{\boldsymbol{A}}+\widetilde{\boldsymbol{B}}+\widetilde{\boldsymbol{B}} \cdot \widetilde{\boldsymbol{A}})^{-1} \\
& =\left(1+\widetilde{\boldsymbol{A}} \cdot \widetilde{\boldsymbol{B}}^{-1}+\widetilde{\boldsymbol{A}}\right)^{-1}+\left(1+\widetilde{\boldsymbol{B}} \cdot \widetilde{\boldsymbol{A}}^{-1}+\widetilde{\boldsymbol{B}}\right)^{-1} \\
& =\left(\widetilde{\boldsymbol{A}}^{-1}+\widetilde{\boldsymbol{B}}^{-1}+\mathbf{1}\right)^{-1} \cdot \widetilde{\boldsymbol{A}}+\left(\widetilde{\boldsymbol{B}}^{-1}+\widetilde{\boldsymbol{A}}^{-1}+\mathbf{1}\right)^{-1} \cdot \widetilde{\boldsymbol{B}} \\
& =\left(1+\widetilde{\boldsymbol{B}}^{-1}+\widetilde{\boldsymbol{A}}^{-1}\right)^{-1} \cdot\left(\widetilde{\boldsymbol{A}}^{-1}+\widetilde{\boldsymbol{B}}^{-1}\right) \tag{G5}
\end{align*}
$$

We will use this formula in Appendix H.

## APPENDIX H: DERIVATION OF THE INTERACTING GREEN'S FUNCTION

The easiest way to get the interacting Green's function is to use another change of variables in Eqs. (E2),

$$
\left[\begin{array}{l}
\widetilde{a}_{\mu \nu}^{(1)}(\omega)  \tag{H1}\\
\widetilde{b}_{\mu \nu}^{(1)}(\omega)
\end{array}\right]=-\frac{\hbar^{2} n_{\mu \nu}}{2}\left[\begin{array}{cc}
\frac{1}{\omega_{\mu} \omega_{\nu}} & 1 \\
\frac{1}{\omega_{\mu} \omega_{\nu}} & -1
\end{array}\right]\left[\begin{array}{c}
\widetilde{\alpha}_{\mu \nu}^{(1)}(\omega) \\
\widetilde{\beta}_{\mu \nu}^{(1)}(\omega)
\end{array}\right]
$$

where $n_{\mu \nu}$ is defined in Eq. (E6c) and $\left\{\omega_{\mu}^{2}\right\}$ in Eq. (27). As done in Appendix E, we write Eqs. (E2) in this new basis switching to second-order time derivatives

$$
\left.\left.\begin{array}{l}
{\left[\begin{array}{ccc}
\left(\mathcal{G}^{(0)}(\omega)\right)^{-1} . & 0 & 0 \\
0 & \left(\chi_{-}^{(0)}(\omega)\right)^{-1}: & 0 \\
0 & 0 & -\left(\boldsymbol{\chi}_{+}^{(0)}(\omega)\right)^{-1}
\end{array}\right]}
\end{array}\right]\left[\begin{array}{c}
\widetilde{\mathcal{R}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{b}}^{(1)}(\omega)
\end{array}\right]\right) \text { (H2) } \begin{aligned}
& \left\langle\frac{\partial \mathbb{V}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(1)} \\
& \quad=\left[\begin{array}{l}
\left.\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}_{\beta}}\right\rangle_{(1)}^{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}^{(0)} \\
\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}_{\beta}}\right\rangle_{(1)}
\end{array}\right]+\left[\begin{array}{l}
\left\langle\frac{\partial^{2} V^{\text {(ext) }}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)} \\
\left\langle\frac{\partial^{2} V^{\text {(ext) }}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}
\end{array}\right]
\end{aligned}
$$

where we recognize the resonant and antiresonant terms of the two-phonon propagator

$$
\begin{align*}
& \chi_{-}^{(0)}(\omega)_{\mu \nu \sigma \pi}=\delta_{\mu \sigma} \delta_{\nu \pi} \frac{\hbar\left[\omega_{\mu}-\omega_{\nu}\right]\left[n_{\mu}-n_{\nu}\right]}{4 \omega_{\mu} \omega_{\nu}\left[\left(\omega_{\mu}-\omega_{\nu}\right)^{2}-\omega^{2}\right]} \\
& \chi_{+}^{(0)}(\omega)_{\mu \nu \sigma \pi}=\delta_{\mu \sigma} \delta_{\nu \pi} \frac{\hbar\left[\omega_{\mu}+\omega_{\nu}\right]\left[1+n_{\mu}+n_{\nu}\right]}{4 \omega_{\mu} \omega_{\nu}\left[\left(\omega_{\mu}+\omega_{\nu}\right)^{2}-\omega^{2}\right]} \tag{H3}
\end{align*}
$$

The anharmonic vector in this basis is simply

$$
\left[\begin{array}{l}
\left\langle\frac{\partial \mathbb{V}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(1)}  \tag{H4}\\
\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}_{\beta}}\right\rangle_{(1)} \\
\left\langle\frac{\partial^{2} \mathbb{V}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}_{\beta}}\right\rangle_{(1)}
\end{array}\right]=\left[\begin{array}{lll}
0 & \stackrel{(3)}{\boldsymbol{D}}: & \stackrel{(3)}{\boldsymbol{D}}: \\
\stackrel{(3)}{\boldsymbol{D}} & \stackrel{(4)}{\boldsymbol{D}}: & \stackrel{(4)}{\boldsymbol{D}}: \\
\stackrel{(3)}{\boldsymbol{D}} & \stackrel{(4)}{\boldsymbol{D}}: & \stackrel{(4)}{\boldsymbol{D}}:
\end{array}\right]\left[\begin{array}{c}
\widetilde{\mathcal{R}}^{(1)} \\
\widetilde{\boldsymbol{a}}^{(1)} \\
\widetilde{\boldsymbol{b}}^{(1)}
\end{array}\right] .
$$

In a compact form, the linearized equations of motion are

$$
\mathcal{L}(\omega) \cdot\left[\begin{array}{c}
\widetilde{\boldsymbol{R}}^{(1)}(\omega)  \tag{H5}\\
\widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{b}}^{(1)}(\omega)
\end{array}\right]=\left[\begin{array}{c}
\left\langle\frac{\partial V^{\text {(ext) }}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)} \\
\left\langle\frac{\partial^{2} V^{\text {(ext) }}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)} \\
\left\langle\frac{\partial^{2} V^{\text {(ext) }}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}
\end{array}\right] .
$$

The tensor $\mathcal{L}(\omega)$ describes the evolution in the linear regime and it is

$$
\mathcal{L}(\omega)=\left[\begin{array}{ccc}
\left(\mathcal{G}^{(0)}(\omega)\right)^{-1} & -\stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(3)}{\boldsymbol{D}}  \tag{H6}\\
-(3) & \left(\chi_{-}^{(0)}(\omega)\right)^{-1}-\stackrel{(4)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}} \\
-\stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}} & -\left(\boldsymbol{\chi}_{+}^{(0)}(\omega)\right)^{-1}-\stackrel{(4)}{\boldsymbol{D}}
\end{array}\right] .
$$

The correction to the average of an observable $\mathcal{A}$ is

$$
\begin{align*}
\langle\mathcal{A}\rangle_{(1)}= & \left\langle\frac{\partial \mathcal{A}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)} \cdot \widetilde{\mathcal{R}}^{(1)}(\omega)+\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}: \boldsymbol{S}: \widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
& +\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}: \boldsymbol{S}: \tilde{\boldsymbol{b}}^{(1)}(\omega) \tag{H7}
\end{align*}
$$

where $\boldsymbol{S}$ is defined in Eq. (E3). So, following the procedure described in Appendix E, the response function is

$$
\begin{equation*}
\chi_{\mathcal{A}, \mathcal{B}}(\omega)=\boldsymbol{r}^{\dagger} \cdot \mathcal{L}(\omega)^{-1} \cdot \boldsymbol{p} \tag{H8}
\end{equation*}
$$

defining the response vector $r$ as

$$
\begin{equation*}
\boldsymbol{r}^{\dagger}=\left[\left\langle\frac{\partial \mathcal{A}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, \quad\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, \quad\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}\right] \tag{H9}
\end{equation*}
$$

and the perturbation vector $\boldsymbol{p}$ as

$$
\begin{equation*}
\boldsymbol{p}^{\dagger}=\left[\left\langle\frac{\partial \mathcal{B}}{\partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, \quad\left\langle\frac{\partial^{2} \mathcal{B}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}, \quad\left\langle\frac{\partial^{2} \mathcal{B}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}\right] \tag{H10}
\end{equation*}
$$

First we discuss the noninteracting case setting $\stackrel{(3)}{\boldsymbol{D}}=$ $\mathbf{0} \stackrel{(4)}{\boldsymbol{D}}=\mathbf{0}$. Using $\mathcal{A}$ and $\mathcal{B}$ as in Eq. (66a) we get

$$
\boldsymbol{r}^{\dagger}=\left[\begin{array}{lll}
\boldsymbol{\delta} & \mathbf{0} & \mathbf{0}
\end{array}\right] \quad \boldsymbol{p}^{\dagger}=\left[\begin{array}{lll}
\boldsymbol{\delta} & \mathbf{0} & \mathbf{0} \tag{H11}
\end{array}\right]
$$

with $\boldsymbol{\delta}=\boldsymbol{\delta}_{\mu}$ as in Eq. (67a). The free phonon propagator is

$$
\begin{equation*}
\mathcal{G}^{(0)}(\omega)_{\mu \nu}=\frac{\delta_{\mu \nu}}{\omega^{2}-\omega_{\mu}^{2}} \tag{H12}
\end{equation*}
$$

Then we chose $\mathcal{A}$ and $\mathcal{B}$ according to Eq. (66b) so

$$
\boldsymbol{r}^{\dagger}=\left[\begin{array}{lll}
0 & S & S
\end{array}\right] \quad \boldsymbol{p}^{\dagger}=\left[\begin{array}{lll}
0 & S & S \tag{H13}
\end{array}\right]
$$

where $S$ is defined in Eq. (E3). The two-phonon free propagator is

$$
\begin{equation*}
\chi^{(0)}(\omega)_{\mu \nu \sigma \pi}=-\left(\chi_{+}^{(0)}(\omega)_{\mu \nu \sigma \pi}-\chi_{-}^{(0)}(\omega)_{\mu \nu \sigma \pi}\right) \tag{H14}
\end{equation*}
$$

We chose $\mathcal{A}$ and $\mathcal{B}$ according to Eq. (66c),

$$
\boldsymbol{r}^{\dagger}=\left[\begin{array}{lll}
\boldsymbol{\delta} & \mathbf{0} & \mathbf{0}
\end{array}\right] \quad \boldsymbol{p}^{\dagger}=\left[\begin{array}{lll}
\mathbf{0} & \boldsymbol{S} & \boldsymbol{S} \tag{H15}
\end{array}\right]
$$

$\mathcal{L}(\omega)$ is diagonal in the case $\stackrel{(3)}{\boldsymbol{D}}=\mathbf{0} \stackrel{(4)}{\boldsymbol{D}}=\mathbf{0}$ so we get that the one-two phonon free propagator is zero

$$
\begin{equation*}
\Gamma^{(0)}(\omega)_{\mu \sigma \pi}=0 \tag{H16}
\end{equation*}
$$

Now we derive the one-phonon interacting Green's function $(\stackrel{(3)}{\boldsymbol{D}} \neq \mathbf{0} \stackrel{(4)}{\boldsymbol{D}} \neq \mathbf{0})$. Following [25] we chose the observables $\mathcal{A}$ and $\mathcal{B}$ as in Eq. (66a),

$$
\mathcal{G}(\omega)=\left[\begin{array}{lll}
\boldsymbol{\delta} & \mathbf{0} & \mathbf{0}
\end{array}\right] \cdot \mathcal{L}(\omega)^{-1} \cdot\left[\begin{array}{l}
\boldsymbol{\delta}  \tag{H17}\\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]=\left(\mathcal{L}(\omega)^{-1}\right)_{11}
$$

We use Eq. (G2) to get

$$
\mathcal{G}(\omega)^{-1}=\mathcal{G}^{(0)}(\omega)^{-1}-\left[\begin{array}{ll}
\stackrel{(3)}{\boldsymbol{D}}: & \stackrel{(3)}{\boldsymbol{D}}:]
\end{array}\right]\left[\begin{array}{cc}
\left(\chi_{-}^{(0)}(\omega): \stackrel{(4)}{\boldsymbol{D}}\right)^{-1}-\mathbf{1} & -\mathbf{1}  \tag{H18}\\
-\mathbf{1} & -\left(\chi_{+}^{(0)}(\omega): \stackrel{(4)}{\boldsymbol{D}}\right)^{-1}-\mathbf{1}
\end{array}\right]^{-1}\left[\begin{array}{cc}
: \stackrel{(4)}{\boldsymbol{D}}^{-1}: \stackrel{(3)}{\boldsymbol{D}}_{\underbrace{(4)}}^{: \boldsymbol{D}^{-1}} & :(3) \\
\boldsymbol{D}
\end{array}\right]
$$

now Eq. (G5) comes in help since we just need the sum of the inverse tensor's entries

$$
\begin{align*}
\mathcal{G}(\omega)^{-1} & =\mathcal{G}^{(0)}(\omega)^{-1}-\stackrel{(3)}{\boldsymbol{D}}:\left[\mathbf{1}-\chi^{(0)}(\omega): \stackrel{(4)}{\boldsymbol{D}}\right]^{-1}:\left(\chi^{(0)}(\omega): \stackrel{(4)}{\boldsymbol{D}}\right): \stackrel{(4)^{-1}}{\boldsymbol{D}}: \stackrel{(3)}{\boldsymbol{D}} \\
& =\mathcal{G}^{(0)}(\omega)^{-1}-\Pi(\omega) \tag{H19}
\end{align*}
$$

where $\Pi(\omega)$ coincides with the one presented in $[25,26,46]$.
Now we derive the two phonons interacting Green's function $\chi(\omega)$, which is obtained by choosing $\mathcal{A}$ and $\mathcal{B}$ according to Eq. (66b). In this basis this means computing

$$
\chi(\omega)=\left[\begin{array}{lll}
\mathbf{0} & \boldsymbol{S} & \boldsymbol{S}
\end{array}\right] \cdot \mathcal{L}(\omega)^{-1} \cdot\left[\begin{array}{c}
\mathbf{0}  \tag{H20}\\
\boldsymbol{S} \\
\boldsymbol{S}
\end{array}\right]
$$

The perturbation $\mathcal{B}$ chosen [Eq. (66b)] leads to the following linearized equations of motion [see Eq. (H5)]

$$
\mathcal{L}(\omega) \cdot\left[\begin{array}{c}
\widetilde{\mathcal{R}}^{(1)}(\omega)  \tag{H21}\\
\widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{b}}^{(1)}(\omega)
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\boldsymbol{S} \\
\boldsymbol{S}
\end{array}\right] .
$$

Using the expression of $\mathcal{L}(\omega)$, Eq. (H6), we find that the first free parameter is related to the other two

$$
\begin{equation*}
\widetilde{\mathcal{R}}^{(1)}(\omega)=\mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}:\left(\widetilde{\boldsymbol{a}}^{(1)}(\omega)+\widetilde{\boldsymbol{b}}^{(1)}(\omega)\right) \tag{H22}
\end{equation*}
$$

So instead of having to invert the full $\mathcal{L}(\omega)$ we reduce Eq. (H20) to

$$
\chi(\omega)=[\boldsymbol{S}: \quad \boldsymbol{S}:]\left[\begin{array}{cc}
+\left(\chi_{-}^{(0)}(\omega)\right)^{-1}-\stackrel{(4)}{\boldsymbol{D}}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}} & -\stackrel{(4)}{\boldsymbol{D}}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot{ }^{(3)} \\
-\stackrel{(4)}{\boldsymbol{D}}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}} & -\left(\chi_{+}^{(0)}(\omega)\right)^{-1}-\stackrel{(4)}{\boldsymbol{D}}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}
\end{array}\right]^{-1}\left[\begin{array}{l}
: \boldsymbol{S} \\
: \boldsymbol{S}
\end{array}\right]
$$

$$
\begin{align*}
& =\left[\begin{array}{ll}
\boldsymbol{S}: & \boldsymbol{S}:
\end{array}\right]\left[\begin{array}{cc}
+\left(\chi_{-}^{(0)}(\omega)\right)^{-1}-\boldsymbol{\Sigma}(\omega) & -\boldsymbol{\Sigma}(\omega) \\
-\boldsymbol{\Sigma}(\omega) & -\left(\chi_{+}^{(0)}(\omega)\right)^{-1}-\boldsymbol{\Sigma}(\omega)
\end{array}\right]^{-1}\left[\begin{array}{l}
: \boldsymbol{S} \\
: \boldsymbol{S}
\end{array}\right] \\
& =-[\boldsymbol{S}: \quad \boldsymbol{S}:]\left[\begin{array}{cc}
+\mathbf{1}-\left(\chi_{-}^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right)^{-1} & \mathbf{1} \\
\mathbf{1} & \left(\chi_{+}^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right)^{-1}+\mathbf{1}
\end{array}\right]^{-1}\left[\begin{array}{c}
: \boldsymbol{\Sigma}(\omega)^{-1}: \boldsymbol{S} \\
: \mathbf{\Sigma}(\omega)^{-1}: \boldsymbol{S}
\end{array}\right] \tag{H23}
\end{align*}
$$

where we define the two-phonon self-energy $\boldsymbol{\Sigma}(\omega)$ as in Eq. (78),

$$
\begin{equation*}
\boldsymbol{\Sigma}(\omega)=\stackrel{(4)}{\boldsymbol{D}}+\stackrel{(3)}{\boldsymbol{D}} \cdot \boldsymbol{\mathcal { G }}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}} . \tag{H24}
\end{equation*}
$$

Again we can use Eq. (G5) to get the two-phonon interacting Green's function

$$
\begin{align*}
\chi(\omega) & =\boldsymbol{S}:\left[\mathbf{1}-\chi^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right]^{-1}: \chi^{(0)}(\omega): \mathbf{\Sigma}(\omega): \mathbf{\Sigma}^{-1}(\omega): \boldsymbol{S} \\
& =\left[\mathbf{1}-\chi^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right]^{-1}: \chi^{(0)}(\omega) \\
& =\chi^{(0)}(\omega):\left[\mathbf{1}-\mathbf{\Sigma}(\omega): \chi^{(0)}(\omega)\right]^{-1} \tag{H25}
\end{align*}
$$

proving Eq. (80).
The last Green's function to discuss is the one-two phonon $\Gamma(\omega)$ obtained setting $\mathcal{A}$ and $\mathcal{B}$ as in Eq. (66c),

$$
\boldsymbol{\Gamma}(\omega)=\left[\begin{array}{l}
\boldsymbol{\delta}  \tag{H26}\\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \cdot \mathcal{L}(\omega)^{-1} \cdot\left[\begin{array}{l}
\mathbf{0} \\
\boldsymbol{S} \\
\boldsymbol{S}
\end{array}\right]
$$

We simplify this inversion using again Eq. (H22). Now $\widetilde{\boldsymbol{a}}^{(1)}(\omega)+\widetilde{\boldsymbol{b}}^{(1)}(\omega)$ are found considering the reduced linear system extracted from Eq. (H21),

$$
\begin{align*}
& \boldsymbol{\Sigma}(\omega):\left[\begin{array}{cc}
+\left(\chi_{-}^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right)^{-1}-\mathbf{1} & -\mathbf{1} \\
-\mathbf{1} & -\left(\chi_{+}^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right)^{-1}-\mathbf{1}
\end{array}\right]\left[\begin{array}{l}
: \widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
: \widetilde{\boldsymbol{b}}^{(1)}(\omega)
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{S} \\
\boldsymbol{S}
\end{array}\right] \\
& {\left[\begin{array}{l}
\widetilde{\boldsymbol{a}}^{(1)}(\omega) \\
\widetilde{\boldsymbol{b}}^{(1)}(\omega)
\end{array}\right]=-\left[\begin{array}{cc}
\mathbf{1}-\left(\chi_{-}^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right)^{-1} & \mathbf{1} \\
\mathbf{1} & \mathbf{1}+\left(\chi_{+}^{(0)}(\omega): \mathbf{\Sigma}(\omega)\right)^{-1}
\end{array}\right]^{-1}\left[\begin{array}{l}
: \boldsymbol{\Sigma}^{-1}(\omega) \\
: \boldsymbol{\Sigma}^{-1}(\omega)
\end{array}\right] .} \tag{H27}
\end{align*}
$$

From Eq. (H27) we get the $\operatorname{sum} \widetilde{\boldsymbol{a}}^{(1)}(\omega)+\widetilde{\boldsymbol{b}}^{(1)}(\omega)$,

$$
\widetilde{\boldsymbol{a}}^{(1)}(\omega)+\widetilde{\boldsymbol{b}}^{(1)}(\omega)=-[\boldsymbol{S}: \quad \boldsymbol{S}:]\left[\begin{array}{cc}
\mathbf{1}-\left(\chi_{-}^{(0)}(\omega): \boldsymbol{\Sigma}(\omega)\right)^{-1} & \mathbf{1}  \tag{H28}\\
\mathbf{1} & \mathbf{1}+\left(\chi_{+}^{(0)}(\omega): \boldsymbol{\Sigma}(\omega)\right)^{-1}
\end{array}\right]^{-1}\left[\begin{array}{l}
: \boldsymbol{S}: \boldsymbol{\Sigma}^{-1}(\omega) \\
: \boldsymbol{S}: \boldsymbol{\Sigma}^{-1}(\omega)
\end{array}\right]
$$

Again Eq. (G5) comes in help so

$$
\begin{equation*}
\widetilde{\boldsymbol{a}}^{(1)}(\omega)+\widetilde{\boldsymbol{b}}^{(1)}(\omega)=\left[\mathbf{1}-\chi^{(0)}(\omega): \Sigma(\omega)\right]^{-1}: \chi^{(0)}(\omega): \Sigma(\omega): \boldsymbol{\Sigma}^{-1}(\omega)=\chi(\omega) \tag{H29}
\end{equation*}
$$

Since the response vector $\boldsymbol{r}$ is just $\left[\begin{array}{lll}\boldsymbol{\delta} & \mathbf{0} & \mathbf{0}\end{array}\right]$ the one-two phonon Green's function $\boldsymbol{\Gamma}(\omega)$ is given by $\boldsymbol{\mathcal { R }}^{(1)}(\omega)$ [see Eq. (H7)], so, with Eq. (H22), we end up with

$$
\begin{equation*}
\boldsymbol{\Gamma}(\omega)=\boldsymbol{\mathcal { R }}^{(1)}(\omega)=\mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \chi(\omega) \tag{H30}
\end{equation*}
$$

This proves Eq. (81).
We discuss also the three-phonon Green's function obtained with $\mathcal{A}$ and $\mathcal{B}$ as in Eq. (86),

$$
\begin{equation*}
\mathcal{A}=\delta \widetilde{R}_{\alpha}^{(0)} \delta \widetilde{R}_{\beta}^{(0)} \delta \widetilde{R}_{\gamma}^{(0)}, \quad \mathcal{B}=\delta \widetilde{R}_{\alpha^{\prime}}^{(0)} \delta \widetilde{R}_{\beta^{\prime}}^{(0)} \delta \widetilde{R}_{\gamma^{\prime}}^{(0)} \tag{H31}
\end{equation*}
$$

In this case we have

$$
\begin{equation*}
\left\langle\frac{\partial^{2} \mathcal{A}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}=\left\langle\frac{\partial^{2} \mathcal{B}}{\partial \widetilde{\boldsymbol{R}} \partial \widetilde{\boldsymbol{R}}}\right\rangle_{(0)}=\mathbf{0} \tag{H32}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle\frac{\partial \mathcal{A}}{\partial \widetilde{R}_{\mu}}\right\rangle_{(0)}=\delta_{\mu \alpha}\left(\widetilde{\alpha}^{(0)-1}\right)_{\beta \gamma}+\delta_{\mu \beta}\left(\widetilde{\alpha}^{(0)-1}\right)_{\alpha \gamma}+\delta_{\mu \gamma}\left(\widetilde{\alpha}^{(0)-1}\right)_{\alpha \beta} \tag{H33}
\end{equation*}
$$

so only the first entries of $\boldsymbol{r}^{\prime}$ and $\boldsymbol{p}^{\prime}$ are nonzero. The response calculation is formally identical to the one-phonon interacting Green's function one Eq. (H17). Using, Eq. (H8), we get the three-phonon propagator

$$
\begin{align*}
\chi_{3 \mathrm{ph}}(\omega)= & \sum_{\mu \nu=1}^{3 N}\left(\delta_{\mu \alpha}\left(\widetilde{\alpha}^{(0)-1}\right)_{\beta \gamma}+\delta_{\mu \beta}\left(\widetilde{\alpha}^{(0)-1}\right)_{\alpha \gamma}\right. \\
& \left.+\delta_{\mu \gamma}\left(\widetilde{\alpha}^{(0)-1}\right)_{\alpha \beta}\right) \mathcal{G}(\omega)_{\mu \nu}\left(\delta_{\nu \alpha^{\prime}}\left(\widetilde{\alpha}^{(0)-1}\right)_{\beta^{\prime} \gamma^{\prime}}\right. \\
& \left.+\delta_{\nu \beta^{\prime}}\left(\widetilde{\alpha}^{(0)-1}\right)_{\alpha^{\prime} \gamma^{\prime}}+\delta_{\nu \gamma^{\prime}}\left(\widetilde{\alpha}^{(0)-1}\right)_{\alpha^{\prime} \beta^{\prime}}\right) \tag{H34}
\end{align*}
$$

The diagrammatic interpretation is straightforward once we use Eq. (39). The three-phonon response is

$$
\chi_{3 \mathrm{ph}}(\omega)=\mathcal{G}^{(0)}\left(t=0^{-}\right)_{\beta \gamma} \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\beta^{\prime} \gamma^{\prime}} \mathcal{G}(\omega)_{\alpha \alpha^{\prime}}
$$

+ permutations of $(\alpha \beta \gamma)$ and ( $\alpha^{\prime} \beta^{\prime} \gamma^{\prime}$ ) separately.

This proves the diagrammatic expression of Fig. 6.
In closing, we present the proof of Eqs. (82). The Dyson equations for the one- and two-phonon Green's functions in TDSCHA are, respectively,

$$
\begin{equation*}
\mathcal{G}(\omega)^{-1}=\mathcal{G}^{(0)}(\omega)^{-1}-\stackrel{\left(\stackrel{(3)}{\boldsymbol{D}}:\left(\mathbf{1}-\boldsymbol{\chi}^{(0)}(\omega): \stackrel{(4)}{\boldsymbol{D}}\right)^{-1}: \chi^{(0)}(\omega): \stackrel{(3)}{\boldsymbol{D}}\right) .}{()^{(0)}} \tag{H36}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi(\omega)^{-1}=\chi^{(0)}(\omega)^{-1}-\stackrel{(4)}{\boldsymbol{D}}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}} . \tag{H37}
\end{equation*}
$$

We rewrite the above definitions using the partially screened two-phonon propagator, defined as

$$
\begin{equation*}
\boldsymbol{\Theta}(\omega)^{-1}=\boldsymbol{\chi}^{(0)}(\omega)^{-1}-\stackrel{(4)}{\boldsymbol{D}} \tag{H38}
\end{equation*}
$$

One sees immediately that the full two-phonon propagator is

$$
\begin{equation*}
\chi(\omega)^{-1}=\boldsymbol{\Theta}(\omega)^{-1}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}} \tag{H39}
\end{equation*}
$$

and that the one-phonon propagator is

$$
\begin{align*}
\mathcal{G}(\omega)^{-1} & =\mathcal{G}^{(0)}(\omega)^{-1}-\stackrel{(3)}{\boldsymbol{D}}:\left(\chi^{(0)}(\omega)^{-1}-\stackrel{(4)}{\boldsymbol{D}}\right)^{-1}: \stackrel{(3)}{\boldsymbol{D}} \\
& =\mathcal{G}^{(0)}(\omega)^{-1}-\stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega): \stackrel{(3)}{\boldsymbol{D}} . \tag{H40}
\end{align*}
$$

Below we show that the two-phonon propagator Eq. (H39) is given by

$$
\begin{equation*}
\boldsymbol{\chi}(\omega)=\boldsymbol{\Theta}(\omega)+\boldsymbol{\Theta}(\omega): \stackrel{(3)}{\boldsymbol{D}} \cdot \boldsymbol{\mathcal { G }}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega) \tag{H41}
\end{equation*}
$$

We express the one-phonon propagator as

$$
\begin{align*}
\mathcal{G}(\omega) & =\left(\mathcal{G}^{(0)}(\omega)^{-1}-\stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega): \stackrel{(3)}{\boldsymbol{D}}\right)^{-1} \\
& =\left\{\stackrel{(3)}{\boldsymbol{D}}:\left[\left({ }^{(3)} \cdot \boldsymbol{D} \cdot \boldsymbol{\mathcal { G }}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}\right)^{-1}-\boldsymbol{\Theta}(\omega)\right]: \stackrel{(3)}{\boldsymbol{D}}\right\}^{-1} \tag{H42}
\end{align*}
$$

and plugging the latter expression in Eq. (H41) we get

$$
\begin{align*}
\chi(\omega) & =\boldsymbol{\Theta}(\omega)+\boldsymbol{\Theta}(\omega):\left[\left(\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}\right)^{-1}-\boldsymbol{\Theta}(\omega)\right]^{-1}: \boldsymbol{\Theta}(\omega)  \tag{H43a}\\
& =\boldsymbol{\Theta}(\omega)+\boldsymbol{\Theta}(\omega):\left(\mathbf{1}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega)\right)^{-1}: \stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega)  \tag{H43b}\\
& =\boldsymbol{\Theta}(\omega)+\left(\boldsymbol{\Theta}(\omega)^{-1}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}\right)^{-1}: \stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega)  \tag{H43c}\\
& =\boldsymbol{\Theta}(\omega)+\chi(\omega): \stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega) . \tag{H43d}
\end{align*}
$$

Now moving the last term on the left-hand side and inverting we get

$$
\begin{align*}
& \chi(\omega):\left(\mathbf{1}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega)\right)=\boldsymbol{\Theta}(\omega),  \tag{H44a}\\
& \chi(\omega)=\boldsymbol{\Theta}(\omega):\left(\mathbf{1}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}: \boldsymbol{\Theta}(\omega)\right)^{-1} \\
& \quad=\left(\boldsymbol{\Theta}(\omega)^{-1}-\stackrel{(3)}{\boldsymbol{D}} \cdot \boldsymbol{\mathcal { G }}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}\right)^{-1}, \tag{H44b}
\end{align*}
$$

and finally, we recover the standard expression for the twophonon propagator

$$
\begin{equation*}
\chi(\omega)=\left(\chi^{(0)}(\omega)^{-1}-\stackrel{(4)}{\boldsymbol{D}}-\stackrel{(3)}{\boldsymbol{D}} \cdot \mathcal{G}^{(0)}(\omega) \cdot \stackrel{(3)}{\boldsymbol{D}}\right)^{-1}, \tag{H45}
\end{equation*}
$$

which proves that Eq. (H39) and (H41) are equivalent expressions of the anharmonic two-phonon propagator.

## APPENDIX I: SCATTERING VERTICES

In this Appendix, we present the diagrammatic expression of the scattering vertices in TDSCHA, Eqs. (62) and (63). We
consider first the three-phonon term Eq. (62) since the same holds for Eq. (63).

We average the third derivative of the BO potential on the equilibrium SCHA distribution $\widetilde{\rho}^{(0)}(\boldsymbol{R})$ [see Eq. (B7)],

$$
\begin{equation*}
\stackrel{(3)}{D}_{i j k}=\int d \boldsymbol{R} \widetilde{\rho}^{(0)}(\boldsymbol{R}) \frac{\partial^{3} V^{(\mathrm{BO})}(\boldsymbol{R})}{\partial \widetilde{R}_{i} \partial \widetilde{R}_{j} \partial \widetilde{R}_{k}} \tag{I1}
\end{equation*}
$$

Starting from Eq. (I1) we perform the change of variables $\widetilde{u}_{a}=\widetilde{R}_{a}-\widetilde{\mathcal{R}}_{a}^{(0)}$ and we expand in $\boldsymbol{u}$,

$$
\begin{equation*}
\stackrel{(3)}{D}_{i j k}=\int d \boldsymbol{u} \widetilde{\rho}^{(0)}(\boldsymbol{u})\left[\sum_{n=0}^{+\infty} \frac{1}{n!} \sum_{a_{1} . . a_{n}} \stackrel{(3+n)}{(0)}_{i j k a_{1} . . a_{n}} \widetilde{u}_{a_{1}} \ldots \widetilde{u}_{a_{n}}\right] \tag{I2}
\end{equation*}
$$

where $\boldsymbol{D}^{(0)}$ is defined in Eq. (65). Note that $\boldsymbol{D}^{(n)}$ differs in general from $\stackrel{(n)}{\boldsymbol{d}}$, see Eq. (34), since the minimum of the Born-Oppenheimer potential $\boldsymbol{\mathcal { R }}_{\mathrm{BO}}$ does not coincide with the SCHA centroid $\boldsymbol{\mathcal { R }}^{(0)}$.

Only even terms in Eq. (I2) are nonzero,

$$
\begin{align*}
\stackrel{(3)}{D}_{i j k} & =\sum_{n=0}^{+\infty} \frac{1}{(2 n)!} \sum_{a_{1} . . a_{2 n}}{\stackrel{(3+2 n)}{D^{(0)}}}_{i j k a_{1} . . a_{2 n}}\left\langle\widetilde{u}_{a_{1}} \ldots \tilde{u}_{a_{2 n}}\right\rangle_{(0)} \\
& =\sum_{n=0}^{+\infty} \frac{1}{(2 n)!} \sum_{a_{1} . . a_{2 n}}{\stackrel{(3+2 n)}{D^{(0)}}}_{i j k a_{1} . . a_{2 n}} \sum_{P} P\left[\left(\widetilde{\alpha}^{(0)-1}\right)_{a_{1} a_{2}} \ldots\left(\widetilde{\alpha}^{(0)-1}\right)_{a_{2 n-1} a_{2 n}}\right] \\
& \left.=\sum_{n=0}^{+\infty} \frac{1}{2^{n} n!} \sum_{a_{1} . . a_{2 n}}{\stackrel{(3+2 n)}{D^{(0)}}}_{i j k a_{1} . . . a_{2 n}}\left(\widetilde{\alpha}^{(0)-1}\right)_{a_{1} a_{2} \ldots\left(\widetilde{\alpha}^{(0)-1}\right.}\right)_{a_{2 n-1} a_{2 n}} \tag{I3}
\end{align*}
$$

where $P$ denotes the permutations of the indices according to the Wick theorem. In the last line, we use the symmetry properties of the anharmonic vertices and the fact that the number of contractions for a $2 n$ multivariate Gaussian expectation value is $(2 n-1)!!$, where !! is the double factorial. In polarization the final result is

$$
\begin{equation*}
\stackrel{(3)}{D}_{\mu \nu \phi}=\sum_{n=0}^{+\infty} \frac{(-1)^{n}}{2^{n} n!} \sum_{\alpha_{1} . . \alpha_{2 n}}{\stackrel{(3+2 n)}{D^{(0)}}}_{\mu \nu \phi \alpha_{1} . . \alpha_{2 n}}^{\mathcal{G}^{(0)}\left(t=0^{-}\right)_{\alpha_{1} \alpha_{2} \ldots} \ldots \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\alpha_{2 n-1} \alpha_{2 n}}}, \tag{I4}
\end{equation*}
$$

where we use $\widetilde{\boldsymbol{\alpha}}^{(0)-1}=\langle\delta \widetilde{\boldsymbol{R}} \delta \widetilde{\boldsymbol{R}}\rangle_{(0)}$, see Eqs. (B8) and (39). The same holds for the fourth-order scattering vertex

$$
\begin{equation*}
\stackrel{(4)}{D}_{\mu \nu \phi \psi}=\sum_{n=0}^{+\infty} \frac{(-1)^{n}}{2^{n} n!} \sum_{\alpha_{1} . . \alpha_{2 n}}{\stackrel{(4+2 n)}{D^{(0)}}}_{\mu \nu \phi \psi \alpha_{1} . . \alpha_{2 n}}^{\underbrace{\mathcal{G}^{(0)}}\left(t=0^{-}\right)_{\alpha_{1} \alpha_{2} \ldots} \ldots \mathcal{G}^{(0)}\left(t=0^{-}\right)_{\alpha_{2 n-1} \alpha_{2 n}}} . \tag{I5}
\end{equation*}
$$

Equations (I4) and (I5) give a diagrammatic expression for the TDSCHA scattering vertices, see Fig. 3.

## APPENDIX J: MOMENTUM GREEN'S FUNCTION

In this Appendix, we discuss the momentum Green's function using the many-body formalism for bosons. The interacting Green's function with imaginary time $\tau \in[-\beta,+\beta]$ ( $\beta^{-1}=k_{b} T$ with $k_{b}$ the Boltzmann constant) is defined as

$$
\begin{equation*}
G^{A B}(\tau)=-\left\langle T_{\tau}(\hat{S}(\beta, 0) \hat{A}(\tau) \hat{B}(0))\right\rangle_{0} \tag{J1}
\end{equation*}
$$

where only the connected diagrams are included. The average $\langle\ldots\rangle_{0}$ is performed on the harmonic system defined by

$$
\begin{equation*}
\hat{H}_{\mathrm{harm}}=\sum_{\mu=1}^{3 N} \hbar \Omega_{\mu}\left(\hat{a}_{\mu}^{\dagger} \hat{a}_{\mu}+\frac{1}{2}\right) \tag{J2}
\end{equation*}
$$

where $\left\{\Omega_{\mu}^{2}\right\}$ are the harmonic frequencies, i.e., the poles of the harmonic propagator Eq. (30). The scattering matrix is

$$
\begin{equation*}
\hat{S}(\tau)=\hat{S}(\tau, 0)=T_{\tau} e^{-\int_{0}^{\tau} d \tau^{\prime} \hat{H}_{\mathrm{anh}}\left(\tau^{\prime}\right)} \tag{J3}
\end{equation*}
$$

here $\hat{H}_{\text {anh }}(\tau)$ is the anharmonic part of the BO energy surface in the interacting picture. The Matsubara transform is

$$
\begin{equation*}
G^{A B}\left(i \Omega_{n}\right)=\frac{1}{2} \int_{-\beta}^{+\beta} d \tau e^{i \Omega_{n} \tau} G^{A B}(\tau) \tag{J4}
\end{equation*}
$$

with $\Omega_{n}=\frac{2 \pi n}{\beta}$ with $n$ integer.
First, we define the harmonic (noninteracting) Green's function for position and momentum. In the harmonic polarization basis we have

$$
\begin{align*}
\delta \hat{\widetilde{R}}(\tau)_{\mu} & =\hat{\widetilde{R}}(\tau)_{\mu}-\widetilde{\mathcal{R}}_{\mu}=\sqrt{\frac{\hbar}{2 \Omega_{\mu}}}\left[\hat{a}(\tau)_{\mu}+\hat{a}^{\dagger}(\tau)_{\mu}\right] \\
\hat{\widetilde{P}}(\tau)_{\mu} & =-i \sqrt{\frac{\hbar \Omega_{\mu}}{2}}\left[\hat{a}(\tau)_{\mu}-\hat{a}^{\dagger}(\tau)_{\mu}\right] \tag{J5}
\end{align*}
$$

The Green's functions in Matsubara frequencies are

$$
\begin{align*}
G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right) & =\delta_{\mu \nu} \frac{\hbar^{2}}{\left(i \Omega_{n}\right)^{2}-\left(\hbar \Omega_{\mu}\right)^{2}},  \tag{J6a}\\
G^{(0)}{ }_{\mu \nu}^{P P}\left(i \Omega_{n}\right) & =\delta_{\mu \nu} \Omega_{\mu}^{2} G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right),  \tag{J6b}\\
G^{(0)}{ }_{\mu \nu}^{P R}\left(i \Omega_{n}\right) & =i \delta_{\mu \nu} \hbar \frac{i \Omega_{n}}{\left(i \Omega_{n}\right)^{2}-\left(\hbar \Omega_{\mu}\right)^{2}} \\
& =\frac{i}{\hbar}\left(i \Omega_{n}\right) G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right),  \tag{J6c}\\
G^{(0)}{ }_{\mu \nu}^{R P}\left(i \Omega_{n}\right) & =G^{(0)}{ }_{\mu \nu}^{P R}\left(-i \Omega_{n}\right)=-\frac{i}{\hbar}\left(i \Omega_{n}\right) G^{(0)^{R R}}\left(i \Omega_{n}\right) . \tag{J6d}
\end{align*}
$$

Note that the analytical continuation of $G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right)$ gives

$$
\begin{equation*}
G^{(0)}{ }_{\mu \nu}^{R}\left(i \Omega_{n} \rightarrow \hbar \omega+i 0^{+}\right)=\frac{\delta_{\mu \nu}}{\left(\omega+i 0^{+}\right)^{2}-\Omega_{\mu}^{2}} \tag{J7}
\end{equation*}
$$

which coincides with our definition of harmonic free propagators, see Eq. (30). The interacting momentum Green's function is

$$
\begin{align*}
G_{\mu \nu}^{P P}(\tau) & =-\left\langle T_{\tau}\left(\hat{S}(\beta, 0) \hat{\widetilde{P}}(\tau)_{\mu} \hat{\widetilde{P}}(0)_{v}\right)\right\rangle_{0} \\
& =G^{(0)^{P P}}(\tau)-\left\langle T_{\tau}\left(\hat{S}_{\mathrm{anh}}(\beta, 0) \hat{\widetilde{P}}(\tau)_{\mu} \hat{\widetilde{P}}(0)_{v}\right)\right\rangle_{0} \tag{J8}
\end{align*}
$$

where $\hat{S}_{\text {anh }}(\beta, 0)=\hat{S}(\beta, 0)-\hat{1}$. The anharmonic correction is proportional to terms like

$$
\begin{equation*}
\int_{0}^{\beta} d \tau_{1} . . \int_{0}^{\beta} d \tau_{m}\left\langle T_{\tau}\left(\hat{\tilde{P}}(\tau)_{\mu} \hat{\tilde{R}}\left(\tau_{1}\right)_{\alpha_{1}} \hat{\tilde{R}}\left(\tau_{1}\right)_{\alpha_{2}} \ldots \hat{\tilde{R}}\left(\tau_{m}\right)_{\alpha_{m}} \hat{\tilde{P}}_{\nu}(0)\right)\right\rangle_{0} \tag{J9}
\end{equation*}
$$

where all the indices, except for $\mu \nu$, will be contracted with anharmonic vertices contained in the full BO energy surface.

Equation (J9) is computed using the Wick theorem and contains terms that have the following form:

$$
\begin{align*}
& \int_{0}^{\beta} d \tau_{1} . . \int_{0}^{\beta} d \tau_{m}\left\langle T_{\tau}\left(\hat{\tilde{P}}(\tau)_{\mu} \hat{\tilde{R}}\left(\tau_{1}\right)_{\alpha_{1}}\right)\right\rangle_{0}\left\langle T_{\tau}\left(\hat{\tilde{R}}\left(\tau_{1}\right)_{\alpha_{2}} \hat{\tilde{R}}\left(\tau_{2}\right)_{\alpha_{3}}\right)\right\rangle_{0} \\
& \left.\quad \ldots . T_{\tau}\left(\hat{\tilde{R}}\left(\tau_{m}\right)_{\alpha_{m}} \hat{\tilde{P}}(0)_{\nu}\right)\right\rangle_{0} \\
& =\int_{0}^{\beta} d \tau_{1} . . \int_{0}^{\beta} d \tau_{m} G^{(0)}{ }_{\mu \alpha_{1}}\left(\tau-\tau_{1}\right) \\
& \quad \times G_{\alpha_{2} \alpha_{3}}^{(0)^{R R}}\left(\tau_{1}-\tau_{2}\right) \ldots G^{(0) R P P}{ }_{\alpha_{m} \nu}\left(\tau_{m}\right) . \tag{J10}
\end{align*}
$$

When doing the contraction of the momentum variables we use $G^{(0)}{ }_{\mu \nu}^{P R}(\tau)=G^{(0)}{ }_{\mu \nu}^{R P}(-\tau)$ and we take into account the multiplicity of the diagrams, which cancels the $n$ ! coming from the scattering matrix.

Knowing that the Matsubara frequencies are conserved in all the diagrams and the relation between $G^{(0)}{ }_{\mu \nu}^{R P / P R}\left(i \Omega_{n}\right)$ and $G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right)$ [Eq. (J6)], Eq. (J10) becomes simply proportional to the anharmonic correction of the one-phonon Green's function,

$$
\begin{align*}
& G_{\mu \alpha_{1}}^{(0) P R}\left(i \Omega_{n}\right) \pi\left(i \Omega_{n}\right)_{\alpha_{1} . . \alpha_{m}} G_{\alpha_{m} \nu}^{(0) R P}\left(i \Omega_{n}\right) \\
& \quad=\left(i \Omega_{n}\right)^{2} G^{(0)}{ }_{\mu \alpha_{1}}^{R R}\left(i \Omega_{n}\right) \pi\left(i \Omega_{n}\right)_{\alpha_{1} . . \alpha_{m}} G^{(0)_{\alpha_{m} \nu}^{R R}}\left(i \Omega_{n}\right) \tag{J11}
\end{align*}
$$

where $\pi\left(i \Omega_{n}\right)_{\alpha_{1} . . \alpha_{m}}$ is the Matsubara transform of the terms that contain only products of $G^{(0)}{ }_{\alpha_{i} \alpha_{j}}^{R R}\left(\tau_{i}-\tau_{j}\right)$ in Eq. (J10).

In the end, using Eqs. (J6c) and (J6d), we get the following result for the interacting momentum Green's function:

$$
\begin{align*}
G_{\mu \nu}^{P P}\left(i \Omega_{n}\right)= & G^{(0)}{ }_{\mu \nu}^{P P}\left(i \Omega_{n}\right)+\frac{\left(i \Omega_{n}\right)^{2}}{\hbar^{2}}\left[G_{\mu \nu}^{R R}\left(i \Omega_{n}\right)-G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right)\right] \\
= & \omega_{\mu}^{2} G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right) \\
& +\frac{\left(i \Omega_{n}\right)^{2}}{\hbar^{2}}\left[G_{\mu \nu}^{R R}\left(i \Omega_{n}\right)-G^{(0)}{ }_{\mu \nu}^{R R}\left(i \Omega_{n}\right)\right] \\
= & -\delta_{\mu \nu}+\frac{\left(i \Omega_{n}\right)^{2}}{\hbar^{2}} G_{\mu \nu}^{R R}\left(i \Omega_{n}\right) . \tag{J12}
\end{align*}
$$

Performing the analytical continuation $i \Omega_{n} \rightarrow \hbar \omega+i 0^{+}$and using the TDSCHA one-phonon Green's function, Eq. (74), we prove Eq. (85).

## APPENDIX K: PREPARE IR/RAMAN SPECTRA CALCULATION

To compute IR spectra we need Eqs. (91) and (92) in polarization basis Eq. (27). The first component of the response/perturbation vector is the one-phonon vertex and contains equilibrium averages of the effective charges

$$
\begin{equation*}
\bar{Z}_{\mu, a \alpha}=\left\langle\frac{\partial \mathrm{p}_{\mu}(\boldsymbol{R})}{\partial R_{a \alpha}}\right\rangle_{(0)}=\left\langle Z^{*}(\boldsymbol{R})_{\mu, a \alpha}\right\rangle_{(0)} \tag{K1}
\end{equation*}
$$

where $\mu$ indicates the direction of the electric field, $R_{a, \alpha}$ is the position of atom $a$ along the $\alpha$ coordinate, and $\boldsymbol{Z}^{*}(\boldsymbol{R})$ is the effective charges tensor for a given configuration $\boldsymbol{R}$. The second and third components of the response/perturbation vector contain the two-phonon vertex, i.e., first derivatives of
the effective charges. Integration by parts leads to

$$
\begin{align*}
\overline{\bar{Z}}_{\mu, a \alpha, b \beta}= & \left\langle\frac{\partial^{2} \mathrm{p}_{\mu}(\boldsymbol{R})}{\partial R_{a \alpha} \partial R_{b \beta}}\right\rangle_{(0)} \\
= & \sum_{c=1}^{N} \sum_{\gamma=1}^{3} \alpha_{b \beta, c \gamma}^{(0)}\left\langle\delta R _ { c \gamma } ^ { ( 0 ) } \left( Z^{*}(\boldsymbol{R})_{\mu, a \alpha}\right.\right. \\
& \left.\left.-Z^{*}\left(\boldsymbol{\mathcal { R }}^{(0)}\right)_{\mu, a \alpha}\right)\right\rangle_{(0)} . \tag{K2}
\end{align*}
$$

We subtract the equilibrium effective charges to reduce the noise in the average.

To compute Raman spectra we need Eqs. (94) and (95). The first component of the response/perturbation vector contains equilibrium averages of the Raman tensor, which give one-phonon processes

$$
\begin{equation*}
\bar{\Xi}_{\mu, v, a \alpha}=\left\langle\frac{\partial \alpha(\boldsymbol{R})_{\mu v}}{\partial R_{a \alpha}}\right\rangle_{(0)}=\left\langle\boldsymbol{\Xi}(\boldsymbol{R})_{\mu v, a \alpha}\right\rangle_{(0)} \tag{K3}
\end{equation*}
$$

where $\mu \nu$ indicates the photon polarization and $\boldsymbol{\Xi}(\boldsymbol{R})$ is the Raman tensor for a configurations $\boldsymbol{R}$. The two-phonon channel depends on the Raman tensor first derivatives and using integration by parts we have

$$
\begin{align*}
\overline{\bar{\Xi}}_{\mu, v, a \alpha, b \beta}= & \left\langle\frac{\partial^{2} \alpha(\boldsymbol{R})_{\mu \nu}}{\partial R_{a \alpha} \partial R_{b \beta}}\right\rangle_{(0)} \\
= & \sum_{c=1}^{N} \sum_{\gamma=1}^{3} \alpha_{b \beta, c \gamma}^{(0)}\langle
\end{align*} \quad \delta R_{c \gamma}^{(0)}\left(\Xi(\boldsymbol{R})_{\mu, v, a \alpha}\right)
$$

So to prepare the response and perturbation vector $\boldsymbol{r}$ and $\boldsymbol{p}$ we can use a stochastic approach as in [42] since all the averages have to be done on the equilibrium ensemble.

We can enforce symmetries both for effective charges/ Raman tensors and for their second-order counterparts. To symmetrize $\overline{\boldsymbol{Z}}$ we note that the dipole $\boldsymbol{p}$ is related to the effective charge

$$
\begin{equation*}
p_{\mu}=\sum_{a=1}^{N} \sum_{\alpha=1}^{3} \bar{Z}_{\mu, a \alpha} u_{a \alpha} \tag{K5}
\end{equation*}
$$

where $u_{a \alpha}$ is a displacement of atom $a$ in the direction $\alpha$. If we apply a symmetry on $\boldsymbol{u}$ (defined in the supercell), the dipole will change according to the symmetry $\sigma$ ( $3 \times 3$ unitary matrix),

$$
\begin{equation*}
\sum_{\nu=1}^{3} \sigma_{\mu \nu} p_{v}=\sum_{a b=1}^{N} \sum_{\alpha \beta=1}^{3} \bar{Z}_{\mu, a \alpha} S_{a \alpha, b \beta}^{\sigma} u_{b \beta} \tag{K6}
\end{equation*}
$$

where $\boldsymbol{S}^{\sigma}(3 N \times 3 N$ matrix) is the symmetry operation associated with $\sigma$ in the supercell

$$
\begin{equation*}
S_{a \alpha, b \beta}^{\sigma}=\sigma_{\alpha \beta} \delta_{a \sigma(b)} \tag{K7}
\end{equation*}
$$

$j=\sigma(i)$ indicates that the symmetry $\sigma$ maps $i$ into $j$. So using Eq. (K6) we get

$$
\begin{equation*}
\bar{Z}_{\mu^{\prime}, a \alpha^{\prime}}=\frac{1}{N_{\mathrm{s}}} \sum_{\sigma=1}^{N_{\mathrm{s}}} \sum_{\mu \alpha=1}^{3}\left(\sigma_{\mu^{\prime} \mu}^{\dagger} \bar{Z}_{\mu, \sigma(a) \alpha} \sigma_{\alpha \alpha^{\prime}}\right) \tag{K8}
\end{equation*}
$$

where $N_{\mathrm{s}}$ is the number of symmetries. The symmetries for the second-order dipole moment are extracted noting that

$$
\begin{equation*}
P_{\mu}=\sum_{a b=1}^{N} \sum_{\alpha \beta=1}^{3} \overline{\bar{Z}}_{\mu, a \alpha, b \beta} u_{a \alpha} u_{b \beta} \tag{K9}
\end{equation*}
$$

Since we know how the effective charges transform under a symmetry operation we can symmetrize $\overline{\bar{Z}}$,

$$
\begin{equation*}
\overline{\bar{Z}}_{\nu^{\prime}, a \alpha^{\prime}, b \beta^{\prime}}=\frac{1}{N_{\mathrm{s}}} \sum_{\sigma=1}^{N_{\mathrm{s}}} \sum_{v=1}^{3} \sum_{\alpha \beta=1}^{3}\left(\sigma_{\nu^{\prime} \nu}^{\dagger} \overline{\bar{Z}}_{v, \sigma(a) \alpha, \sigma(b) \beta} \sigma_{\alpha \alpha^{\prime}} \sigma_{\beta \beta^{\prime}}\right) . \tag{K10}
\end{equation*}
$$

We do the same for the Raman tensors. Similarly to what we do before, the polarizability $\boldsymbol{\alpha}$ is related to the Raman
tensors

$$
\begin{align*}
& \alpha_{\mu, \nu}=\sum_{a=1}^{N} \sum_{\alpha=1}^{3} \bar{\Xi}_{\mu, v, a \alpha} u_{a, \alpha}, \\
& \alpha_{\mu, \nu}=\sum_{a b=1}^{N} \sum_{\alpha \beta=1}^{3} \overline{\bar{\Xi}}_{\mu, \nu, a \alpha, b \beta} u_{a, \alpha} u_{b, \beta} \tag{K11}
\end{align*}
$$

and we end up with the rules to symmetrize the averages of Raman tensors

$$
\begin{aligned}
& \bar{\Xi}_{\chi, \phi, m \mu^{\prime}}=\frac{1}{N_{\mathrm{s}}} \sum_{\sigma=1}^{N_{\mathrm{s}}}\left(\sum_{\alpha \beta \nu^{\prime}=1}^{3} \sigma_{\chi \alpha} \sigma_{\phi \beta} \bar{\Xi}_{\alpha, \beta, \sigma(m), \nu^{\prime}} \sigma_{\nu^{\prime} \mu^{\prime}}\right), \\
& \overline{\bar{\Xi}}_{\chi, \phi, p \pi, r \rho}=\frac{1}{N_{\mathrm{s}}} \sum_{\sigma=1}^{N_{\mathrm{s}}}\left(\sum_{\alpha \beta \mu \nu=1}^{3} \sigma_{\chi \alpha} \sigma_{\phi \beta} \overline{\bar{\Xi}}_{\alpha, \beta, \sigma(p), \mu, \sigma(r), \nu} \sigma_{\nu \rho} \sigma_{\mu \pi}\right) .
\end{aligned}
$$
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