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Taira Giordani, Nicolò Spagnolo, Andrea Crespi, Roberto Osellame, Fabio Sciarrino.
Adv. Photon. Nexus 2(1), 016007 (2023) [3]. (Chapter 4)

Experimental multiparameter quantum metrology in adaptive regime.
Mauro Valeri, Valeria Cimini, Simone Piacentini, Francesco Ceccarelli, Emanuele
Polino, Francesco Hoch, Gabriele Bizzarri, Giacomo Corrielli, Nicolò Spagnolo,
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3

Introduction

Quantum information is a branch of science that embraces different fields, from
physics to engineering passing mathematics and computer science, and has the aim
of investigating the limits of quantum theory and how can be used to engineer new
technologies. In analogy to the classical counterpart, quantum information has been
paired with quantum computation which aims, on the one hand, to understand
how to study and simulate quantum theory through computers and on the other
hand, to understand how quantum theory can be used to improve current computing
technologies. In this context, it has already been theoretically demonstrated how a
quantum computer, exploiting the superposition of states and entanglement, can
solve problems that are currently too complex for a classical computer such as, for
example, the factorization of a number into primes.

In this context, optics, and more specifically photonics, from the very beginning
has appeared as one of the most suitable platforms for experimentally testing new
theories and algorithms. Indeed, photons have many degrees of freedom that can
be used to encode information, such as path, polarization, angular momentum and
arrival time. Also, many of the devices and techniques needed to manipulate them
are already well-known and relatively easy to acquire as they coincide in most cases
with those used for classical optics. Also, due to the low interaction between the
photons and the environment, they can be transmitted over long distances without
losing the encoded information and substantially represent one of the best candidates
as information carriers for quantum communication protocols. Furthermore, in the
last decade, integrated optical circuits are becoming increasingly popular, allowing
the realization of more complex and stable reconfigurable interferometers that can
be used in a wide range of problems on both the computation and information sides.
One of the most famous applications of optics and integrated photonics to quantum
computation is the Boson sampling problem, which has been proposed as one of the
candidates for proving quantum advantage. It uses indistinguishable photons and
a reconfigurable optical integrated circuit to generate samples from a distribution
that is computationally impossible for a classical computer. In recent years claims
of quantum advantages based on the implementation of a Boson sampler have been
made [7, 8] but the effective achievement of the quantum advantage is still a matter
of debate.

This thesis work aims to study integrated photonics from two perspectives:
on the other hand, the design of new photonic devices and, on the other, the
development of new algorithms in which it can be used. One of the main objectives
of integrated optics is to implement a reconfigurable universal interferometer, which
is a device capable of reproducing a generic unitary transformation that can be
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changed through external controllers. In the literature, there are some proven
universal geometries [9] and experimental implementations of reconfigurable chips [10];
however these geometries have scalability problems for a high number of modes
of the interferometer, in particular, the resulting interferometer is of significant
size with a consequent increase in losses. In this thesis work, we theoretically and
experimentally investigated the possibility of using three-dimensional geometries,
already used previously for small interferometers [11], as a universal geometry
with the possibility to build random unitary matrices distributed according to the
invariant Haar distribution (that are the natural flat distribution on the space of
unitary matrices) and the potential use of a chip with this type of geometry for the
implementation of a Boson sampling experiment. We show the first implementation of
a unitary matrix via a continuous-coupled three-dimensional reconfigurable photonic
chip with 32 modes where the waveguides are arranged according to a triangular
lattice and the reconfigurability is achieved by sixteen resistive heaters placed on
the surface of the chip. With this device, we demonstrate the possibility to perform
several Boson sampling experiments with three and four photons using different
unitary matrices extracted from a distribution close to the haar-invariant one. Two
new protocols were also developed and tested to characterize the unitary evolution
implemented by the photonic chip. The first one is based on the use of classical
light and second-order correlation measurements. This has several advantages over
existing techniques as will be explained later in this thesis. The second one is specific
to chips implementing a planar rectangular geometry first proposed by Clements et
al. [9]. Despite their widespread use in the literature, a procedure for characterizing
them has not yet been presented.

In addition to the integrated platforms, it is also necessary to develop the software
counterpart. Indeed to have an effective quantum advantage is not sufficient to
translate the algorithm in the quantum domain but sometimes it is necessary a
completely new formulation of the problem. In this context, there are algorithms
that do not have an immediate application but that solve problems sufficiently
general to be useful as components of larger algorithms. Recently, a new routine
called Bernoulli factory has been brought to attention. A classical Bernoulli factory,
associated with a function f(x), is an algorithm that accepts in input a series of
independent variables distributed according to a Bernoulli distribution of parameter
p unknown and generates a new sequence of random variables distributed according
to a Bernoulli distribution of parameter f(p). The existence criteria [12] and various
algorithms to implement a classic Bernoulli factory [13–16] have been demonstrated
in the literature. Later, first in an article published in 2015 by Dale et al. [17] and
then in one of 2018 by Jiaqing et al. [18] two quantum extensions of the problem
were proposed in which the input (in both works) and the output (only in the
second work) are replaced with two-dimensional quantum states. The existence
criteria [17–20] and some experimental implementations of specific functions [20–23]
have been demonstrated in the literature. In this thesis, we completely characterize
the computational complexity of the quantum-to-quantum Bernoulli factory problem
providing the minimum number of qubits needed and the quantum circuitry required
to implement the protocol, and also demonstrating that it is optimal in terms of
probability of success. Moreover, since the previous theoretical works focused only
on the qubit formalism, in this work we study and managed to demonstrate the
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feasibility of the quantum Bernoulli factory in the linear optics formalism both
in polarization and dual-rail encoding by finding modular interferometers that
implement the basic operations needed to build a quantum Bernoulli factory with
photons. We also experimentally implement the interferometers found so far in a
reconfigurable six-mode interferometer showing its proper functioning and resilience
to experimental noise. In addition to the quantum Bernoulli factory problem,
we also study quantum metrology algorithms applied to integrated devices. The
idea behind this type of algorithm is to exploit quantum mechanics to measure
a physical quantity under consideration efficiently and more precisely in terms of
variance. In particular, we focus on multi-parameter algorithms, i.e. algorithms
in which more than one parameter is measured at the same time. To do this,
we use a reconfigurable integrated photonic platform in which the quantity under
consideration is a difference in phase between a set of waveguides and one taken as a
reference. We theoretically analyze and experimentally implement an interferometer
that simultaneously estimates three phases showing how the use of indistinguishable
photons achieves higher performance compared to using single photon states or
classical light.

This thesis was developed within the European project PHOQUSING [24] which
has a dual purpose; on the one hand, the development of a photonic quantum
sampling device based on a large reconfigurable interferometer with active feedback
and state-of-the-art photon sources based on both quantum dot and parametric
conversion and, on the other hand, the theoretical analysis of new quantum algorithms
that can be implemented on this device.

The concepts and the results presented in this thesis are structured as follows:
The first part provides the general theoretical tools necessary to understand the
presented results. In particular, in the first chapter, we describe the primitive
elements of quantum information such as qubits, entangled states, quantum circuits
and an overview of computational complexity classes. In the second one, we introduce
the second quantization formalism, necessary to describe the interference between
indistinguishable photons, and some of the photon degrees of freedom in which
information can be encoded, focusing on those used in the experiments described
in this thesis. Finally, the third chapter provides the experimental background
describing the general structure of a quantum information experiment using photons
and the materials and technologies involved in implementing it.

In the second part, we describe two new methods developed during the thesis
for the characterization of a linear optical interferometer. In the fourth chapter, we
describe a black box approach, i.e. one that makes no assumptions about the structure
of the interferometer, using classical light and second-order correlation measurements.
The only methods already present in the literature that is insensitive to the phase
noise present at the input and output of the interferometer use indistinguishable
single photons [25]. Instead, our proposal maintains the same property by using a
coherent light probe. This simplifies the characterization for apparatuses without
quantum light sources. The fifth chapter describes a procedure for characterizing a
universal interferometer with a geometry arranged in a Clements configuration [9].
Although such a geometry is widely used in recent years, no method has yet been
presented in the literature for characterizing it that takes into account the possible
imperfections present in an integrated chip implementing it.
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In the third part, we present a 32-mode reconfigurable integrated circuit with a
three-dimensional continuous-coupled structure for the realization of Boson sampling
experiments. Specifically, in the sixth chapter we review the literature concerning
the Boson sampling problem, and in the seventh, we describe the new chip and the
experiments conducted to characterize and test the correct operation of the device.

In the fourth part, we present the Bernoulli factory problem and its quantum
extensions. In the eighth chapter, we present a brief summary of the literature
concerning the problem and then present the theoretical analysis of the problem
by re-evaluating the result already present in the literature with a new technique
that allows us to derive the computational complexity in terms of the minimum
number of qubits required and the maximum success probability of the protocol.
In addition, two new quantum variants of the Bernoulli factory problem called
Multivariate quantum to quantum Bernoulli factory and Multifunctional quantum
to quantum Bernoulli factory, respectively, are presented and analyzed. In the ninth
chapter, we present the theoretical analysis and experimental implementation of a
quantum-to-quantum Bernoulli factory photonics by going on to verify the correct
operation of the proposed interferometers.

Finally, in the fifth and final part, the theory of quantum metrology and its
application in two experiments developed during the doctoral program are presented.
In the tenth chapter goes a summary of the literature concerning quantum metrology
with special emphasis on techniques used for phase estimation. In the eleventh
chapter, two experiments are presented. The first one is the simultaneous estimation
of three phases in a photonic chip showing how the use of indistinguishable photons
improves the error in the estimation compared to the single photon case. The
second experiment concerns the measurement of the relative angle between two
reference systems through the use of the orbital angular momentum of light going
to show experimentally the overcoming of the classical precision limit and showing
the validity of the results for a wide range of quantum resources used.

This thesis concludes with a brief summary of the results and possible perspectives
on the development of the works presented.
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Part I

Introduction to quantum
information
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Chapter 1

Quantum information and
quantum computation

Quantum information theory is the field of physics that combines together infor-
mation theory and quantum mechanics. Information theory has always implicitly
used the fact that physical systems suitable for computation follow the rules of clas-
sical mechanics. Instead, quantum information theory assumes that the computing
system follows the rules of quantum mechanics and it tries to understand what
differences this change of paradigm brings. In the last two decades, we witnessed
an increasing interest in this topic motivated by the benefits that quantum theory
appears to bring to cryptography and computation [26]. In the scientific community,
this idea of being able to increase the computing capacity with a quantum computer
can be summarized in the concept of the quantum advantage [26, 27] which is used
with two related but distinct meanings. The first one is the condition where there is
an experimental demonstration that a quantum device can solve a particular problem
faster compared to any classical computer. The second one is the condition in which
the previous demonstration is performed with a universal quantum computer that is
not specialized in solving that particular problem. In recent years claims of quantum
advantages have been made [7, 8, 28, 29] but some of them have been successively
disproved [30], therefore the effective achievement of the quantum advantage is still
a matter of debate.

To better understand the theory of quantum information, in this chapter we
present some of the fundamental concepts that will be useful for the rest of the thesis.
In the first section, we will revise the principal aspects of quantum mechanic theory
such as vector formalism, density matrix formalism and the concept of entanglement.
In the next section, we will define the basic unit of quantum information called
qubit and we describe some of its properties. In the third section, we will introduce
the circuital formalism for quantum computation where a quantum algorithm is
represented as a certain series of quantum gates acting on a group of qubits. In the
last section, we will conclude with a brief revision of the computational complexity
theory and the computational complexity classes to better frame the meaning of
quantum advantage.

An important note is that this chapter only presents the concepts that are useful
for the understanding of this PhD thesis, therefore this can not be considered an
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exhaustive treatment of quantum information theory. For a more detailed description
of the theory, please refer to the specific literature such as [26].

1.1 Quantum mechanics

In this section, we introduce the theory of quantum mechanics, in particular how
to describe closed systems, their time evolution and how to measure them.

1.1.1 Vector formalism

The description of quantum mechanics using the vector formalism states that
every physical system is represented by a complex vector |ψ⟩ belonging to a Hilbert
space H. For historical reasons, this vector is called wave function. The dimension
d of the Hilbert space necessary to describe the system under consideration is called
the dimension of the system. For a closed system, the associated wave function
|ψ(t)⟩ evolves over time according to the Schrödinger equation:

iℏ
d
dt |ψ(t)⟩ = Ĥ(t) |ψ(t)⟩ (1.1)

where ℏ is the reduced Planck constant, whose value is currently fixed by convention
[31], and Ĥ(t) is a self-adjoint operator called Hamiltonian of the system. The
relation between the states of the system at two different times t1 and t2 is given by
a linear unitary transformation that does not depend on the initial state but only
on the Hamiltonian and the two times considered

|ψ(t2)⟩ = U(t2, t1) |ψ(t1)⟩ (1.2)

If the Hamiltonian Ĥ is time-independent, then the unitary transformation can be
expressed as U(t2, t1) = e− i

ℏH(t2−t1). If the system is open, i.e. can interact with an
external environment, then the time evolution is no longer unitary. The Schrödinger
equation is not valid anymore, and it is necessary to replace it with the so-called
master equation [26].

Now that we have presented the description and the evolution of a physical
system, we need to know how to measure it. At each measurable quantity, the
quantum theory assigns a self-adjoint operator Ô acting on the Hilbert space of
the system. The result of the measurement returns one of the eigenvalues of the
operator and projects the wave function into the corresponding eigenstate of the
operator. In formulas, if we define the eigenvectors of the operator as {|j⟩}dj=1 with
associated real eigenvalues {oj}dj=1 we can write the observable as Ô = ∑

j oj |j⟩⟨j|.
We can also express the state of the system in the same basis as |ψ⟩ = ∑

j sj |j⟩,
where {sj}dj=1 are called the coefficient of the state associated to the considered base.
Then, the probability to obtain the outcome ok is given by the Born rule:

pk = |⟨k|ψ⟩|2 = |sk|2 (1.3)

Due to the normalization of the state vector, the Born rule returns a probability
distribution over the outcome of the measure with ∑j pj = 1. The expectation value
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of the physical observable Ô over the state |ψ⟩ is〈
Ô
〉

=
∑
j

pjoj =
∑
j

oj ⟨ψ|j⟩ ⟨j|ψ⟩ = ⟨ψ|Ô|ψ⟩ (1.4)

and the standard deviation associated with the measure is

∆2Ô =
〈
Ô2
〉

−
〈
Ô
〉2

(1.5)

To conclude the section, it is useful to introduce one last concept. Given two
observables Â and B̂ we say that they are compatible if their respective operators
commute; i.e. [Â, B̂] ≡ ÂB̂ − B̂Â = 0. This means that they can be diagonalized
simultaneously and therefore they can be measured simultaneously ideally without
uncertainty. Conversely, if the two operators do not commute [Â, B̂] ̸= 0 they are
called incompatible. In this case, a common set of eigenstates for both operators do
not exist, which means that they can not be simultaneously measured with unlimited
precision. In particular, the Schrödinger uncertainty relation provides a quantitative
limit to the simultaneous measurement accuracy of the two observables, via a lower
bound on the product of the two observable uncertainties ∆Â∆B̂.

∆2Â∆2B̂ ≥ 1
4
∣∣∣〈[Â, B̂]

〉∣∣∣2 + 1
4
∣∣∣〈{Â, B̂}

〉
−
〈
Â
〉〈
B̂
〉∣∣∣2 (1.6)

where {Â, B̂} ≡ ÂB̂+B̂Â. This inequality is equivalent to the Heisenberg uncertainty
principle [32] with an additional term that makes the inequality more precise. It is
important to notice that the additional term is also null in the case of compatible
operators.

1.1.2 Density operator formalism

To introduce the density operator formalism, it is better to start with an example.
We can suppose to have a source that generates particles that half of the times are
in the state |ψ1⟩ and the remaining half in a different one |ψ2⟩. If we attempt to
describe the state of a particle generated by the source just described, no matter how
hard we try, we will never find a solution. Until now, we see that a quantum system
can be described as a unitary complex vector in a Hilbert space, but this formalism
is incomplete since it does not take into account possible ignorance about the system
under consideration. To deal with this problem it is necessary to introduce a new
way to describe a quantum system called density operator formalism or density
matrix formalism. In this formalism, every quantum system is characterized by an
operator ρ acting on a particular Hilbert space H. Each vector |ψ⟩ in the previous
formalism is associated to a projector operator P̂ψ that can be written as:

ρ = P̂ψ = |ψ⟩⟨ψ| (1.7)

Since there is a one-to-one relationship between the vectors in the Hilbert space and
the projector operators on it, those operators are also called pure states. Conversely,
a Mixed state is a convex combination of an ensemble of pure states and can be
written as:

ρ =
∑
i

pi |ψi⟩⟨ψi| (1.8)



12 1. Quantum information and quantum computation

In this notation, the elements pi represent the probability that the system described
by the density matrix ρ is in the state |ψi⟩. In general, a density operator ρ is a
Hermitian semidefinite positive operator acting on the Hilbert space H with trace
one, that in formulas is:

ρ† = ρ ∀ |ψ⟩ ∈ H ⟨ψ| ρ |ψ⟩ ≥ 0 Tr(ρ) = 1 (1.9)

The Schrödinger equation for the density matrix can be written as

iℏ
d
dtρ(t) = [H, ρ(t)] (1.10)

and the evolution between the matrices at different times is

ρ(t2) = U(t2, t1)ρ(t1)U †(t2, t1) (1.11)

where the unitary matrix U(t2, t1) is the same as described in the previous formalism.
To complete the description, we need to define the measurement. Given an observable
Ô the expectation value over the state ρ is defined as〈

Ô
〉

= Tr
(
Ôρ
)

(1.12)

Moreover, writing the operator in the eigenbasis Ô = ∑
j oj |j⟩⟨j|, the probability to

obtain the outcome oj is
pj = Tr

(
P̂jρ

)
= ⟨j|ρ|j⟩ (1.13)

and the projection on the eigenstate is

ρ′ = P̂jρP̂j

Tr
(
P̂jρ

) (1.14)

Now that we have defined what is a density matrix, we are going to see some
related properties and definitions. The first important concept is the purity. We
define a density matrix “pure” if it is associated with a pure state, this means that
we can use the definition of projector operator to test the purity of a state, so a
state is pure if and only if the equality ρ2 = ρ is satisfied. Moreover, we can quantify
the degree of purity of a density operator as the quantity P = Tr(ρ)2. For operators
on a Hilbert space of dimension d, this quantity range from 1/d to 1 and it is equal
to 1 only if the state is pure. The lower bound is reached for the state ρ = 1

dI.
The second important concept is coherence. To be clearer, we will start with an ex-

ample considering the state ρ1 = 1
2(|0⟩⟨0|+ |1⟩⟨1|) and the state ρ2 = ( |0⟩+|1⟩√

2 )( ⟨0|+⟨1|
⟨2| ).

If we represent the associated matrices on the basis |0/1⟩ then we have

ρ1 = 1
2

(
1 0
0 1

)
ρ2 = 1

2

(
1 1
1 1

)
(1.15)

The measurement on the basis |0/1⟩ returns the same 50 : 50 statistics for both
states. Instead, if we perform a measurement on the |±⟩ = |0⟩±|1⟩√

2 basis, then the
first state returns as previously a 50 : 50 statistics and the second one returns +
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with probability 1. As we can see, the difference between the two states lies in
the off-diagonal terms. The diagonal terms of the density matrix are called the
population of the basis used to represent the matrix, they are the probabilities
that a measure in the chosen basis returns the corresponding pure state. Instead,
the off-diagonal terms are called the coherence therms and represent the coherence
between the basis state used. Those terms are relevant only when a change of basis
is performed as we saw in the example of the previous paragraph. It is important to
notice that, due to the Hermitian property, always exists a basis even if not unique,
such that the density matrix does not have the coherence terms. In this context,
the state ρ = 1

dI plays a particular role, it is called totally mixed state since it is the
most mixed state and it does not present coherence therm in any basis.

As seen at the beginning, a mixed state can be created when a source generates
states probabilistically extracted from an ensemble. This situation is not the only
one where it is necessary to describe the state with a density matrix. This formalism
is also useful to describe the state of a subsystem of a composite one. For example,
when a system is composed of various degrees of freedom but only some of them are
accessible or taken into account. For instance, given a joint state |ψAB⟩ ∈ HA ⊗ HB,
the state of the system A can be obtained by the partial trace over the space HB.

ρA = TrB(|ψAB⟩⟨ψAB|) (1.16)

1.1.3 Composite system, entangled/separable states

We have seen how to describe a quantum system, now we see what happens
when we combine two or more of them together. We suppose to have two systems A
and B described respectively by the Hilbert spaces HA and HB, obviously, there is
a Hilbert space that describes the combined system and it is defined as the tensor
product between the two original spaces HAB = HA ⊗ HB. This means that the
dimension of the combined system is the product of the dimensions of the single
ones. Defined {|i⟩}dAi=1 and {|j⟩}dBj=1 respectively a basis for the system A and B a
generic pure state |ψ⟩ in the combined space can be written as

|ψ⟩ =
∑
i,j

ci,j |i⟩ ⊗ |j⟩ ci,j ∈ C
∑
i,j

|ci,j |2 = 1 (1.17)

In this situation when more than one system are involved, new physical phenomena
appear, in particular one of the most controversial features is called Entanglement.
A pure quantum state |ψ⟩ of a composite system is called separable if it can be
written in the form

|ψ⟩ = |ψA⟩ ⊗ |ψB⟩ (1.18)

For the density matrix ρ the condition of separability is the existence of two sets of
states {ρAi}, {ρBi} and a set of probability {pi} such that the state can be written
as

ρ =
∑
i

piρAi ⊗ ρBi (1.19)

A state that is not separable is called entangled. A pure state of a bipartite system
is called maximally entangled if the reduced matrix for each subsystem is totally
mixed.
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Entanglement is one of the most discussed and controversial effects of quantum
theory and it takes a fundamental role for some of the well-known quantum algorithms
such as super dense coding [33], quantum teleportation [34] and particular protocols
of quantum cryptography [35].

1.2 Qubit and Qudit

In classical information theory, the fundamental unit of information is the bit. It
can be any physical quantity that takes two distinct values normally identified with
the two logical states {0, 1}. In quantum information theory, the bit is replaced with
its quantum counterpart called qubit which is a vector in a two-dimensional Hilbert
space. In this space, we can identify a privileged basis called the computational basis
whose components are normally indicated as {|0⟩ , |1⟩}. As the notation suggests,
those basis elements are associated with the corresponding classical logical states. A
generic qubit state |ψ⟩ can be written as a superposition of the two basis vectors

|ψ⟩ = α |0⟩ + β |1⟩ (1.20)

where α, β ∈ C with the constraint |α|2 + |β|2 = 1. This definition of qubit shows its
substantial difference compared to the classical equivalent. Indeed, during a classical
computation the bits always have a well-defined value. This is also true for the
probabilistic algorithms since even if the value of some bits is not defined in advance,
during the computation it is assigned to them. On the other hand, the qubit can
be in a superposition state all the time. This property is at the basis of what is
historically called quantum parallelism, i.e. the possibility of storing different data
in the same state and processing them all at the same time due to the superposition
princile [36]. However, the computational power of quantum parallelism is heavily
mitigated by the quantum theory itself; in particular, the projection of the state
due to a measure allows only one bit of information to be extracted from a qubit.
This and other problems have limited the development of new quantum algorithms
but on the other hand, they have led to the more in-depth development of quantum
information theory to understand the real potential and limitations of quantum
computation.

The expression of a generic qubit state in eq: (1.20) can be simplified, for example,
the multiplication of a state for a phase does not change the physics of the system
represented. The general qubit state |ψ⟩ can be represented by two real parameters
as in the form:

|ψ⟩ = cos θ2 |0⟩ + sin θ2e
iϕ |1⟩ (1.21)

with θ ∈ [0, π] and ϕ ∈ [0, 2π]. This parameterization is one of the most suitable
since it already takes state normalization into account and uses the minimum number
of parameters necessary. Furthermore, it shows a profound connection between the
Hilbert space of a qubit and the surface of a three-dimensional sphere. Using the
parameters θ and ϕ as polar coordinates, it is possible to associate each qubit state
to a point on the surface of the unit sphere and vice-versa. This representation of a
two-dimensional Hilbert space is called Bloch-sphere.
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φ

θ

x̂ = |+⟩

ŷ = |i⟩

ẑ = |0⟩

−ẑ = |1⟩

|ψ⟩

r⃗

Figure 1.1. Block-sphere representation of a qubit’s Hilbert space. The Bloch-
sphere is a sphere of radius one that represents the Hilbert space of a Qubit. Each point
on the surface of the sphere can be associated with a pure state in the Hilbert space and
vice-versa. The points inside the sphere can be associated one-to-one with the mixed
states of a qubit. The states at the intersection between the surface and the Cartesian
axis are |0/1⟩, |±⟩ and |±i⟩ that are respectively the eigenvalue of the Pauli matrices Ẑ,
X̂ and Ŷ .

Now we define three operators called Pauli operators whose matrix representations
in the computational basis are:

X̂ =
(

0 1
1 0

)
Ŷ =

(
0 −i
i 0

)
Ẑ =

(
1 0
0 −1

)
(1.22)

All the three operators have eigenvalue 1 and −1 with eigenvectors |±⟩ = |0⟩±|1⟩
2

for the X̂-operator, |±i⟩ = |0⟩±i|1⟩
2 for the Ŷ -operator and |0/1⟩ for the Ẑ-operator.

Those three sets of states form a group of mutually unbiased basis, meaning that
the scalar product between each couple of states in all the different basis is the same
and it is equal to

√
2/2. Moreover, those states on the Bloch sphere are situated at

the intersection between the surface and the Cartesian axis.
The Pauli matrices take an important role in the representation of the state of a

qubit. Defining the vector of matrices σ⃗ = (X̂, Ŷ , Ẑ)T a generic density matrix for a
qubit can be expressed as

ρr⃗ = I+ r⃗ · σ⃗
2 (1.23)

where r⃗ is a tridimensional vector with |r⃗| ≤ 1. The purity of the state is related to
the modulus of the vector r⃗ by the relation

P(ρr⃗) = 1 + |r⃗|2

2 (1.24)

showing that a state is pure if |r⃗| = 1. In the Bloch sphere, the vector r⃗ represents
the vector that connects the center of the sphere to the point representing the
associated state. With this geometrical representation, we can see that all the pure
states live on the surface of the sphere, while all the internal states are mixed and
that at the center of the sphere there is the fully mixed state.
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Since it will be useful in the following chapters, a different characterization is
introduced where each qubit state is associated with a complex number z ∈ C. The
idea is to use the map induced by the stereographic projection that associates each
point in the complex plane to a point on the surface of the unit sphere called the
Riemann sphere [37]. By identifying the Riemann sphere with the Bloch sphere and
applying the inverse transformation, we construct the map between the qubit states
and the complex numbers. If the description made so far may seem complicated, in
reality, the map is particularly simple to describe. Given a complex number z ∈ C
the associated state is:

|z⟩ = z |0⟩ + |1⟩√
1 + |z|2

(1.25)

the relation between the complex parameter and the polar coordinate is given by
the formula:

z = cot
(
θ

2

)
e−iϕ (1.26)

x̂ = |+⟩

ŷ = |i⟩

ẑ = |0⟩

−ẑ = |1⟩

|ψ⟩

z∗

Figure 1.2. Complex representation of the qubit state Each qubit state can be
represented by a complex number z. The idea is to use the map induced by the
stereographic projection that for each point in the complex plane associates a point on
the Riemann sphere. Reversing this relation is possible to associate each state on the
Bloch Sphere with a complex number.

Before concluding the section, we introduce a generalization of the concept of
qubit. As was done in classical information theory where the concept of trit was
introduced, which is a physical system that can have three distinct values usually
identified with {0, 1, 2}, also in quantum information theory was introduced the
concept of qudit that is the generalization of the qubit for a system with dimension
d. The general state of a qudit is defined as

|ψ⟩ =
d∑
i=1

αj |j⟩ (1.27)

where αj ∈ C with the constraint ∑j |αj |2 = 1 and the set of states {|j⟩}dj=1 is a
generalization of the computational basis to the d-dimensional case. To describe the
state of a qudit various parametrizations can be proposed, one is the generalization
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of the parametrization with the complex number done previously for the qubit. A
qudit can be associated with a tuple of d− 1 complex number (z1, . . . , zd−1) such
that the state can be written as

|ψ⟩ =
∑d−1
j=0 zj |j⟩ + |d⟩√
1 +∑

j |zj |2
(1.28)

The concept of qudit is important since it has been seen that in some cases
it is more performing than the two-dimensional counterpart. In particular, in
the literature, we can find quantum cryptographic and communication protocols
that guarantee higher performances in terms of security and resilience to noise if
implemented with qudits [38–43].

1.2.1 Random qubit state generation

In the following, we will briefly describe how to sample a random qubit. The
first essential concept to understand is which distribution we consider uniform in
the two-dimensional Hilbert space. Since the most general linear transformation
in the Hilbert space is the unitary matrix we define a distribution uniform if it
is invariant over all the possible unitary transformations. In order not to go into
too much mathematical detail we can use the fact that a unitary transformation of
the two-dimensional Hilbert space can be associated with a rotation of the Bloch
sphere and vice versa. Therefore the uniform distribution of the space is exactly the
uniform distribution on the Bloch sphere. Using the polar coordinates θ and ϕ, it is
well known that sampling uniformly on the surface of the sphere is equivalent to
sampling uniformly in the parameters ϕ ∈ [0, 2π] and h = cos(θ) ∈ [−1, 1]. So the
uniform distribution of the qubit states can be written as

|ψ⟩ =
√

1 + h |0⟩ +
√

1 − heiϕ |1⟩√
2

(h, ϕ) ∈ [−1, 1] × [0, 2π) uniformly (1.29)

With this we can also write the distribution on the complex plane such that the
associate distribution of state is uniform in the Hilbert space. In formulas, the
distribution can be written as

z =
√

1 + h

1 − h
e−iϕ (h, ϕ) ∈ [−1, 1] × [0, 2π) uniformly (1.30)

1.2.2 Qubit entangled states

In the theory of quantum information, certain particular entangled states play
an important role at theoretical and practical levels.

For a system of two qubits, the four maximally entangled states are

∣∣Φ±〉 = |0⟩ |0⟩ ± |1⟩ |1⟩√
2

∣∣Ψ±〉 = |0⟩ |1⟩ ± |1⟩ |0⟩√
2

(1.31)

Those states, called also Bell or EPR states, form a basis for the two-qubit space
and possess the property that if the bases used for each of the two qubits coincide,
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then the state coefficients remain the same. For those reasons, those states are at
the basis of most quantum protocols involving entanglement.

Another well-known entangled state is the GHZ state [44]. This is a state of
three qubits that can be seen as a generalization of the Bell state

∣∣Φ+〉 and it is
written as

|GHZ⟩ = |000⟩ + |111⟩√
2

(1.32)

This state is particularly peculiar and finds applications in quantum causality [44],
quantum metrology [45] and quantum cryptography [46]. The natural generalization
of the GHZ to N qubits is the state

|GHZN⟩ = |0⟩⊗N + |1⟩⊗N
√

2
(1.33)

1.3 Quantum circuit

Now that we have defined what is the quantum unit of information we need to
know how to manipulate it to perform a quantum algorithm.

In classical computation, components called logic gates are used to build every
circuit implementing a logic function. There are 7 fundamental logic gates that can
create any logic circuit, one is a one-bit gate and the other 6 are two-bit gates. Their
names are: NOT, AND, NAND, OR, NOR, XOR and XNOR and they implement
the logical functions suggested by their names. This set of gates is universal but
redundant, indeed, it is possible to show that the only necessary gate is the NAND
or the NOR, given that all the other gates can be built starting from it.

In analogy with the classic case, the quantum circuit model was created. The
qubits are represented by wires that enter and exit quantum logic gates in order
to implement a quantum algorithm [26]. For a quantum circuit, there are two
substantial differences compared to the classic equivalent. The first one is that due
to the no-cloning theorem [47] it is not possible to copy a qubit which means that
it is not possible to divide a wire in two. The second difference is that all logic
operations are unitary and therefore reversible. This implies that, unlike the classical
logic gates, the quantum ones must have the same number of input and output
qubits. As done for the classical case, it is possible to divide quantum gates into
two classes, those that act on one qubit and those that operate on more than one.

1.3.1 Single-qubit gates

By defining the two vectors of the computational basis as

|0⟩ ≡
(

1
0

)
|1⟩ ≡

(
0
1

)
(1.34)

We can represent any logic gates acting on a single qubit as a 2 × 2 unitary matrix
U ∈ SU(2) or equivalently as a rotation of the Bloch sphere. The generic single
qubit gate can be expressed as:

U(n⃗, ξ) = e−i ξ2 n⃗·σ⃗ = cos
(
ξ

2

)
I− i sin

(
ξ

2

)
n⃗ · σ⃗ (1.35)
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where n⃗ is the unit vector indicating the axis of the rotation of the Bloch sphere,
ξ the angle of rotation and σ⃗ is the vector of Pauli matrices. Now that we have a
representation of all the possible logical gates acting on a single qubit we can think
if it is possible to reduce the number of different matrices type necessary to generate
all the possible gates.

Using the associations between the gate and the rotation of the Bloch sphere
we can use the well-known theory of tridimensional rotations to try to simplify the
problem. In particular, the decomposition of the rotation with the Euler angle tells
us that all we need are only two rotations around orthogonal axes. Defining the two
matrices

Rz(θ) = e−i θ2 Ẑ =
(
e−i θ2 0

0 e−i θ2

)
Ry(θ) = e−i θ2 Ŷ =

(
cos θ2 sin θ

2
− sin θ

2 cos θ2

)
(1.36)

then every gate can be expressed as

U(α, β, γ) = Rz(α)Ry(β)Rz(γ) (1.37)

However, we are not completely satisfied by this decomposition since it uses two
different matrices both controlled by a parameter. Introducing the Hadamard gate
Ĥ defined as

Ĥ = 1√
2

(
1 1
1 −1

)
(1.38)

we can use it associated with the rotation Rz(θ), sometimes called also the phase
gate and indicated as P̂ (θ), to decompose the general gate as

U(ϕ, θ, ψ) = P̂ (ϕ)ĤP̂ (θ)ĤP̂ (ψ) (1.39)

as we can see this decomposition uses only a single parametrized matrix but at the
cost that we need to apply five gates instead of three.

1.3.2 Two-qubit Gates

Multi-qubit gates are operations that allow qubits to interact with each other,
they are fundamental for the realization of more complex circuits and in particular
for the creation of entanglement. In this section, we will focus only on two-qubit
gates since it is possible to build all gates acting on more qubits starting from those.

Defining the computational basis for two-qubit as

|00⟩ ≡


1
0
0
0

 |01⟩ ≡


0
1
0
0

 |10⟩ ≡


0
0
1
0

 |11⟩ ≡


0
0
0
1

 (1.40)

we can express all the two-qubit gates as 4 × 4 unitary matrices. Among all the
possible gates there is a particular class that plays a significant role and that is the
control gates. A controlled unitary gate or CU is a gate acting on two qubits called
respectively control |c⟩ and target |t⟩. The gate applies a unitary transformation U
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on the target qubit only if the control one is in the state |1⟩. The associated matrix
expression is

CU =


1 0 0 0
0 1 0 0
0 0 u11 u12
0 0 u21 u22

 (1.41)

where u11, u12, u21 and u22 are the components of the unitary matrix U . Among
the controlled gates, there is one called CNOT or CX that plays an important role
since all the other controlled gates can be constructed from this one. The CNOT
gate is the quantum equivalent of the XOR gate:

CNOT (|c⟩ |t⟩) = |c⟩ |c⊕ t⟩ (1.42)

where ⊕ is the sum modulus 2. The matrix representation of the CNOT is

CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (1.43)

Another extremely important two-bit gate is called SWAP and it exchanges the
states of the two qubits in inputs, the matrix representation is

SWAP =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 (1.44)

In many physics implementations, the qubits are arranged in a lattice where opera-
tions are allowed only between adjacent qubits. This particular gate enables us to
move the state from one qubit to another allowing the appropriate positioning of
the states to progress the computation.

• • ×

U ×
Figure 1.3. Circuit representation of some two-qubit gates. From left to right there

is the representation of the CU gate, the CNOT and the SWAP. For the controlled gates,
the upper wire is the control qubit and the lower wire is the target one.

Using the gates presented up to now let’s see a simple quantum circuit that
is of particular interest. In Fig. 1.4 it is represented a circuit that converts the
computational basis in the Bell states basis, in particular maps the state |00⟩ in
the state

∣∣ψ+〉. The circuit is composed of a Hadamard gate followed by a CNOT.
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To do the inverse transformation it is simply necessary to use the mirrored circuit.
These couple of circuits are very useful since allow to create and measure the Bell
states that are at the base of some of the most important quantum protocols.

|0⟩ Ĥ •

|0⟩

Figure 1.4. Circuit for the generation of Bell state. The circuit represented in the
figure allows the creation of the Bell state |Φ+⟩. A Hadamard gate is used to generate
the superposed state |+⟩ on the control qubit then a CNOT creates the entanglement
between the two qubits.

1.3.3 Deferred Measurement Principle

In this section, we see a principle of quantum computing that will be useful in
later chapters. The Deferred Measurement Principle asserts that a quantum circuit
with intermediate measurement can be simulated by a quantum circuit with only
measurements at the end with at most a linear overhead. Here we do not cover all
the demonstration of the principle [26,48] but we analyze two examples that show
the idea behind the principle.

The first example is when the result of a measurement is used to control an
operation on a different qubit, see Fig. 1.5. The idea is that if we replace the
conditioned operation with an equivalent controlled unitary operation performed
before the measurement the result is the same, which means that the output state
and the probabilities of the events are the same for the two circuits.

|ϕ⟩ • |ϕ⟩ •

|ψ⟩ U |ψ⟩ U

Figure 1.5. Commutation Between Measurement and quantum control. The two
circuits depicted are equivalent, which means that all the output quantum states and
the probability are the same

For the circuit in Fig. 1.6 the situation is a bit different. In this case, a qubit is
measured and then the resulting state is used to continue the computation. The
performed measurement may not commute with the quantum operations applied to
the result, this means that we need a different strategy to be able to postpone the
measurement. The idea is to replace the measurement with a CNOT gate having
as control the original qubit and as target an ancillary qubit. This implies that
measuring the ancilla or the original qubit is equivalent. At this point, it is possible
to delay the measure of the ancilla at the end of the computation. In this way, the
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result we will have is equivalent to those we would have obtained if we had made
the intermediate measurement.

|ϕ⟩ U |ϕ⟩ • U

|0⟩

Figure 1.6. Replacement of a measure. In this case, a measure is replaced with a
CNOT gate acting on an ancillary qubit. Since the two qubits became entangled and no
operations are performed on the ancillary one, a measurement of the latter is equivalent
to having performed the intermediate measurement at the position of the CNOT.

1.4 Fidelity between quantum states

In quantum information theory, a pivotal requirement is the possibility to quantify
the distance between two quantum states [26]. This permits us to evaluate the
agreement between an experiment and the theory. To quantify how much two states
are similar there are some functions called fidelities. A function of two density
matrices F (ρ, σ) is a fidelity if it follow the properties below:

i Symmetry: F (ρ, σ) = F (σ, ρ)

ii bounded value: 0 ≤ F (ρ, σ) ≤ 1

iii Identity of indiscernible: F (ρ, σ) = 1 ⇔ ρ = σ

iv Invariance under unitary transformation: F (UρU †, UσU †) = F (ρ, σ)

v Pure state fidelity: F (|ϕ⟩⟨ϕ| , |ψ⟩⟨ψ|) = |⟨ϕ|ψ⟩|2

The most common fidelity is the Uhlmann’s fidelity described by the formula

F (ρ, σ) = Tr
(√√

ρσ
√
ρ

)2
(1.45)

Furthermore, we would like to define a fidelity also for the unitary matrices so
we can compare a physical implementation of a quantum circuit with the theoretical
counterpart. The most common one is the Hilbert-Smith inner product and it is
defined as

F (U, Ũ) = 1
d

∑
i,j

U∗
ijŨj,i = 1

d
Tr
(
U∗Ũ

)
(1.46)

where d is the dimension of the matrix. This fidelity is equivalent to considering the
columns of the unitary transformation as a quantum state and computing the mean
fidelity between the set of states of the two matrices.
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1.5 Introduction to the computational complexity the-
ory

In this last section, we will provide an overview of the computational complexity
theory [49] that is necessary to understand the concept of quantum advantage.
Intuitively, when we try to solve a problem with a computer, we realize that there
are simpler problems and more difficult ones. The computational complexity theory
is a branch of computability theory that formalize the concept of complexity of
a problem by quantifying the resources needed to solve it through an algorithm
using a particular model of computation. This quantification allows the grouping
of computational problems into classes of complexity. The two types of resources
primarily used for the classification are space and time: space is the amount of
memory used during the execution of the algorithm needed to solve the problem; by
time we mean the number of elementary operations performed by the program, such
as accessing and writing memory, adding two numbers or comparing them. The set
of problems for which we analyze the classes of complexity are the so-called decision
problems, those are all the problems that can be posed as a yes-no question. The
first class of complexity for the decisional problems is the class P of the problems
that can be solved in polynomial time compared to the size of the input n that is the
minimum number of bit required to describe the input. An example of P problem
could be: ”Given a list of n integers and an integer k, is there a number in the list
greater than k?”; clearly the question can be solved in time linear in n since it is
sufficient to go through the list and check all the numbers one by one. The next
class of complexity NP is the class of problem that can be verified in polynomial
time. For example, the following problem is in NP: Given a list of n integers and
an integer k, is there a set of integers in the list that the sum is equal to k?”; So
far no algorithms have been found that solves the problem in polynomial time but,
if a solution is provided, then it is easy to check whether it is correct or not. It’s
straightforward to convince ourselves that P ⊆ NP since to test a problem in P
we just need to solve it. The equality or not between the two sets is still an open
problem but most of the scientific community believes that they are distinct. To
check whether the equality is valid or not, we have to look at the so-called NP-Hard
and NP-complete problems. A problem is NP-Hard if every NP problem can be
mapped to that problem in polynomial time. A NP-complete problem is a NP-Hard
problem that belongs in the NP class, this implies that if one of these problems can
be solved in polynomial time then the class NP and P coincide. Another class of
complexity is the class of problem coNP that contains all the problems that are the
complement of a NP, meaning that it is possible to certify the non-existence of a
solution for the problem. A strong belief is that NP ̸= coNP.

To do a step forward we introduce the concept of oracle. An oracle is a black box
machine that can solve a certain class of decisional problems in a single operation.
Obviously is only a theoretical machine but it is useful for the definition of certain
classes of complexity. With the symbol XY we define the class of problems that
would be in class X if we had an oracle that solves problems in class Y. For example,
the class PNP is the class of the problems that are polynomials in time if an oracle
for the class NP exists.
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Figure 1.7. Polynomial hierarchy. Pictorial representation of the component of the
polynomial hierarchy class PH. The arrows denote inclusion.

Now we have all the ingredients needed to define the polynomial hierarchy.
Starting from the P class we can define the following classes:

• ∆P
0 = ΣP

0 = ΠP
0 = P

• ∆P
i+1 = PΣP

i

• ΣP
i+1 = NPΣP

i

• ΠP
i+1 = coNPΣP

i

these definitions create a hierarchy of classes depicted in Fig. 1.7 and the polynomial
hierarchy class PH is defined as the union of all of these classes

PH =
⋃
i

ΣP
i =

⋃
i

ΠP
i =

⋃
i

∆P
i (1.47)

and the following inclusion hold:

ΣP
i ⊆ ∆P

i+1 ⊆ ΣP
i+1 ΠP

i ⊆ ∆P
i+1 ⊆ ΠP

i+1 (1.48)

Is strongly believed that the polynomial hierarchy does not collapse at any level
meaning that all the inclusions in the hierarchy are proper inclusions.

All the complexity classes defined up to now have been defined considering only
the possibility of using deterministic algorithms. If we consider the possibility of
using probabilistic algorithms then we can define the complexity class BPP of the
bounded-error probabilistic polynomial time problems. Those are the problems that
can be solved by a polynomial probabilistic classical algorithm with a probability
error of at most 1/3 for all instances. The relation between the BPP and those
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previously defined is not fully understood, we only know that the following inclusion
must be valid

BPP ⊆ ΣP
2 ∩ ΠP

2 (1.49)

The quantum analogous of the BPP class is called BQP. The relationship
between this and the other previous classes is also not known. Surely the intersection
between the BQP class and the NP class is not null due to the Shor algorithm [50]
that solves in polynomial time the factorization problem that is a well-known NP
problem. The other relation is the inclusion BPP ⊆ BQP since a quantum computer
can simulate a classical probabilistic algorithm. The inclusion is believed to be proper
due to the Boson sampling problem. In the following chapters, we will deal with the
problem in more detail. What we need to know at the moment is that if a problem
is in BQP but at the same time it is also in BPP then the polynomial hierarchy
collapses at the third level [27,51] a situation conjectured extremely improbable.
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Chapter 2

Quantum information with
photons

The study of quantum information and quantum computation requires different
physical systems to implement the experimental verification depending on the specific
task and purpose. From the very first proposals, light and photons immediately
imposed themselves as one of the most used systems to experimentally study the
theory of quantum information. Indeed, photons are the ideal physical system to
employ in a lot of scenarios due to their high mobility and low interaction with the
environment. Also, there are different degrees of freedom that can be exploited to
encode qubits or qudits such as polarization, phat, time bin and frequency. Moreover,
there are several well-studied common techniques to generate, manipulate and detect
the photons and their degrees of freedom [52].

In this chapter, we will introduce the second quantization formalism and the
concept of photon. After that, we present the degrees of freedom of the photon
used in this work and the mathematical description of the principal component act
to manipulate those degrees of freedom. In the end, we present the multi-photon
interference in a linear interferometer, with a particular focus on the Hong-Ou-Mandel
effect.

2.1 Photons and Fock States

The dynamics of the electromagnetic field and light are described by Maxwell’s
equations. Even though those equations perfectly describe a huge amount of phe-
nomena, there are still some that do not have explanations in the theory. With the
formulation of quantum mechanics, the electromagnetic field can also be described
in the theory using the second quantization formalism [53]. In this formalism, each
mode of the field is associated with a harmonic oscillator and the photon is a single
excitation of those oscillators. Therefore, all the phenomena are described in terms
of the creation and annihilation operators of the harmonic oscillators. A generic
state for the electromagnetic field lives in a Hilbert space called Fock space. A base
for the space is formed by the so-called Fock states. Those states are characterized
by a tuple of positive numbers |n1, . . . , nk⟩ describing the number of excitation (pho-
tons) for each mode of the electromagnetic field. Considering one single mode the



28 2. Quantum information with photons

corresponding Fock state is represented by the number of photons on that particular
mode |n⟩. Then the annihilation â and creation â† operator on that particular mode
act as

â |n⟩ =
√
n |n− 1⟩ â† |n⟩ =

√
n+ 1 |n+ 1⟩ (2.1)

with those rules we can rewrite each Fock state in terms of creation operators as

|n1, . . . , nk⟩ =
k∏
j=1

(â†)nj√
nj !

|0⟩ (2.2)

We can also define the number operator n̂ = â†â where the Fock stats are the
eigenvectors of the operator with eigenvalue the number of photons in that mode
n̂ |n⟩ = n |n⟩.

One last thing that we have to analyze is how the Fock states evolve under a
unitary transformation that conserves the total number of photons. It is possible to
show that those transformations can be associated with a unitary matrix acting on
the creation operator. Meaning that the creator operators {b̂†

i} after the evolution
can be expressed as a linear combination of the creation operators before evolution
{â†

i} and the transformation matrix U have to be unitary.

b̂†
i =

∑
j

Uij â
†
j (2.3)

2.2 Gaussian states

In this section, we introduce a common family of states in quantum optics, named
Gaussian states [54]. Those states are employed in the continuous variable theory of
light which is not an argument discussed in this thesis, however, to understand a
variant of the problem of boson sampling explained later in this chapter 6 we need
those families of states. Also, they are useful to describe the state at the output
state of nonlinear crystals commonly used as a source of single photons.

The first set of states that we describe is called coherent states |α⟩. They are the
eigenstate of the annihilation operators and at each of them is possible to associate
a complex number α ∈ C. The representation of the state on the Fock basis is

|α⟩ = e− |α|2
2

∞∑
n=0

αn√
n!

|n⟩ (2.4)

Those particular states can be used to well describe the light generated by a laser
source.

The second class of states that we mention is the vacuum-squeezed states. In
those states we can recognize the single-mode squeezed state associated with the
complex parameter ζ = χeiϕ as

|SMSS⟩ =
√

1 − |ζ|2
∞∑
n=0

ζn
√

(2n)!
2nn! |2n⟩ (2.5)

and the two-mode squeezed state as

|TMSS⟩ =
√

1 − |ζ|2
∞∑
n=0

ζn |n, n⟩ (2.6)
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Both these states are used to describe most of the parametric single photon sources.
In literature, the modulus χ of the complex parameter is called the squeezing of the
state.

2.3 Photon qubits encoding

In this section, we will see some of the principal degrees of freedom to encode
the information in a photon. We will focus in particular on the discrete degrees of
freedom and how they can be manipulated.

2.3.1 Path encoding

1I

2I

1O

2O

Beam splitterPhase shifter

1I 1O

rφ

Figure 2.1. Phase shifter and beam splitter. Scheme symbols representing a phase
shifter with apply a phase ϕ and a beam splitter with reflectance r.

One of the degrees of freedom of the photon to codify the information is the
propagation direction [55] commonly referred as path encoding, if the number of
modes is equal to two is also called dual-rail encoding. This encoding is particularly
suitable for integrated photonics where a set of waveguides are used to carry the
information [56] and can encode both qubits and qudits. The two key elements to
manipulating the phat encoding are the phase shifter and the beam splitter.

Phase shifter

A phase shifter put a phase ϕ on an electromagnetic wave applied to it. For
example, in the case of a two-mode system the unitary transformation represents
the transformation performed by the phase shifter is:

UPs =
(

1 0
0 eiϕ

)
(2.7)

the associated symbol is represented in Fig. 2.1

Beam splitter

A beam splitter is a component that has two inputs and two outputs and it is
used to make interfere two electromagnetic fields or divide one into two different
directions. In Fig. 2.1 is depicted one of the common symbols used to represent
the component, and adopted in this work. In classical formalism or in the second
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θ
1I

2I

1O

2O
Figure 2.2. Mach-Zehnder interferometer. Scheme of a Mach-Zehnder interferometer

composed of two balanced beam splitters in cascade and a phase shifter placed between
them.

quantization formalism the most general unitary transformation associated with a
beam splitter is

UBS =
(
r t
t∗ −r∗

)
(2.8)

where r and t are complex parameters that are called respectively reflectance and
transmittance and must fulfill the equation |r|2 + |t|2 = 1. Commonly, the parameter
used to describe a beam splitter is called Reflectivity R = |r|2 and represents the
ratio between the output intensity and the input intensity on the same port or
the probability that a photon exits the same side as it entered. In most cases, the
reflectivity of the beam splitter is a fixed parameter depending on the physical
construction.

Among all the possible beam splitters a particular type plays a fundamental role.
The balanced beam splitter or symmetric beam splitter is the one with reflectivity
equal to one-half R = 1/2. Two equivalent unitary matrices are associated with the
balanced beam splitter depending on the context.

UH = 1
2

(
1 1
1 −1

)
US = 1

2

(
1 i
i 1

)
(2.9)

the first one is equivalent to a Hadamard transformation and the second one is called
the symmetric transformation since if we swap both the inputs and outputs with
each other the matrix remains the same. The only difference between them is some
phases at the input and at the output.

Mach-Zehnder interferometer

The most simple application of beam splitters and phase shifters is the Mach-
Zehnder interferometer. It is composed of two balanced beam splitters in cascade
and a phase shifter placed between them (see Fig. 2.2). Using the symmetric matrix
to represent the beam splitter the total unitary transformation is

UMZI(θ) = iei
θ
2

sin
(
θ
2

)
cos
(
θ
2

)
cos
(
θ
2

)
− sin

(
θ
2

) (2.10)

we can notice that this expression is exactly like a beam splitter with reflectance
equal to r = sin

(
θ
2

)
. This should not be surprising since it turns out to be the same
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θ
φ

θ
φ

a) State preparation b) State projection

Figure 2.3. Dual-rail state preparation and projection In figure are represented the
interferometer used for the state generation (a) and for the state projection (b); both
are composed of a tunable beam splitter with an internal controllable phase followed, in
the preparation case, or preceded, in the projection case, by a controllable phase shifter.

decomposition for qubits of two Hadamard gates with a phase gate in between and
it turns out to have a useful practical application. Directly building a beam splitter
with tunable reflectivity from a practical point of view is difficult, however, a Mach-
Zehnder interferometer is easy to build, allowing us to still be able to implement
a tunable beam splitter without too much effort at the price of a device of larger
dimensions.

Dual-rail state preparation and projection

An application of a tunable beam splitter is the possibility to generate and
project a dual rail state. For the generation of the state, we use a programmable
beam splitter followed by a phase shifter (See Fig. 2.3 a). The implemented matrix
BS(θ, ϕ) is:

BS(θ, ϕ) = ie
θ
2

sin
(
θ
2

)
eiϕ cos

(
θ
2

)
eiϕ

cos
(
θ
2

)
− sin

(
θ
2

) (2.11)

so if we put a photon in the upper arm of the interferometer, we generate the
dual-rail state

|θ, ϕ⟩ = |0⟩ sin θ2e
iϕ + |1⟩ cos θ2 (2.12)

that is a generic qubit state.
To perform the projection it is necessary to use a slightly different apparatus,

indeed we use a phase-shifter followed by a programmable beam splitter (See
Fig. 2.3 b). The associated matrix is

BS′(θ, ϕ) = ie
θ
2

sin
(
θ
2

)
eiϕ cos

(
θ
2

)
cos
(
θ
2

)
eiϕ − sin

(
θ
2

) (2.13)

It is easy to see that applying this interferometer to a generic dual rail state and
measuring the output probability is equivalent to measuring the projection of the
input state compared to the state

|θ,−ϕ⟩ = |0⟩ sin θ2e
−iϕ + |1⟩ cos θ2 (2.14)

In this way, we have shown how to create and project on a generic dual-rail state.
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Universal unitary transformation

a) Reck decomposition

b) Clements decomposition

Figure 2.4. Universal interferometer. A general unitary transformation on N modes
can be implemented by N(N−1)

2 reconfigurable beam splitters and phase shifters disposed
on a triangular interferometer according to the Reck decomposition (a) or in a rectangular
shape according to the Clements decomposition.

A different problem is how to generate an interferometer implementing a particular
unitary transformation on a path-encoded state. Also, we can ask if a universal
interferometer able to implement every possible unitary transformation on a given
number of modes by changing some internal parameters exist or not. The first solution
to the problem was proposed by Reck et al. [57] in 1994 where they show that a
triangular interferometer can implement every unitary transformation (see Fig. 2.4 a).
The idea is to show that every unitary matrix can be decomposed in a series of
unitary transformations acting on a subspace of dimension two. Also, they add the
restriction that the bidimensional matrices act only on adjacent modes. Since we
already show that a Mach-Zehnder interferometer can implement every bidimensional
unitary transformation then it is possible to implement every unitary transformation
composing them. This decomposition presents some problems. Indeed, the scheme
is not resistant to construction imperfections and losses in the material furthermore
it is extremely asymmetrical and it presents a high optical depth (i.e. the maximum
number of beams splitters crossed by one mode).

To solve the problems of the previous decomposition in 2016 Clements et al. [9]
proposed a different scheme based on the same idea. This decomposition uses a
rectangular interferometer as depicted in Fig. 2.4 b. The number of reconfigurable
beam splitters is the same as the previous one but the optical depth is halved.
Moreover, this interferometer is highly symmetrical meaning that the paths between
each input and each output are the same. The disadvantage of this scheme is the
high connectivity between the components meaning that if we want to add a new
mode to the interferometer with the Reck decomposition is sufficient to add an
additional layer of beam splitters at the end of the interferometer, instead, with
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the Clements decomposition is not possible and it is necessary to rebuild the entire
interferometer.

2.3.2 Polarization encoding

Another degree of freedom to codify the information in a photon and one of the
most employed is the polarization. The polarization of an electromagnetic wave is
the direction of oscillation of the electric field and can be associated with the spin
angular momentum of the photon. The polarization of the photon lives in a Hilbert
space of dimension two which makes it a natural degree of freedom to encode a
qubit. Typically, the computational basis is associated with the horizontal/vertical
basis {|H⟩ , |V }⟩. As the name suggests, it is associated with the horizontal and
vertical components of the electromagnetic field compared to a fixed reference frame.
The other two basis are the diagonal basis {|D⟩ , |A⟩} or {|+⟩ , |−⟩}. whit |D/A⟩ =
(|H⟩ ± |V ⟩)/

√
2, and the circular basis {|L⟩ , |R⟩}, with |L/R⟩ = (|H⟩ ± i |V ⟩)/

√
2.

Like what we have done with the Block sphere, it is possible to associate every
polarization to a point on a sphere called the Poincaré sphere.

Polarization is one of the most employed degrees of freedom due to the simplicity
of its manipulation, in the following we see some common components used for that
purpose.

Waveplates and Tunable phase shifter

The optical elements that allows the manipulation of the polarization are the
waveplates. They are birefringent crystal plates cut such that an optical axis is
parallel to the surface of the plate. Light passing through the waveplate in a
perpendicular direction, compared to the surface, experiences different refractive
indices depending on the polarization and therefore a difference in the optical length.
This difference translates into a phase ϕ between the two polarizations and therefore
to its change. Among the waveplates, there are two that play a particular role,
those are called Half waveplate and Quarter waveplate respectively with a phase of
ϕHWP = π and ϕQWP = π/2.

Using the Jones calculus that defines the two polarizations horizontal end vertical
as

|H⟩ =
(

1
0

)
|V ⟩ =

(
0
1

)
(2.15)

we can define the unitary matrices for the half waveplate as

UHWP = e−iπ2

(
cos(2θ) sin(2θ)
sin(2θ) − cos(2θ)

)
(2.16)

and for the quarter waveplate as

UQWP = e−iπ4

(
cos(θ)2 + i sin(θ)2 (1 − i) sin(θ) cos(θ)

(1 − i) sin(θ) cos(θ) sin(θ)2 + i cos(θ)2

)
(2.17)

where θ is the angle between the axis of the waveplate and the horizontal direction.
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ψ ψ

a) Polarization to dual-rail b) Dual-rail to polarization

λ/2 λ/2

Figure 2.5. Polarization to dual-rail codification converter. The presented inter-
ferometers can be used to convert the polarization in the dual-rail codification and
vice-versa. they are composed of a polarizing beam splitter followed or preceded by a
half waveplate at an angle of 45◦

One of the tunable versions of the waveplate is the liquid crystal. Like the other
waveplates, they put a differential phase ϕ between the polarization aligned with
the optical axis and the one perpendicular but with the difference that it can be
controlled by an external electric field applied by a voltage source. If the axis of the
liquid crystal is aligned with the horizontal direction, than its action is equivalent to
a phase gate

ULc =
(
eiϕ 0
0 1

)
(2.18)

Polarizing beam splitter and polarization to dual-rail conversion

A polarizing beam splitter is a device that changes the direction of propagation of
a light beam depending on its polarization. The internal structure is similar to the
one of a normal beam splitter but with the difference that the reflectivity depends on
the incident polarization. The common choice is null reflectivity for the horizontal
polarization and reflectivity equal to one for the vertical polarization. A polarizing
beam splitter is extremely useful since combined with the waveplates permits to
perform polarization measurement and the conversion between polarization and
dual-rail encoding.

The interferometer to implement the conversion from the polarization to the
dual-rail is composed of a polarizing beam splitter followed by a half waveplate on
the upper arm (see Fig. 2.5 a). In formulas, we start from the polarization state

|ψ⟩ = (α |H⟩ + β |V ⟩) |0⟩ (2.19)

then we apply the polarizing beam splitter

UPBS |ψ⟩ = α |H⟩ |1⟩ + β |V ⟩ |0⟩ (2.20)

and finally we use the half waveplate on the upper harm to convert the vertical
polarization to horizontal

UHWP0UPBS |ψ⟩ = α |H⟩ |1⟩ + β |H⟩ |0⟩ = |H⟩ (α |1⟩ + β |0⟩) (2.21)

To make the reverse conversion it is sufficient to apply the interferometer in the
reverse order (see Fig. 2.5 b).
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Polarization state preparation, projection and general unitary transfor-
mation

Once explained see how to manipulate the polarization we can think about how
to prepare and project a polarization state and how to perform a generic unitary
transformation on it.

In the previous chapter, we saw that to create a generic transformation on a
qubit we need three rotations along two orthogonal axes. The quarter waveplate
and the half waveplate are rotations of the Block sphere of respectively π/2 and π
around an axis in the x̂− ẑ plane determined by the angle θ. Turns out that two
quarter and one half waveplates are sufficient to generate all the possible unitary
transformations. Normally the configuration used is the half waveplate sandwiched
between the two quarters but all three possible orders are suitable as shown in [58].

For the state generation, we can rely on the previous result and use three
waveplates to create a generic state from a horizontal state |H⟩. It turn out that it
is not the most efficient way to do it, in particular it is possible to show that only
two waveplates are necessary to generate a generic state. The procedure consists
in starting with a photon with horizontal polarization, a polarizing beam splitter
can be used to ensure the condition, then a half waveplate followed by a quarter
waveplate with opportune angles are applied to the photon to generate the final
state. For the projection the reverse procedure can be used, i.e. a quarter waveplate
followed by a half waveplate and a polarizing beam splitter to measure the state.
Moreover, in principle the angles necessary to carry out the creation or projection of
the state can be over all 2π, however it is possible to restrict the interval between
−π/4 and π/4 for both.

2.3.3 Orbital angular momentum encoding

In paraxial approximation and cylindrical symmetry, the electric field of a laser
can be described by the so-called Laguerre-Gauss modes, parametrized by two
numbers l ∈ Z and m ∈ N0. We will limit ourselves to the case m = 0 (for the
complete treatment, see specific texts [59]). The term with l = 0 is associated with
a Gaussian beam that has a spherically shaped wavefront (i.e. the locus of constant
phase points). The other terms are associated with phases that have helix-shaped
wavefronts whose number of arms corresponds to the modulus of l and the direction
of rotation to the sign. This helix-shaped causes the beam to have an intrinsic
angular momentum called orbital angular momentum (OAM) proportional to l.
Similarly, photons can have a quantized OAM given by L = lℏ [60].

The orbital angular momentum degree of freedom can be used to codify a qudit
and it is of particular interest for various reasons. It is potentially unlimited, which
makes it a good candidate for implementing quantum walks [61]. It has circular
symmetry, therefore it is useful for long-distance communication, as it is possible to
generate states that do not require alignment between the transmission and reception
axes [62]. Finally, it is possible to manipulate it through devices called q-plates [60].
However, a practical method for measuring the orbital angular momentum has not
yet been found.
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q-plates

To manipulate the orbital angular momentum a particular kind of waveplate
called q-plates is used. A q-plate enables the interaction between orbital angular
momentum and polarization allowing the latter to be used as a means of manipulating
orbital angular momentum. At each q-plate is associated a topological charge q
that can take only semi-integer values. A circularly polarized beam passing through
a q-plate gain or lose an amount of orbital angular momentum equal to twice the
topological charge. The unitary action of the q-plate can be described as

Uq |l, L⟩ = cos
(
δ

2

)
|l, L⟩ + sin

(
δ

2

)
ei2α0 |l + 2q,R⟩

Uq |l, R⟩ = cos
(
δ

2

)
|l, R⟩ + sin

(
δ

2

)
e−i2α0 |l − 2q, L⟩

(2.22)

where δ is called detuning, normally is set to δ = π, and α0 is a phase that depends
on how the q-plate is aligned compared to the optical beam.

2.4 Photon interference

In this section, we revise the physics behind the multiphoton interference i.e.
where more than one photon is injected in a linear interferometer.

2.4.1 Hong-Ou-Mandel effect

In quantum optics, the Hong-Ou-Mandel (HOM) effect is an interference effect
that does not have any classical explanation. This effect is a simple method for
comparing the states of two photons. The phenomenon was originally proposed
to measure the delay between two photons by bringing the resolution down to the
nanosecond [63]. More generally, this effect can be used to measure properties of a
linear optical interferometer difficult to access with different measurements [25].

If at the input of a balanced beam splitter we put two indistinguishable photons,
one for each harm |1, 1⟩ = a†

1a
†
2 |0⟩, then the output state is

|11, 12⟩ =a†
1a

†
2 |0⟩

UBS−−−→1
2(a†

1 + a†
2)(a†

1 − a†
2) |0⟩

=1
2(a†

1a
†
1 − a†

2a
†
2 + a†

1a
†
2 − a†

2a
†
1) |0⟩

= 1√
2

(|2, 0⟩ − |0, 2⟩)

(2.23)

It is possible to notice that the event where a photon came out for each output, called
also non-collisional term, is suppressed due to the bosonic nature of the photons. If
the photons are distinguishable then the interference effect disappears completely
allowing the presence of the non-collisional therm. To detect the HOM effect, the
coincidences, i.e. simultaneous detection of two detectors, between the photons of
the two beam splitter outputs are measured (in this way the state |1, 1⟩ is measured).
By varying the distinguishability of the two photons, for example by changing their
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Figure 2.6. HOM dip. By varying the relative delay between two photons injected into
a beam splitter, suppression in the coincidences due to the bosonic coalescence of the
photons can be detected. The measured visibility is equal to V = 0.98 ± 0.02

relative time delay, the so-called HOM dip can be traced (an example is shown in
Figure 2.6).

Leaving aside the calculations (given in the Appendix A) the probability Pnc of
measuring a coincidence is equal to

Pnc = 2RT (1 − |⟨ϕ|ψ⟩|2) (2.24)
where |ϕ⟩ and |ψ⟩ are the states of the input photons and R and T are respectively
the reflectivity and the transmissivity of the beam splitter.

A relevant parameter in the HOM effect is the visibility V (which gives a direct
measure of the overlap between the two input states), defined as

V = 1 − PncI
PncD

= 2RT
R2 + T 2 |⟨ϕ|ψ⟩|2 (2.25)

where I and D stand for the probabilities in the case respectively of indistinguishable
and distinguishable photons. Experimentally, instead of the probabilities, the ratio
between the minimum and the maximum of the HOM dip can be use.

In the more general scenario of an interferometer implementing a unitary transfor-
mation U , when two photons are injected in the inputs h and k and the coincidence
are detected at the outputs i and j the probability to detect a coincidence is
P hkij = |Uih|2|Ujk|2 + |Ujh|2|Uik|2 + (UihUjkU∗

jhU
∗
ik + UjhUikU

∗
ihU

∗
jk)|⟨ϕ|ψ⟩|2 (2.26)

and the corresponding visibility is

Vhkij = −
UihUjkU

∗
jhU

∗
ik + UjhUikU

∗
ihU

∗
jk

|Uih|2|Ujk|2 + |Ujh|2|Uik|2
|⟨ϕ|ψ⟩|2 (2.27)

See Appendix A for the explicit calculation.
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2.4.2 Multi-photons interference

In the previous section, we see what happens when two photons are injected into
an interferometer giving rise to a new type of interference. Now we want to see what
happens when more than two photons are put inside.

To understand the connection between the unitary transformation implemented
by the linear interferometer and the quantum state at the output, we need to
introduce a function called permanent. The permanent of a square matrix U of
dimension n is defined as

Per(U) =
∑
σ∈Sn

n∏
j

Ujσ(j) (2.28)

where Sn is the set of permutation of n elements. We can notice that the expression is
quite similar to the determinant except that there is not the sign of the permutation.

If we define the matrices

U(h,k)→(i,j) =
(
Uih Uik
Ujh Ujk

)
(2.29)

we can notice that the expression of the probability for two photons in eq. 2.26 can
be expressed as

P hkij =
∣∣∣Per(U(h,k)→(i,j))

∣∣∣2 (2.30)

This is not a coincidence and indeed, for the general case, we can construct the
matrices Us→t, associated with the Fock states |s⟩ = |s1 . . . sn⟩ and |t⟩ = |t1 . . . tn⟩.
This matrix has for columns s1 copy of the first column of the original matrix U , s2
copy of the second column and so on; and for rows the same procedure but with the
state t. Then we can say that the probability of measuring the state t at the output
of an interferometer when in input is placed the Fock state s is

Ps→t = |Per(Us→t)|2∏n
i si!ti!

(2.31)

Intuitively, the formula is justified by the fact that the permanent is the coherent
sum of all the possible configurations to assign each photon at the output with a
distinct photon in the input. For a rigorous proof see [64].

For completeness, if the input photons are all distinguishable from each other
then the probability became

Ps→t = Per(|Us→t|2)∏n
i si!ti!

(2.32)
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Chapter 3

Photonic technology for
Quantum information

Photons are one of the most common platforms used to implement and experimen-
tally test quantum protocols. Indeed, they present various peculiar characteristics
that make them particularly suitable for this purpose. Some of the best-known quan-
tum protocols have been experimentally tested on photonic platforms, among which
we can mention super dense coding, entanglement distillation [65,66], quantum state
teleportation [67, 68], entanglement swapping [69], quantum coin tossing [70] and
others. In almost all the experiments done with photons, it is possible to recognize
a structure composed of three parts, the generation, manipulation and detection of
photons. This chapter analyses how these components are made experimentally and
what technologies and physical principles are at their basis.

3.1 Single-photon sources

An ideal single-photon source should emit on-demand indistinguishable single
photons in a defined spatial and temporal mode with the possibility of a high
generation rate. Furthermore, the realization of the source should be sufficiently
controllable so that it is possible to generate indistinguishable photons from different
sources. In addition, there are also other types of sources studied in the literature
that can generate states of more than one photon like the Bell states [71] or in
a photon number superposition [72]. Despite a large number of applications in
quantum technology, up to now a source with all those characteristics does not exist
yet. Depending on the application and the experiment there are some sources that
are more suitable than others. All the existing single-photon sources can be classified
into two major categories: the probabilistic photon sources and the deterministic
photon sources.

From the historical point of view, the first type of single-photon sources is
the probabilistic ones that exploit the interaction between a non-linear crystal
and a strong electromagnetic field called pump. This interaction spontaneously
generates a pair of photons. The effect at the basis of this interaction is called
spontaneous parametric down-conversion (SPDC). The SPDC sources are the most
used method for the generation of the vacuum-squeezed state which forms the basis of
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the continuous variable paradigm and exhibits non-classical properties of interest for
the theory of quantum optics. Moreover, under the assumption of a small squeezing
parameter the state can be approximated to the probabilistic generation of pairs
of single photons. In this regime, using the post-selection operation, it is possible
to generate single photons with a high degree of indistinguishability. Furthermore,
with some precautions it is possible to use SPDC sources for the generation of pairs
of photons in a maximally entangled state. The successful application of this type of
source in numerous experiments in virtually all areas of quantum information and
computation has motivated the engineering of various SPDC source configurations
in both bulk and integrated optics [73–77]. The integrated sources are implemented
by writing a waveguide in the non-linear material so that the generation of photons
takes place directly in the waveguide and there is no need for subsequent coupling
unlike bulk sources. In the context of integrated sources in addition to the SPDC
effect, another nonlinear effect called spontaneous four-wave mixing (SFWM) is used.
If the SPDC effect is a second-order effect, since a pump photon is converted into
two photons, instead the SFWM effect is a third-order effect in which two photons
of the pump are absorbed and converted into two photons. The advantage of the
SFWM is that a greater number of materials have this effect. The disadvantage
however is that being a process of higher order results in lower generation efficiency.
To overcome this disadvantage longer waveguide, typically arranged in spirals, or
ring resonator are used to increase the interaction length and the efficiency of the
process [78–88]. Another advantage of integrated probabilistic sources is that the
fabrication technique permits the realization of arrays of identical emitters [89–91].
Despite the large use of SPDC sources for quantum information experiments, their
probabilistic nature prevents scaling the experiments to a higher number of photons.
A possible solution to such an issue is the time-multiplexed technique which combines
several probabilistic sources to increase the generation probability but up to now
such a method is experimentally performed only in bulk optics [92].

The other type of single-photon source is the deterministic one. Those are
composed of a quantum dot, a structure with atom-like properties, and a cavity
around the dot that enhances the probability of emitting the photon in a determined
spatial and frequency mode when the dot is exited with a pump pulse [93–97]. If
the quantum dot is excited by a series of pulses with a period much longer than its
lifetime, it will generate a train of identical single-photon states, but up to now the
generation of indistinguishable photons from different sources is difficult. To overcome
the problem a demultiplexing technique can be used to separate the photons of
successive pulses in different spatial modes and then synchronized them to generate
a multi-photon indistinguishable state. However, such an operation introduces
additional losses to the apparatus that reduce the overall generation rate [98, 99].
These sources can also be used to generate couples of entangled photons [71] or
states in a controllable superposition of vacuum and single-photon [72,100].

Below, we analyze in detail the SPDC sources with bulk optics since they are the
ones used in the experiments presented in this thesis. In particular, we present the
classical and quantum explanation of the parametric down conversion phenomena
and the principal characteristic of our single-photon sources used in the experiments
presented in this thesis.
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Figure 3.1. Non-linear optics effect. a) Schematic representation of the sum frequency
generation effect, it occurs when two strong beams with frequency ω1 and ω2 impinge on
a non-linear crystal and at the exit of the crystal, in addition to the two incident phases,
there is also a third beam with a frequency which is the sum of the frequencies of the two
incident beams. b) Energy conservation scheme for the sum frequency generation effect.
c) Schematic representation of the optical parametric amplification effect, it occurs when
a strong beam with frequency ω3 and a weak beam with frequency ω1 impinge on a
non-linear crystal, at the output the weak field result amplified and there is a third beam
with a frequency which is the difference of the frequencies of the two incident beams. d)
Energy conservation scheme for the optical parametric amplification.

3.1.1 Spontaneous parametric down conversion

Optical parametric amplification

The spontaneous parametric down-conversion is a process that can be explained
only with the tools of quantum optics theory. The classical analogous is called
optical parametric amplification and consist of the amplification of an electric field
at the frequency ωs, historically called Signal, passing throw a non-linear crystal
pumped by a second electric field called Pump with frequency ωp. During this
process, a third electric field called Idler is generated with a frequency that due to
the energy conservation is ωi = ωp − ωs. To describe the phenomenon we start with
the maxwell equations in the presence of non-linear media. The interaction of a
material with a strong electromagnetic field induces a non-linear response of the
latter. The material’s response is completely described by the polarization vector P⃗
which is a function of the applied electric field E⃗. By expanding the polarization
vector in Taylor expansion and truncating the series at the second order we can
write P⃗ = P⃗ (1) + P⃗ (2) with

P
(2)
i = ϵ0

∑
j,k

χ
(2)
ijkEjEk (3.1)
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where ϵ0 is the vacuum dielectric constant, the subscripts i, j, k ∈ {x, y, z} are the
direction of the used basis and the tensor χ(2)

ijk is the second order susceptibility of the
material under consideration [101]. From this expression, it is possible to notice that if
two monochromatic waves, respectively at the frequency ω1 and ω2 < ω1, are made to
interact with the non-linear material then two other monochromatic waves are created
inside the material, the first at the frequency ω1 +ω2 and the second at the frequency
ω1 − ω2. The generation of the first wave is called sum frequency generation and
the second one is called parametric amplification or difference frequency generation.
The two phenomena are closely related to each other since they can be viewed as
the inverse of each other. To mathematically describe both phenomena we want to
solve the wave equation in presence of the non-linear material

∇2E⃗ − 1
c2
∂2E⃗

∂t2
= 1
ϵ0c2

∂2P⃗

∂t2
(3.2)

where c is the speed of the light in the vacuum. To simplify the calculation and show
the salient points of the theory we make the assumption of monochromatic plane
waves all with the same direction perpendicular to the interface of the non-linear
material that we can consider lossless.

To solve the case of the sum frequency generation, we can assume that the fields
E1 and E2 are much stronger than the field E3 and that they are constant for the
entire duration of the interaction. These assumptions are not restrictive since the
value of the non-linear susceptibility is very small. Then we want to find a solution
for the field E3 in the form

E3(z, t) = A3(z)ei(k3z−ω3t) + c.c. (3.3)

where k3 = n3ω3/c and n3 is the refractive index of the material at the frequency
ω3. Then the polarization vector can be written as

P3(z, t) = P3e
i(k3z−ω3t) + c.c. P3 = 2ϵ0χeffE1E2 (3.4)

where χeff is the effective susceptibility, which summarizes the properties of the
susceptibility and orientation of the material compared to the direction of the waves.
Putting these expressions in the wave equation (3.2) we obtain

∂2A3
∂z2 + 2ik3

∂A3
∂z

= −2ϵ0χeffω
2
3

c2 A1A2e
i(k1+k2−k3)z (3.5)

Using the slowly varying amplitude approximation that assumes that the change of
intensity on a distance of a wavelength is negligible, i.e.∣∣∣∣∣∂2A3

∂z2

∣∣∣∣∣ ≪
∣∣∣∣k3

∂A3
∂z

∣∣∣∣ (3.6)

with this approximation the expression becames

dA3
dz = iϵ0χeffω3

n3c
A1A2e

i(k1+k2−k3)z (3.7)
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Defining the quantity ∆k = k1 + k2 − k3 and assuming that at the input of the
crystal the intensity of the sum electric field is null E3(0, t) = 0, we can integrate
the previous equation and calculate the intensity of the electromagnetic field as a
function of the position z.

I3 = 2χ2
effω

2
3z

2

n1n2n3ϵ0c3 I1I2sinc2
(∆kz

2

)
(3.8)

Just from this equation, we can see some of the important features of the non-linear
process. As we can see for the same length of the non-linear material the maximum
intensity of the generated field is reached when ∆k = 0. This condition is called phase
matching and turns out to be a crucial condition in all nonlinear processes. Also, the
”Sinc” function reflects the phenomena of energy exchange between the two pump
beams and the signal beam generated in the material. In fact, if the phase-matching
condition is not satisfied, we can be seen how the intensity of the generated fields
spatially oscillates showing this energy exchange. The phase-matching condition
can be seen as a conservation of the total momentum of the fields and guarantees a
constant flow of energy from the pump beams to the signal beam via a constructive
interaction between them. The phase-matching condition is not a trivial condition
to fulfil, for example in the collinear case under examination we can writhe the
phase-matching condition as

n1ω1
c

+ n2ω2
c

= n3ω3
c

(3.9)

also remembering that it must be valid the relation ω1 + ω2 = ω3. Almost all
the materials in the lossless regime present a refractive index that increases with
frequency meaning that the phase-matching condition can not be satisfied. As we
will see later, in order to comply with the phase-matching condition and therefore
to have an efficient generation, it is necessary to use birefringent materials.

Now we move to the parametric amplification effect which is the closest classical
effect to SPDC. In this case, we have a strong field at frequency ω3 and a very weak
field at the frequency ω1 < ω3. Applying the same assumption of the sum frequency
generation case that the electromagnetic field E3 remains constant during all the
interaction and using the same slowly varying amplitude approximation we can write
the equations for the intensity of the signal at ω1 and for the idler at ω2 = ω3 − ω1
as

dA1
dz = iϵ0χeffω1

n1c
A3A

∗
2e
i∆kz (3.10)

dA2
dz = iϵ0χeffω2

n2c
A3A

∗
1e
i∆kz (3.11)

(3.12)

In the case of phase matching condition, ∆k = 0, the equations turn out to be easy
to solve and the solution is

A1(z) = A1(0) cosh(αz)

A2(z) = i

√
ω3n2
ω2n3

A3
|A3|

A1(0)∗ sinh(αz)
α = χeff|A3|

c

√
ω2ω3
n2n3

(3.13)
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From that expression we can understand why this process is called parametric
amplification, indeed the signal field is amplified by the non-linear process and as a
side effect the idler signal is generated to conserve total energy. Furthermore, it is
possible to note that for the process to take place it is necessary that at the entrance
of the non-linear media there is an electromagnetic wave at the frequency ω1 to be
amplified. From this, we see how the theory of classical electromagnetism cannot
explain the SPDC since it is a spontaneous process. In the next section, we will
look at the quantum description of the nonlinear process and how SPDC occurs
through interaction between the nonlinear crystal and the vacuum state, a concept
completely absent in classical theory.

Description according to the quantum theory

To understand the SPDC process we start by writing the Hamiltonian of the
non-linear crystal in the second quantization formalism [102]. In the following, the
indices p, s and i are used to indicate the quantities connected respectively to the
pump, signal and idler fields.

ĤSPDC = iℏK(âsâiâp†ei∆k⃗⃗̇r−i∆ωt + âs
†âi

†âpe
−i∆k⃗⃗̇r+i∆ωt) K = χeff

3ϵ0V

√
ωpωsωi
2ϵ0V

(3.14)
where ∆ω = ωp − ωi − ωs. The first term of the hamiltonian is related to the sum
frequency generation phenomena since a photon of the signal and a photon of the
idler are destroyed to create a photon with a frequency that is the sum of the two.
The second term is related to the parametric amplification effect since a photon of
the pump is destroyed to create a couple of photons one as a signal and one as an
idler. The two processes are one the hermitian conjugate of the other which means
that they can see as one the inverse process to the other. Also, this tells us that the
two processes can not be separated and always compete with each other.

To explain the SPDC phenomena we solve the Schrödinger equation for an initial
state with Np photons in the pump and no photon in the signal or in the idler.

|ψ(t)⟩ = e
1
ℏ

∫ t
0 dt′ ĤSPDC(t′) |Np, 0s, 0i⟩ (3.15)

Since the parameter K is very small, which reflects the fact that the SPDC process is
very inefficient, it is reasonable to express the evolution operator in Taylor expansion
and truncate it at the first order

|ψ(t)⟩ ∼
(
C0 + C1

ℏ

∫ t

0
dt′ ĤSPDC(t′)

)
|Np, 0s, 0i⟩ (3.16)

if the interaction time t is sufficiently long then the only remaining therm of the
integral is the one that conserves the energy, i.e. ∆ω = 0, meaning that we can
express the final state as

|ψ(t)⟩ = C0 |Np, 0s, 0i⟩ + C1Ke−i∆k⃗⃗̇r |Np − 1, 1s, 1i⟩ (3.17)

To compare this expression with the one found in the previous section we need
to compute the square modules of the wave function. The term e−i∆k⃗⃗̇r generate
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the same sinc function dependence for the phase matching condition found for the
classical derivation. On the other hand, compared to the classical phenomena, we
can see that the intensity of the signal and idler field are linear in the pump intensity
Ip. Indeed, such property arises from the fact that the intensity of the pump is
proportional to the number of photons |Np⟩. Since the generation probability is
proportional to K2 and C1 ≪ C0 the efficiency of SPDC is very low. The increase
of the pump intensity Ip could be a solution but in this way, we can not neglect
the higher contribution in the Taylor expansion. It is possible to show that the
complete state generated by an SPDC source is a two-mode vacuum-squeezed state
which tends to be a classical state for a high value of the squeezing parameter. To
bypass the problem the solution adopted in most of the experiments of quantum
information is the post-selection in the measurement stage. Since the signal and
the idler photon are generated contemporaneously, to herald the generation of the
photons is sufficient for the detection of two simultaneous events in the measurement
stage. In this way, we discard the vacuum state |0s, 0i⟩. Also, accidental coincidences
due to the dark count or multi-pair emission can be kept under control by a proper
choice of the coincidence time window and eventually during measurement results
processing.

3.1.2 SPDC phase matching condition

In the previous section, we saw that the phase-matching condition is a pivotal
condition to maximize the efficiency of all the non-linear processes both in the
classical and quantum regimes. We have also seen how it is not trivial to be able
to satisfy this condition. For example, for the collinear case (Eq. (3.9)) we have
seen how it is difficult to satisfy this condition with a transparent isotropic material.
Since we are interested in the generation of indistinguishable photons in the following
we will focus on the case where the signal and idler photons have the same frequency
ωs = ωi = ωp/2. Since finding a dispersive material that presents the condition
n(ω) = n(2ω) is complicated, to solve the problem we resort to the use of birefringent
materials which have a different refractive index depending on the polarization. With
the birefringent materials, it is possible to reach the phase-matching condition due to
the fact that the pump field and the photons can be affected by different dispersion
curves. The birefringent materials can be divided into uniaxial materials if it has
two distinct refractive indexes or biaxial materials if it has three distinct refractive
indexes. The two most common non-linear birefringent materials used to make single-
photon sources are Beta-Barium Borate (BBO) and Potassium titanyl phosphate
(KTP) for which the dispersion curves, i.e. the dependence of the refractive indexes
as a function of the frequency, are well known.

The SPDC sources can be classified according to the polarization of the emitted
photons compared to the pump polarization. In this sense, we can identify three
different configurations

• type-0 : when the polarization of the two photons emitted is the same and is
parallel to that of the pump.

• type-I : when the polarization of the two photons emitted is the same and is
perpendicular to that of the pump.
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• type-II : when the polarization of the two emitted photons are perpendicular
to each other.
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Figure 3.2. Phase-matching conditions for a type-II SPDC. Tuning curve for a
BBO crystal pumped at the wavelength of λp = 408nm and with the selected photon
wavelength at λs = 826nm (red line). a) Collinear emission that appends when for
the selected wavelength the two curves are tangent. b) Non-collinear emission for the
generation of entangled states, in this configuration the two cones intersect each other
and the generated state at the intersection is an entangled state in polarization. c)
Beam-like emission that happens when the tuning curve is tangent to the red line in two
points. In those points, the photons are emitted in a Gaussian beam that is suitable for
coupling in single-mode fibers. The figure is taken from Ref. [103]

Until now only the scalar version of the phase-matching condition has been
considered, in general we can consider that the generated photons are not collinear
with the pump. Below we analyse the main geometries in the case of type-II emissions.
Finding a general solution for the phase-matching condition is not a trivial task and
normally only numerical solutions can be found [104]. The result of the calculation is
the so-called tuning curve that represents the emission angle θ of the photon, referred
to the pump direction, as a function of the wavelength. Some examples of tuning
curves are represented if Fig. 3.2 [103]. For a BBO crystal in the type-II emission,
the phase matching condition predicts that the photons are generated along two
cones in space and considering the relative position of these two cones it is possible
to distinguish three different configurations of interest. The first one (see Fig. 3.2 a)
is the collinear configuration where the two cones are tangent to each other, this
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Figure 3.3. Source structure and indistinguishability. a) The source is split in two
independent double pairs emissions characterized by two nonlinear gains gij . Each source
generates photons in a pair of optical modes. Legend: BB0 - Beta-Barium-Borate crystal;
BPF - Band Pass Filter; HWP - Half wave plate; PBS - Polarizing Beam-splitter. b)
HOM dip for photons belonging to the same pair, the errors are estimated by considering
the Poissonian uncertainties. From the fit (in red) we measure a visibility of V = 0.98(2).

configuration is similar to the scalar one since in the tangential point the signal
and the idler photons came out from the same direction. The second configuration
is when the two cones intersect (see Fig. 3.2 b). In this configuration if we collect
the photon generated at the intersection since we cannot know which photon is
emitted by which cone the generated state is entangled in polarization. The third
configuration is called beam-like emission (see Fig. 3.2 b) and is the configuration
where the two cone collapse in two spots. Since the spatial profile of this spots is
Gaussian this configuration is optimal for high coupling efficiency in single-mode
fibre [105].

3.1.3 SPDC sources

Now that the basic principles of the SPDC sources are understood, we proceed to
describe the single-photon sources that we are going to use in the experiments of this
thesis. The source is a BBO crystal pumped with a pulsed laser at the wavelength
of λp = 392.5nm with a power sufficient to be in a two-pair emission regime. The
photon pairs are emitted at the wavelength of λs = 785nm in the configuration
where the two cones intersect and the collection is performed along the intersection.
To increase the indistinguishability the generated photons are filtered through a
narrow band-pass filter with a window of 3nm and centred at the wavelength of the
photons. Then a half-wave plate and a polarizing beam splitter are used to separate
the photons in four different modes according to the polarization of the photons
(see Fig. 3.3 a). With this configuration, we can perform experiments with 2, 3 and
4 indistinguishable photons. Due to the correlation between the polarization if we
detect a couple of photons they can come out only in the configurations (1, 2) or
(3, 4) and since we do not stabilize any phase we can consider that the two sources
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are independent. The state generated by each one of the two sources can be written
as

ρij = 1
1 − gij

(|00⟩ ⟨00| + gij |11⟩ ⟨11| + gij
2 |22⟩ ⟨22| + . . . ) (3.18)

where gij is the probability to generate a couple of photons in the mode (i, j) ∈
{(1, 2), (3, 4)}. The overall state generated by the sources can be described as
ρ = ρ12 ⊗ ρ12. Post-selecting on the measure of a four-fold coincidence, i.e. the
contemporaneous generation of four photons we can describe the state as

ρ4−photon = 1
g2

12 + g2
34 + g12g34

(
g12g34 |1111⟩ ⟨1111| + g2

12 |2002⟩ ⟨2002| + g2
34 |0220⟩ ⟨0220|

)
(3.19)

where we have described the state on the Fock basis described by the occupation
numbers in the order |n4, n1, n2, n3⟩. Which can be simplified by taking into account
that g12 = g34

ρ4−photon = 1
3
(

|1111⟩ ⟨1111| + |2002⟩ ⟨2002| + |0220⟩ ⟨0220|
)

(3.20)

From this expression, it is immediately noticeable that in addition to the generation
of a photon per mode, two other ”spurious” configurations are generated. In some
cases, it is possible to use post-selection techniques to eliminate the contributions
due to the two ”spurious” terms. However, in general, it is necessary to take them
into account during the data analysis.

To test the indistinguishability of the photons generated by the source we perform
a HOM measurement between each couple of photons. To perform the measurements
the two photons are made to interact in a fiber beam splitter with the precaution
that the polarization is identical for the two photons. At this point, we change the
relative length between the paths, and thus the relative delay between the photons,
and measure the number of coincidences. In Fig. 3.3 b is represented one of the
HOM dips used for the analysis of the sources. For this type of source, the measured
visibility for photons belonging to the same pair is around 0.95 ÷ 1 and for photons
of different couples is around 0.8 ÷ 0.95. This difference can be explained by the
fact that the photons of the same pair are temporally correlated meaning that they
are always generated at the same time, therefore those of a different pair, even if
generated by the same impulse, have a fluctuation in the relative generation time
which decreases the visibility.

3.2 Evolution

After the generation of the photons the next is the evolution stage, I.e. an
interferometer that implements the quantum protocol of interest. The literature
presents a very large variety of interferometers depending on the experiment and
the application to be pursued. Below we will focus only on linear interferometers,
i.e. composed only of linear components. With regard to non-linear interferometers,
please refer to the specific literature [109].

To implement a linear interferometer various platforms have been proposed
depending on the degree of freedom used and the required characteristics. In Fig. 3.4
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Figure 3.4. Photonic platform. a) Bulk-optics interferometer implementation, is
composed of bulk components, i.e. components of macroscopic dimension, and represents
the first type of interferometer implemented and remains one of the principal methods
since present lower losses compared to other implementations. (figure from Ref. [106])
b) Micro-optics interferometer implementation, these interferometers are built of several
fused-quartz trapezoids, covered with differently reflecting optical coatings, stacked
together. (figure from Ref. [107]) c) Fiber-loop interferometer implementation, uses time
bin codification and fast optical components to route the photon along paths of different
lengths to make different time bins interact with each other. (figure from Ref. [108])
d) Integrated interferometer implementation. This implementation employs a series of
waveguides which interact appropriately with each other through the effect of evanescent
waves to create a generic linear interferometer. (figure from Ref. [2])
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are represented four of the most common platforms for the implementation of a linear
optical interferometer. The first implementation is with the bulk-optics component,
for obvious reasons historically it is the first typology of platform used for the
implementation of the interferometers and still today results in one of the most used.
The main advantages of the bulk-optics platform are the easy availability of the
components and the low losses that can be obtained. The main disadvantages are the
lack of system stability and the necessity to realign the equipment from time to time.
Furthermore, the scalability of the interferometers is impractical since the physical
dimensions of the system tend to grow rapidly as the number of interferometer
modes to be implemented increases. The second platform is called micro-optics
and consists of a series of fused quartz trapezoids covered with differently reflecting
optical coatings and glued together [107,110]. The advantages of this implementation
are the low losses equal to the bulk implementation and greater stability. However,
it has the enormous disadvantage that at present there are no methods to make the
device reconfigurable. This implies that if one wants to modify the transformation
implemented by the interferometer it is necessary to replace the device itself and
realign the entire apparatus from scratch. The third platform used to implement
linear interferometers is called fibre-loop [108]. This implementation uses time bin
encoding and is particularly suitable for single-photon sources based on quantum
dots. It consists of a loop implemented with bulk or fiber optics in which photons
are spun. Through optical switches, it is possible to route the photons on a path of
different lengths in order to make the photons interact in different time bins. The
main advantage of this implementation is the need for a relatively small number of
optical components even for implementations of interferometers with a high number
of modes. The main disadvantage of this platform is the need to use high-speed
optical components in order to be able to implement the necessary optical switches
and a sufficiently fast and precise control system which allows the changing of the
configuration of the switches at each pulse. This condition is necessary in order to
implement a generic transformation. Finally, in order to be able to stay in reasonable
frequency regimes for the control electronics it is necessary that the period between
the pulses is sufficiently high implying a not indifferent lengthening of the length
differences between the various optical paths which turn into the need to use more
long optical fibers.

The last implementation is the integrated platforms which in recent years is
becoming one of the most promising platforms for quantum optics experiments.
The main methods for integrating optical elements into photonic chips involve the
fabrication of optical waveguides. In this context, there is no unique and well-
established technology since depending on the material and the fabrication process
there are different properties that may or may not be implemented. For example,
some of those properties are the level of miniaturization, the operating wavelength,
the sensitivity to the polarization of light and the possibility to integrate also
the sources and the detector of the photons. Since the integration technique for
electronic circuits is based on silicon materials it is natural to think of methods
based on similar technology for the integration of photonic devices, this construction
technique is called Silicon-on-insulator and uses silicon [111] and silicon nitride [112]
to integrate the waveguides. These materials have the advantage of having a high
degree of miniaturization and the possibility of integrating both photon sources
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and detectors. However, compared to other materials, they have higher losses.
Many recent experiments exploit silicon circuits [87, 89–91, 113–119] and silicon
nitride circuit [84,85,120,121] in the various fields of quantum information. Other
proposed materials for the construction of the waveguides are Lithium niobate,
Gallium arsenide and Indium phosphide present large electro-optical properties that
allow for fast operations on the photons [122–126]. The most used material for the
construction of photonic chips, and historically the first one used, is fused silica
(SiO2) since it displays transparency of a wide range of wavelengths from visible to
infrared and high coupling efficiency with fibers. Also, depending on the fabrication
process, silica waveguides can display low propagation losses and birefringence. The
first fabrication method used for the construction of silica waveguides is called
silica-on-silicon. The fabrication process consists of the deposition of a layer of
undoped silica, which is the core material of the waveguides, on a substrate of
Silicon. Then the layer is patterned via standard optical lithography techniques
and covered by a second layer of doped silica. This platform is the first used for
the implementation of quantum and reconfigurable photonic circuits [127–131] but
the further development of this technology has been limited by problems intrinsic
to the constructive method. To try to solve the problems of the prior technique a
different one has been developed and is called UV-writing. The silica waveguides are
fabricated by focusing a strong laser pulse in a photosensitive doped silica layer placed
between two layers of undoped silica. The waveguides are then etched translating
the sample with respect to the laser beam [132]. This technique simplifies the
fabrication process since do not require a mask for the lithography process and also
allows tridimensional geometry. With this technique, the possibility of implementing
integrated interferometers [133–135] and sources of quantum light [79,136–139] have
been shown, however to date a device that has both components simultaneously has
not yet been created. A different laser-writing technique is the femtosecond laser
writing [140]. This fabrication technique is based on the non-linear absorption of
strong laser pulses focused on the silica sample. The absorption creates a permanent
change in the refractive index of the material localized in the focalization point.
A waveguide is directly written in the sample by translating the focal point at a
constant speed. The very low birefringence of the material and the possibility to
control the shape of the cross-section of the waveguides allow the realisation of chips
that are polarization insensitive [141–143] as well as components to manipulate the
polarization like polarizing beam splitter and waveplates [144,145]. The possibility of
creating three-dimensional geometries makes the technique more flexible than others.
Indeed, with the femtosecond-laser-wiring, the possibility of implementing discrete
interferometers both in a planar [142,146–148] and in three-dimensional [149–151]
configuration and also continuously coupled interferometers [152–156] has been
demonstrated. Furthermore, the possibility of making the device reprogrammable
through the use of thermo-optic effects has been demonstrated [2, 10,99,157,158].

For the experiments presented in this thesis, we use photonic chips both in the
planar and tridimensional geometry. The chips were fabricated by femtosecond laser
writing in a boro-aluminosilicate glass substrate (EAGLE XG, Corning) extending on
an area of 75 × 12mm2. The laser source (PHAROS, Light Conversion), operating at
a wavelength of 1030nm, was configured to produce pulses with a duration of 178fs
and energy equal to 290nJ at a repetition rate of 1MHz. The laser was focused with
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a 20× (NA = 0.5) water-immersion objective, while the substrate was translated
at 20mm/s. To ensure efficient reconfigurability, the circuit was inscribed at 30µm
from the surface. After a thermal annealing step [159], single-mode waveguides
operating at 785nm with a 1/e2 mode diameter of 4.5µm were obtained. Heaters
were fabricated by depositing gold on the chip surface and patterning the electrical
circuit with the process reported in [160] to create resists with length 3mm and
resistance 70÷100Ω on the surface of the chip. To guarantee proper heat dissipation,
the device was mounted on an aluminium heat sink.

3.3 Detection

In an experiment after the evolution stage, we need to detect the photons in
order to perform the needed measure. Photodetectors are devices that generate
a macroscopic electric signal when stimulated by one or more photons. Detecting
photons with a high probability and reliability represents a pivotal requirement. The
photon detectors can be classified into two categories the threshold detectors and the
photon-number resolved detectors. The threshold detectors generate an electrical
impulse when at least one photon hit the detector. Instead, the photon-number
resolved detectors in addition to detecting the presence of photons also provide
their number. The threshold detectors category includes single-photon avalanche
photodiodes (SPAD) made of Indium gallium arsenide [161, 162] or Germanium
on silicon [163,164], also there are detector based on negative feedback avalanche
diodes [18,165,166], quantum dots [167], artificial Λ-type three-level systems [168],
up-conversion detectors [169–173] and superconducting nanowires [174–185]. Instead,
the principal technologies for the photon-number resolved detectors are transition-
edge sensors [186–189], organic field-effect transistors [190], parallel superconducting
nanowire single-photon detectors [191, 192]. It is also possible to implement a
probabilistic version of the photon-number resolved detectors from the threshold
ones using multiplexing techniques [193, 194]. As has been done for the previous
components, also for single photon detectors in the literature there are various
attempts to integrate them into integrated photonic devices. The principal materials
used are Lithium niobate [195], Gallium arsenide [196,197] and silicon [198,199].

In our laboratory, we use the Exelitas SPAD detectors since they present a high
efficiency at our working wavelength and do not require special precautions to be
used such as cryogenic temperatures.
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Part II

New protocols for optical
circuits characterization
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Chapter 4

General approach to the
characterization of optical
networks

In the previous chapters, we presented linear optical circuits and their mathe-
matical description through the unitary operator U . An important stage for any
experiment is the reconstruction of such operations. Several relevant aspects con-
nected to optical networks have been identified in the literature. They range from
engineering the optical setup for the implementation of a given unitary matrix to the
identification of universal architectures that can perform any transformation [9, 57].
In this chapter, we focus on the characterization problem of a linear optical circuit
which requires a systematic procedure to test its operation, or more in general, to
reconstruct the unitary matrix implemented by the network. For example, inter-
ferometers based on a bulk optic implementation can be typically decomposed in
elementary units that can be addressed and characterized separately. In certain
cases, it is not possible to separate the various components of a linear optical cir-
cuit, e.g. in the case of integrated optics. This involves finding characterization
procedures that analyze the linear network as a single element Several techniques
have been developed to achieve full characterization of integrated photonic devices
by exploiting different degrees of knowledge of the network’s internal structure and
various measurement approaches with classical or quantum light. These algorithms
can be divided into two main groups. The first one is called black box approach
and exploits only the information provided by the measurements, without assump-
tions on the internal structure of the optical network. The second one is the white
box approach, which exploits knowledge of the optical network structure together
with the information obtained from a set of appropriately chosen measurements.
White box approaches usually make use of an optimization algorithm to estimate
the parameters of the given architecture [200, 201]. It is clear that this family of
reconstruction algorithms strongly depends on the knowledge of the relation between
the optical component parameters and the matrix elements, and thus requires accu-
rate modeling of the system including noise processes. On the contrary, black box
approaches aim at characterizing a multimode linear optical interferometer without
using any information about its structure. They are very useful when the structure
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is inaccessible, untrusted or too complex to be modelled [2]. A black-box method for
linear optical circuits was proposed in Ref. [25] and subsequently refined in Ref. [202].
The authors presented an analytical algorithm to reconstruct the elements of the
unitary matrix U from quantum light measurement, via single- and two-photon
experiments. The algorithm is advantageous since it permits to retrieval the matrix
U even in the presence of losses and optical phase instabilities due to, for example,
fiber connections in the input and output stages. However, such a method requires
quantum light input states and the accuracy is limited by noisy experimental data.
In fact, the result of this reconstruction method is typically employed as a starting
point for further numerical optimization to improve the stability of the solution. An
alternative method exploits only classical field intensities measurements [203]. The
moduli of the matrix elements are measured from the field intensities distribution
in the output modes, while, the complex phases are estimated by a measurement
of the interference fringes between two coherent beams. The two procedures for
the moduli and the phases estimations are independent and they can be mapped
directly onto the unitary matrix without the need to apply any further optimization
algorithms [200,203]. With this approach, a crucial requirement for a correct phase
measurement is to perform the phase scan in times much shorter than the typical
timescale of phase fluctuations of the system. In addition, it cannot be used in
the presence of mode-dependent losses in the collection stages. Other black-box
algorithms based on coherent light measurements always require high phase stability
during the scan in the input and output sections [204–206], thus making them not
viable for optical setups with in-fiber connections, which are nevertheless typical
for integrated photonic devices. The last class we mention is machine-learning
algorithms [207,208] that need large sets of data to learn the correct transformation.
Very recently, Kuzmin et al. [209] simulated the application of a supervised-learning
strategy for the calibration of a reconfigurable interferometer and experienced an
unfavorable scaling of the training set size with the number of modes in the black
box scenario.

In this chapter, we propose a new black box approach that aims at solving some
open issues mentioned in the past algorithms. The goal is to provide a methodology
to identify separately mode-dependent losses and matrix elements of U via coherent
light measurements. In particular, we first present two algorithms to estimate
the amount of loss imbalance in the injection and collection stages of a linear
optical interferometer and consequently characterize the moduli of the elements
of the unitary matrix. Then, we move to the problem of measuring the phases of
the unitary matrix elements. Previous algorithms [25,202] exploited second-order
quantum optical correlations such as the Hong-Ou-Mandel effect [63], or the first-
order classical correlations in Mach–Zehnder like interferometric structures [203].
Since there are mathematical analogies between classical and quantum second-order
correlations [210], we propose to replace such quantities with the second-order
correlations of classical light in a Hanbury-Brown&Twiss like experiment [211]. This
approach combines some advantages of both the previous methods, i.e. the use of
classical light [203] and the independence from losses and optical phase instabilities,
like the methods that employ as a probe pair of indistinguishable photons [25,202].
Moreover, we show that the proposed classical second-order measurements depend
only on the matrix phases and not on the moduli as for the quantum correlations.
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This allows for completely independent estimations of the phases, input/output
losses and the moduli of the unitary matrix. From an experimental point of view,
this is an important improvement that reduces the propagation of the error along the
characterization process. Thus, this method can be applied in a general scenario and
can be effective for different experimental platforms, ranging from bulk to integrated
and in-fiber optical setups. Some results of this chapter are published in the following
work:

Characterization of multimode linear optical networks Francesco Hoch,
Taira Giordani, Nicolò Spagnolo, Andrea Crespi, Roberto Osellame, Fabio Sciarrino.
Adv. Photon. Nexus 2(1), 016007 (2023) [3]

4.1 Overview on black-box linear optical circuits recon-
struction

U

Figure 4.1. multimode linear interferometer. The multimode interferometer model
considered in this chapter. It consists of the ideal optical circuit described by the
unitary transformation U plus layers of mode-dependent losses at the input and at the
output (represented by beam splitters in the figure), and phase instabilities (represented
by sparks). Output losses take into account also possible differences in the detection
efficiencies among the modes.

Any ideal linear optical interferometer can be represented by a unitary matrix
U , acting on the annihilation operators of the electromagnetic field of the input (aj)
and output (bi) modes as follows

bi =
∑
j

Uijaj (4.1)

where Uij are the elements of the unitary matrix. The same relation holds for
classical states of light, replacing the operators ai and bi with the complex field Ei
in Eq. (4.1). In other words, the elements of the unitary matrix Uij completely
characterize the field amplitudes propagation through a multimode optical network.
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In general, the set of optical modes i may represent any degree of freedom of light,
such as polarization, path, time of arrival and frequency.

Optical losses deviate the interferometer operation from unitarity. To take into
account the losses we consider biased insertion losses in input and output, and
balanced internal losses which are known to commute with the unitary matrix [212].
This assumption is not the most general since it considers the optical transformation
U without any internal unbalances among the modes, but most of the photonic
circuits are designed in such a way that losses are practically unbiased along the
evolution. Then, our model of losses can find applications in many scenarios. We
model losses as in Fig. 4.1 with a set of beam splitters placed on the input and
output modes. We further consider the presence of unknown (and possibly unstable)
phase terms on these modes. The device is thus described by a matrix T = D1UD2,
where D1 and D2 are diagonal matrices that account for such losses and additional
phases. The matrix elements of the unitary part are expressed as Uij = τijeiϕij ,
where τij and ϕij are the matrix moduli and phases respectively. In what follows,
we briefly analyze the two most general algorithms in the literature to reconstruct
the matrix U . The first algorithm exploits quantum light [25] and the second one is
based on coherent light measurements [203].

If one employs measurements with Fock states at the input of the interferometer
and photon-number-resolving detection at the output, the results will be insensitive
to the (unstable) phase terms at the input and at the output. This means that the
matrix U and all the matrices U ′ in the form U ′ = F1UF2, where F1 and F2 are
a unitary diagonal matrix, are equivalent. Another invariance property of these
measurements carried out with Fock states is that the outcomes do not change
with respect to the conjugate operation U ′ = U∗. Given these equivalence relations,
it is not necessary to reconstruct the actual unitary matrix implemented by the
interferometer but only a representative element of its class of equivalence. This is
commonly defined by choosing a matrix with real-valued elements in the first row
and first column (ϕ0i = 0 and ϕi0 = 0) together with the condition that the element
U11 has positive phase (ϕ11 > 0). In Ref. [25], the authors presented an algorithm
to reconstruct the value of moduli and phases of the representative unitary matrix
elements via single-photon intensity and two-photon measurements, the latter via
the visibility V of Hong-Ou-Mandel (HOM) interference [63]. Labelling the input
modes of the two photons as h, k, and the output ones as i, j, as defined in chapter
2, the visibility is

Vhkij = − 2τjkτihτikτjh
τ2
jkτ

2
ih + τ2

ikτ
2
jh

cos (ϕjk + ϕih − ϕik − ϕjh) (4.2)

The important thing about visibility V is the cosine dependence from the phases of
the unitary transformation. Moreover, this quantity does not change in the presence
of mode-dependent losses in both the preparation and measurement stages, and
thus its estimation gives direct access to the matrix elements. By measuring these
quantities it is possible to define a system of equations and to retrieve an analytical
solution to the problem, as shown in [25,202]. One of the main constraints of such
an approach is the requirement of measurements with quantum light.

The other method proposed in Ref. [203], based on classical intensity measure-
ments, requires phase stability within the measurement time to estimate matrix
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phases since these values are extracted from first-order correlation functions. This
means that in such a measurement scheme the equivalence between U and U ′ does
not hold. Additionally, the correct estimation of matrix element moduli, which in
this approach is performed independently of the phase estimations, is spoiled by the
presence of output mode-dependent losses.

4.2 Algorithm for reconstruction of linear interferome-
ters

In this section, we propose a different black-box approach based on the same
assumption of the model presented in the previous section that uses as a probe only
coherent light. This method permits to estimate of the matrix moduli and the losses
imbalances without needing to know the phases. In particular, it presents a quantity
similar to the visibility V that does not depend on the moduli of the matrix making
it completely independent from their measure.

4.2.1 Reconstruction of moduli and losses

We start our investigation with the estimation of the matrix elements moduli τij .
The τ2

ij coefficients represent the probability to find a single photon in output mode
j given an input mode i or, alternatively, the fraction of classical field intensity in
the mode j. This observation allows defining a probability matrix Pij = τ2

ij . The
main task is to estimate such a matrix when mode-dependent losses are present in
the preparation and collection stages. Let us define M as the matrix obtained from
single-mode intensity measurements, estimated experimentally via single-photon
input states or by injecting laser light in a single mode. Following the model
presented in Fig. 4.1, the actually measured matrix M can be expressed as follows

M = D1PD2 (4.3)

where D1 and D2 are diagonal matrices that describe the unbalanced losses in input
and output modes. The task then requires reconstructing the probability matrix P
and the input and output losses matrices D1 and D2 starting from the measured
matrix M . To this end, we introduce two approaches that can be used to estimate
D1 and D2 up to a multiplicative factor and, consequently, the matrix P under very
few assumptions on the measured matrix M .

Sinkhorn’s decomposition-based algorithm.

A first approach to reconstruct the matrices P , D1 and D2 is obtained starting
from the observation that the probability matrix P is a doubly stochastic matrix,
i.e. the matrix has non-negative entries and the sum of each row and each column is
equal to one. It is thus possible to apply Sinkhorn’s theorem and the matrix scaling
algorithm on this system [213,214]. Indeed, a matrix with non-negative elements
such as M admits a Sinkhorn’s decomposition if it is diagonally equivalent to a
doubly stochastic matrix, i.e. can be written in the form D1PD2 where D1 and
D2 are diagonal matrices and P is a doubly stochastic matrix. This decomposition
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exactly represents the solution to our problem (see Eq. (4.3)). Sinkhorn’s theorem
and subsequent extensions [213] guarantee that this solution exists and it is unique.
The theorem gives us also an important warning since the algorithm is sensitive to
the position of the zero elements of the measured matrix M . This means that an
incorrect attribution of zero-valued elements in M , due to experimental errors or
limited measurement sensitivity, could make the matrix impossible to decompose
with the Sinkhorn’s theorem.

Finding Sinkhorn’s decomposition for a non-negative matrix M is a special case
of the matrix scaling problem that has applications in a large variety of fields. In
our case, defining X = D−1

1 and Y = D−1
2 , we can write P = XMY and using the

property that P have to be doubly stochastic, we obtain the following system of
equations {

XMY e⃗ = e⃗

Y MTXe⃗ = e⃗
(4.4)

where e⃗ is the vector with all the components equal to 1.
In the literature, different algorithms have been proposed to solve Eq. (4.4).

Here, we present a specific choice among the possible algorithms (see Ref. [215]
for a review of the possible approaches). The chosen algorithm allows the recovery
of all three matrices in Eq. (4.3). The idea is to rearrange Eq. (4.4) in terms of
vectors x⃗ and y⃗ which are the diagonal elements of X and Y . Formally, they can
be expressed as x⃗ = Xe⃗ and y⃗ = Y e⃗. By defining the inversion of a vector as the
inversion component-by-component, x⃗−1 = (x−1

1 , x−1
2 , . . . , x−1

N ), we find that:{
x⃗ = (My⃗)−1

y⃗ = (MT x⃗)−1 (4.5)

The iterative algorithm solves the following system of equations for the vectors x⃗
and y⃗. The algorithm start with an initial guess y⃗ = e⃗, then iteratively applies the
two equations of the system in Eq.(4.5) as:

y⃗(0) = e⃗

. . .

x⃗(n) = (My⃗(n−1))−1

y⃗(n) = (MT x⃗(n))−1

(4.6)

The algorithm proceeds until the deviations from 1 of the sum of the column
elements, and of the sum of the row, are smaller than a threshold error ϵ. In
particular, the columns of the matrix P (n) = X(n)MY (n) after n iterations will be,
by definition, always normalized, i.e. (P (n))T e⃗ = e⃗. Then, the algorithm checks if
the sums of the rows are close to 1, which can be expressed as

max
i

|(P (n)e⃗)i − 1| < ϵ (4.7)

The algorithm stops when such a condition is satisfied. The latter can be expressed
in the following equivalent form, used during the iterations, that is computationally
less complex

max
i

|x(n)
i (x(n+1)

i )−1 − 1| < ϵ (4.8)
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At this point, the algorithm returns the two vectors x⃗ and y⃗, and consequently
the two diagonal matrices X and Y . Then, we can retrieve the probability matrix
P = XMY and the two losses matrices as D1 = X−1 and D2 = Y −1.

Variance-minimization based algorithm.

In the derivation of the previous algorithm to solve Eq. (4.3) we have implicitly
assumed to have measured the field intensity distribution for any combination of
outputs j for any input i. In the following method, we define an alternative procedure
that can be applied when only a subset of the inputs are available while requiring
the capability of reconfiguring the linear optical network.

Let us then consider an interferometer in which it is possible to change the
probability matrix P without affecting the input and output losses D2 and D1, and
to measure all the output configurations only for a subset of input modes. We first
consider the scenario in which the light source, a single photon or a laser beam, is
injected only in mode i. In absence of unbalanced losses, the outcome M⃗ of such
intensity measurements is proportional to the vector P⃗, (the i-th column of the
matrix P ) and represents a discrete probability distribution which depends from a
set of parameters θ⃗ describing the optical circuit settings. By taking into account
the presence of unbalanced losses D⃗ (D1 in the general case), the components Mj of
the vector M⃗ are

Mj(θ⃗) = IPj(θ⃗)Dj (4.9)
where I is the intensity attenuated by the input loss. Since we are injecting light in
the same mode for all measurements, this factor can be included in D⃗.

The separation of the probability from the losses in Eq. (4.9) can be done starting
from the following observation. Let us define the quantity S(α⃗, θ⃗) as the weighted
sum of the components of M⃗ :

S(α⃗, θ⃗) =
∑
j

αjMj(θ⃗) (4.10)

If the vector of the weights α⃗ is proportional to the element-wise inverse of the losses
vector D⃗, the quantity S does not vary with the control parameter θ⃗. In fact, when
α⃗ = βD⃗−1, where β is a global factor, we have:

S(βD⃗−1, θ⃗) = β
∑
j

D−1
j Mj(θ⃗) = β

∑
j

D−1
j Dj Pj(θ⃗) = β (4.11)

In general, S(α⃗, θ⃗) changes with the controls parameters θ⃗. Then, the idea is to find
the weight vector α⃗ such that S(α⃗, θ⃗) is constant when the controls parameters θ⃗
vary. This vector can be obtained by minimizing the variance of S(α⃗, θ⃗) with respect
to α⃗. The variance ξ2(α⃗) can be estimated on a sufficiently large set of settings of
the parameters {θ⃗i} as

ξ2(α⃗) =
∑n−1
i=0 S(α⃗, θ⃗i)2

n
−
(∑n−1

i=0 S(α⃗, θ⃗i)
n

)2
(4.12)

where n is the number of different settings {θ⃗i}, and consequently represent the size
of the measurement outcome vector {M⃗(θ⃗i)}. This minimization is equivalent to a
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quadratic optimization problem. To solve such a task, let us call Mij = [M⃗(θ⃗i)]j the
matrix in which each row contains the output intensities distribution for a particular
configuration of the chip then we define the following positive semi-definite matrix
Q as

Qhk = 1
n

n−1∑
i=0

MihMik − 1
n2

n−1∑
i=0

n−1∑
j=0

MihMjk (4.13)

Then our problem can be rewritten, in terms of the matrix Q, as

ξ2(α⃗) =
∑
i

∑
j

Qijαiαj (4.14)

The minimization of Eq. (4.14) has as trivial solution α⃗ = 0⃗ (the vector with all
null components) and another one that is the eigenvector of Q corresponding to a
null eigenvalue. The latter solution corresponds exactly to the element-wise inverse
of the losses vector α⃗ = D⃗−1. In the presence of noisy experimental data, the solution
is the eigenvector of Q corresponding to the lowest eigenvalue. Alternatively, the
non-trivial solution can be found by an ordinary numerical minimization approach
of Eq. (4.14). This can be fulfilled by setting a normalization constraint N⃗ · α⃗ = 1
for some normalization vector N⃗ , since losses can be estimated with this procedure
up to a multiplicative factor common to all the modes.

The method can be generalized to the scenario in which one is interested in
reconstructing a sub-matrix of P . Then, it is possible to reconstruct even the relative
losses between the different measured input modes. Here, we suppose to have a set
of output vectors {M⃗i}k for each input k ∈ K and compute the variance function
ξ2
k(α⃗) and the associated matrix Q(k). At this point we minimize the sum of all

variances with the same constraints of the previous derivation:∑
k∈K

ξ2
k(α⃗) =

∑
i

∑
j

∑
k∈K

Q
(k)
ij αiαj (4.15)

After the minimization, it is possible to recover the input losses from the value of
the sum function associated with each input as follows

(D⃗2)k
(D⃗2)k′

=
1
n

∑n−1
i=0

∑
j αjM

(k)
ij

1
m

∑m−1
i=0

∑
j αjM

(k′)
ij

(4.16)

4.2.2 Reconstruction of the internal phases with classical light.

Here we propose a procedure to estimate the complex phases of the matrix
elements ϕij . The methods reported in Ref. [25, 202] employs the visibility of the
Hong-Ou-Mandel (HOM) effect described in Eq. (4.2) for this task, by sending a two-
photon input state whose indistinguishability is tuned during the experiment. In this
chapter, we propose an analogous quantity that can be measured by intensity cross-
correlation at the output of the linear network with classical light. The measurement
scheme is presented in Fig. 4.2. The laser source is split and sent into the network
in modes (h, k). The additional phases φ1 and φ2 account for phase instabilities in
the optical paths between the sources and the interferometer. We can define the
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φ1φM

EOM φ2 U

h

k

i

j

CW laser

In-Fiber
Beam splitter

Figure 4.2. Scheme for the measurement of second-order cross-correlations Chk
ij with

coherent light emitted by a continuous wave laser (CW). The latter is coupled in single-
mode fiber and split into two beams by an in-fiber beam splitter. The two beams enter
the interferometer in modes h, k. The phase modulation φM performed by a liquid
crystal compensates the fiber phase fluctuations φ = φ1 −φ2 to satisfy the conditions in
Eq. (4.28).

cross-correlation σhkij between the output modes (i, j) when the two beams enter
from modes (h, k) as

σhkij =
〈
(Ii − ⟨Ii⟩)(Ij − ⟨Ij⟩)

〉
= ⟨IiIj⟩ − ⟨Ii⟩⟨Ij⟩ (4.17)

where Ii and Ij are the field intensities in the corresponding output modes, while ⟨·⟩
is the time average. We define also the self-correlation σhkii of the intensity fluctuation
as

σhkii =
〈
(Ii − ⟨Ii⟩)2〉 = ⟨I2

i ⟩ − ⟨Ii⟩2 (4.18)

Finally, we can define the normalized cross-correlation Chkij as

Chkij =
σhkij√
σhkii σ

hk
jj

(4.19)

Using the hypotheses that (i) the external phase fluctuations φ = φ1 − φ2 have zero
time average, and (ii) the input laser intensity is constant, we want to show that the
normalized cross-correlation can de used to substitute the HOM visibility for the
characterization of the phase.

Starting from Figure 4.2, we consider two laser beams at the input of the
interferometer. The input fields are described as:

Ẽh = Ẽ1e
iφ1(t) (4.20)

Ẽk = Ẽ2e
iφ2(t) (4.21)

where ϕ1(t) and ϕ2(t) are the phases introduced via propagation in optical fibers,
and by all the other possible optical delays in the apparatus. After propagation
through the interferometer, the electric fields on the output modes read:

Ẽi = UihẼh + UikẼk

Ẽj = UjhẼh + UjkẼk
(4.22)
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Then, the output intensity of light is measured via two photodiodes:

Ii = ẼiẼ
∗
i = I1τ

2
ih + I2τ

2
ik + Ẽ1Ẽ

∗
2UihU

∗
ik + Ẽ∗

1Ẽ2U
∗
ihUik

Ij = ẼjẼ
∗
j = I1τ

2
jh + I2τ

2
jk + Ẽ1Ẽ

∗
2UjhU

∗
jk + Ẽ∗

1Ẽ2U
∗
jhUjk

(4.23)

If we suppose that the intensity of the input lasers I1 and I2 are constant and that
⟨Ẽ1Ẽ

∗
2⟩ = 0 (that in our scenario is equivalent to ⟨eı(φ1−φ2)⟩ = 0), we can calculate

the residual as:
Ii − ⟨Ii⟩ = Ẽ1Ẽ

∗
2UihU

∗
ik + Ẽ∗

1Ẽ2U
∗
ihUik

Ij − ⟨Ij⟩ = Ẽ1Ẽ
∗
2UjhU

∗
jk + Ẽ∗

1Ẽ2U
∗
jhUjk

(4.24)

At this point we can calculate the cross-correlation σhkij between the output modes
(i, j) when the two beams enter from modes (h, k), and the self-correlation σhkii of
the intensity fluctuation as:

σhkij =
〈
(Ii − ⟨Ii⟩)(Ij − ⟨Ij⟩)

〉
σhkii =

〈
(Ii − ⟨Ii⟩)2〉 (4.25)

Let us know define a parameter γ = ⟨Ẽ1Ẽ
∗
2Ẽ

∗
1Ẽ2⟩/(I1I2), related to the first order

correlation functions of the two beams that it is in turn related to the visibility of
the interference fringes. In addition, we assume that the fields satisfy the following
hypothesis ⟨(Ẽ1Ẽ

∗
2)2⟩ = 0, which is equivalent to the condition ⟨eı2(φ1−φ2)⟩ = 0.

Under these assumptions, the cross-correlations can be calculated as:

σhkij = γI1I2(UihU∗
ikU

∗
jhUjk + U∗

ihUikUjhU
∗
jk)

σhkii = 2γI1I2|Uih|2|Uik|2

σhkjj = 2γI1I2|Ujh|2|Ujk|2
(4.26)

Finally, by calculating the normalized cross-correlation Chkij we obtain the equa-
tion:

Chkij =
σhkij√
σhkii σ

hk
jj

=
(UihU∗

ikU
∗
jhUjk + U∗

ihUikUjhU
∗
jk)

2|Uih||Uik||Ujh||Ujk|
= cos(ϕih − ϕik − ϕjh + ϕjk)

(4.27)
Note that this quantity only depends on the phase of the matrix elements. Similarly
to HOM visibility in two-photon experiments, the set {Chkij } does not depend on the
input and output losses. Additionally, and at variance with HOM visibility, {Chkij }
does not depend also on the moduli {τi,j} of the matrix elements, thus permitting
an independent estimation of the phases. The derivation of Eq. (4.27) is performed
under a specific assumption on the external optical phase fluctuations at the input.
More specifically, we require that

⟨eıφ⟩ = 0 ⟨e2ıφ⟩ = 0 (4.28)

In general, mechanical and thermal phase fluctuations do not satisfy these conditions.
These equations can be satisfied by adding a phase modulator in one of the two
input paths. In this scenario, the external phase contribution can be expressed as
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Figure 4.3. The 3-mode integrated chip employed to test the reconstruction algorithm.
It is composed of a sequence of two tritter structures. Each tritter comprises three
beam-splitters, whose reflectivity is reported in the figure, and a phase-shift equal to
π/2. Between the two tritters there are three heaters {R1, R2, R3} that dynamically
control the optical phases between the two structures via the thermo-optic effect.

φ = φM + φT , where φM is the modulated phase and φT is the one modified by
thermal and mechanical noise. Since the two contributions are uncorrelated, we can
write ⟨eıφ⟩ = ⟨eıφM ⟩⟨eıφT ⟩. Controlling the phase modulation such that ⟨eıφM ⟩ = 0
and ⟨e2ıφM ⟩ = 0, for example by adding white noise with appropriate amplitude or
by a discrete set of phases, the conditions of Eq. (4.28) can be satisfied.

4.2.3 Complete algorithm

Given the methods defined above, we can summarize the complete procedure to
reconstruct the matrix U as follows

1. Perform field intensity measurements in the output of the circuit. Apply the
Sinkhorn-based algorithm to retrieve the complete set of moduli for the matrix
elements ({τi,j}) or the variance minimization approach to estimate a specific
subset.

2. Perform cross-correlation measurements in pairs of the output of the circuit.
Solve the system of equations for the set {Chkij } to extract the complex phases
of the unitary matrix.

Note that point 2 has some similarities to the procedure proposed in Refs. [25,
202] with HOM visibilities. In particular, this approach could require a further
minimization step on a larger set of {Chkij } with respect to the minimum ensemble
needed to solve the system. Nonetheless, it is worth noting that in our case we do not
require (i) the use of indistinguishable single-photon states and (ii) the measurements
of {Chkij } give us directly the information about the phases without requiring the
knowledge of the matrix moduli. In fact, in our algorithm points 1 and 2 are
independent, as for the previous methods with coherent probe light [203,206], but
having the additional features of permitting the estimation of losses. Furthermore,
it can be applied in any scenario with phase instabilities.

4.3 Experimental verification in a reconfigurable inte-
grated circuit

We tested the complete algorithm described in the previous section in a 3-mode
reconfigurable optical circuit. The waveguides of the device were fabricated in a
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a) b) c) d)

Figure 4.4. Losses and moduli estimation. We show the results of the Sinhkorn-
and variance minimisation-based algorithms. First, we compare the matrix of the
field intensities M (panel a) with the matrix P after the application of the Sinkhorn’s
algorithm (panel b). In figure c) we report the output intensity distribution at the
three output ports when the laser is injected in the first input for different values of
the electrical powers dissipated in the resistor R1. Red points correspond to the sum
of the three intensities in the outputs (blue: output port 0, orange: output port 1,
green: output port 2). In figure d), we report the distribution P⃗ and the sum after
the application of the variance minimization algorithm. The error bars reported in c)
correspond to the precision of the field intensity measurements performed by a power
meter. They are propagated to estimate the error of the sum. In figure d) the error bars
are the result of a Monte Carlo approach applied to the reconstruction algorithm.

glass sample via the femtosecond laser-writing technique [140]. The structure is
composed of a sequence of two tritters, a circuit that generalizes the beam-splitter
over three modes [157,216] (see also Fig. 4.3). Between the two tritters the presence
of three resistive heaters permits to change the unitary transformation performed
by the circuit via the thermo-optic effect. The measurements were performed with
a continuous wave laser at the wavelength of λ = 785nm. The laser is routed in
different input modes via a fiber switch connected to a fiber array that injects light
into the input port of the interferometer. The field intensity distribution in the 3
output ports was recorded via a CCD camera.

Our first experimental test regards the two algorithms described above, to retrieve
the losses vectors and moduli of the matrix elements. In Fig 4.4 a) and b) we report
the results for the application of Sinkhorn’s decomposition method. In particular,
in panel a) we report the measured field intensity M for a particular configuration
of the chip, normalized to the column total intensity. Here we inserted on-purpose
additional losses by placing an attenuation filter on the output mode 0, to test the
performances of the approach. In Fig 4.4 b) we report the probability matrix P
after the applications of the Sinkhorn algorithm. We measured the moduli of a
set of N different transformations U , each of them in two loss conditions, namely
by inserting and removing the attenuation filter in mode 0. Defining the fidelity
as F = (1/3∑2

i,j=0
√
PijP ′

ij)2, the average classical Similarity between the two
reconstructed distributions in the two losses configurations for a given U via the
Sinkhorn method is F̄ = 0.9999±0.0001 (Fmin = 0.9997). The average was estimated
on the set of the N pairs of matrices. This confirms that the method works properly
in different mode-dependent loss configurations, and retrieves as expected always
the same moduli |τi,j |2 associated with the transformation U .

We then move to test the second algorithm based on variance minimization.
In Fig. 4.4 c) we report the measured field intensity in the three outputs of the
interferometer for different dissipated powers in one heater, thus corresponding
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Normalized correlation outputs (0,1) Normalized correlation outputs (0,2) Normalized correlation outputs (1,2)

a) b) c)

Figure 4.5. Cross-correlation measurements. In this figure we report the measurement
of the normalized cross-correlations Chk

ij for different pairs of outputs, entering from
(h, k) = (0, 1). In particular in a) we measure the pair (0, 1), in b) the pair (0, 2) and in c)
the pair (1, 2). In red we report the experimental correlations for different configurations
of the dissipated electrical power in the heater R1. In blue the predictions according to
the results of a white-box fit that makes use of the structure of the interferometer and
the previous measurements of the matrix moduli. The two independent estimations are
in good agreement within one standard deviation of the experimental error.

to different evolutions U , when the signal is injected in input 0. We also report
the sum (red curve) of the three intensities for each tested configuration for U .
We observe that such a sum is not constant, as one would expect if the output
losses were balanced. In d) we report the same curves after applying the variance
minimization algorithm, showing that the application of the algorithm makes the
sum constant with respect to changes in the internal transformation. We repeat the
same procedure of the previous paragraph by tuning the output mode-dependent
losses, showing the capability of retrieving the correct moduli values. The average
fidelity, among the same set of N internal operations, between the reconstructed
distributions in the two different conditions of losses after the application of the
algorithm is F̄ = 0.9996 ± 0.0002 (Fmin = 0.9990). As a further confirmation,
we compared the distributions, corresponding to the same optical circuit settings,
retrieved by the application of the two algorithms. The mean fidelity between the
reconstructed matrix with the two methods is F̄ = 0.999 ± 0.001 (Fmin = 0.992),
thus confirming the effectiveness of both algorithms.

Finally, we tested the measurement of the cross-correlations defined in Eq. (4.19)
for the phase reconstruction. Since the phase fluctuations of the fibers do not fulfil
the conditions of Eq. (4.28), we placed a liquid crystal in one arm before the first
input of the photonic chip. For the phase modulation, we used a discrete set of phases
instead of a continuous one. In particular we employed the set {0, 2π/3, 4π/3}. After
recording the temporal fluctuations of the output field intensities, we calculated
the normalized cross-correlations for various configurations of the interferometer
(red dot in Fig. 4.5). These measurements are compared with the predictions made
by an independent characterization of the device via a white-box algorithm, used
as a reference to test our approach. By this alternative method, which exploits
the structure of the two tritters, the moduli and the phases of the matrix are
retrieved directly from the field intensity distributions of the previous paragraph.
It follows that, in this white-box approach used as a reference, the cosines of the
internal phases are the result of a numerical optimization between the parameters
of the optical circuit, which is designed according to the structure in Fig. 4.3, and
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the measurements of the P⃗ distributions. The blue curve in Fig. 4.5) represents
the prediction of such an optimization. We observe that the direct measurement
of cross correlation via the proposed approach with classical light, and the same
quantities retrieved via the white-box method, are compatible with the experimental
error, with a normalized χ2 = 1.09. As a final comparison, we compute the fidelity
between the second column of the matrix retrieved via our black-box algorithm (bb)
Ubb
i1 and the column of the white-box approach (wb) Uwb

i1 . We choose the second
column of the matrix since it presents non-trivial phases, namely ϕi1 ̸= 0 for i > 0.
Indeed, the first row and column are imposed to be real vectors because of the
equivalence between U and U ′ = F1UF2 with F1 and F2 unitary diagonal matrices.
The fidelity defined here as F = |

∑2
i=0 U

bb
i1 (Uwb

i1 )∗|2, i.e the overlap between pure
single-photon states described by the second column of U , has been estimated for
each configuration of the dissipated power in R1 as reported in Fig. 4.5. The average
fidelity is F̄ = 0.999 ± 0.001 (Fmin = 0.994).

4.4 Conclusive remarks

In this chapter, we proposed a new algorithm for the characterization of a
linear optical network. In particular, we have shown the possibility to reconstruct
the moduli of the unitary matrix element by field intensity measurements, in the
presence of unbalanced losses at the input and output ports. This is in contrast
to the previous black-box algorithms [25, 202] that can reconstruct the moduli of
the matrix only after phase measurements via HOM visibility and by imposing the
constraint to have a unitary matrix. We also propose a new method to characterize
the internal matrix phases based on intensity correlations of coherent light beams
at the outputs of the linear network. These measurement methods do not require
knowledge of the matrix moduli and of input/output losses. These approaches
enable the possibility to characterize separately the moduli and the phases of the
unitary matrix implemented by the optical network, with a reliable and independent
approach. We experimentally test the effectiveness of the complete algorithm by
applying it to a three-mode reconfigurable integrated optical circuit. We compared
the results of our algorithm with the predictions of an independent reconstruction
based on the knowledge of the internal structure of the circuit showing a very good
agreement between the two reconstructions.

Statement of Work

The work presented in this chapter was published in Hoch et. al. Adv. Photon.
Nexus 2(1), 016007 (2023) [3]. The theoretical results presented, the design of
the experimental apparatus and the data analysis were carried out by myself with
suggestions from T. Giordani. The photonic chip used was realized in the laboratories
of Professor R. Osellame with the help of A. Crespi.
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Chapter 5

Clements scheme
characterization

In the previous chapter, we analyzed the characterization problem using the so-
called Black Box approach meaning that the characterization is performed without the
knowledge of the internal structure of the interferometer under consideration. This
approach finds applications in many contexts since it is very general. However, it is
not always the best solution, especially in terms of computational cost. Furthermore,
it does not provide direct information regarding the relationship between the matrix
elements Uij and the external control parameters. A practical example in which
a completely black-box algorithm is not the optimal strategy is a reconfigurable
integrated circuit. A crucial requirement in this kind of experiment is to have a precise
algorithm that tells how to program the circuit to realize a given transformation. An
alternative approach to the problem of characterization is to exploit some knowledge
of the internal structure of the optical network. There are two possible strategies.
The first method involves using targeted measures and an analytical procedure,
while the second method uses redundant measures and global minimization of the
model parameters. The first method offers more control over the model but is not
as robust to experimental errors, while the second method is more resilient to errors
but may be computationally expensive and prone to getting stuck in local minima,
which can lead to an incorrect characterization of the physical system.

In this chapter, we described a technique for the characterization of a six-mode
reconfigurable interferometer in a plana rectangular geometry, proposed by Clements
et al. [9], using femtosecond laser writing and thermal-optic controls [10]. This
technique uses a hybrid approach, incorporating analytical formulas as much as
possible, but instead of using targeted measures, the data is obtained from redundant
measurements. A minimization algorithm is then applied to this data in order to
obtain the correct characterization of the interferometer. The proposed approach
tries to balance the trade-off between computational complexity and robustness to
experimental errors.
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Figure 5.1. Chip Structure. The Figure shows the structure of the chip considered
in this chapter. It is a six-mode interferometer with a Clements structure where the
reconfigurable beam splitters are replaced with balanced Mach-Zehnder’s interferometers.
Each rectangle represents the position of resistive heaters placed on the surface of the
chip. All the beam splitters represented are unbiased. In yellow is highlighted the unitary
cell that composes one of the variable beam splitters with the heater 4 controlling the
reflectivity and the heater 1 the external phase.

5.1 Description of the interferometer and conventions

The considered chip has 6 optical modes and the internal structure follows the
Clements decomposition [9] where the variable beam splitters are replaced with
Mach-Zehnder interferometers as depicted in Fig. 5.1. The rectangles are resistive
heaters placed on the surface of the optical chip. The heaters are used to control
the phase of the chip via the thermo-optic effect, which exploits the change in the
refractive index of the material due to the change in temperature. In the following,
we refer to the heaters according to the number reported in Fig. 5.1.

We divide the heaters into two sets called respectively internal and external
heaters. The internal heaters are the ones that control the internal phase of the
variable beam splitter and are used to control the reflectivity of the associated variable
beam splitters. They are 4, 5, 6, 9, 10, 14, 15, 16, 19, 20, 24, 25, 26, 29, 30. Instead, the
external heaters are the ones between different variable beam splitters and control
the phases between a layer of reconfigurable beam splitters and the next one. They
are 1, 2, 3, 7, 8, 11, 12, 13, 17, 18, 21, 22, 23, 27, 28.

5.1.1 Mach-Zehnder interferometer conventions

Since in literature exist various conventions to describe a Mach-Zehnder interfer-
ometer, in this section we review the one that we choose to follow in order to ensure
consistency in the characterization.

As we see in chapter 2, a variable beam splitter can be implemented by using two
balanced beam splitters with a phase between them. In our case, due to the thermal
cross-talk which means that a heater changes not only the phase of the waveguide
on which it is placed but also the adjacent ones, we must consider that the phases
are present on both internal branches of the interferometer. We describe the two
balanced beam splitters constituting the interferometer with the balanced matrix
since they are physically implemented with directional couplers which possess the
same symmetries. This implies that the matrix describing the action of the variable
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beam splitter is

UV BS = ei
ξ+ψ

2

sin
(
ξ−ψ

2

)
cos
(
ξ−ψ

2

)
cos
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ξ−ψ

2

)
− sin

(
ξ−ψ

2

) (5.1)

where ξ is the phase on the upper arm and ψ is the phase in the lower one. Since
both phases are controlled by the same heater we can not change them separately.
It follows that the reflectivity of the variable beam splitter depends on the difference
between these two phases. We rename such a phase θ. This choice change also how
we describe the global phase ϕ. Since depend on the sum of the two phases, this
does not have any relation with the phase θ. Then, the unitary matrix is

UV BS = ei
ϕ
2
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θ
2

)
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(
θ
2

)
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θ
2

)
− sin

(
θ
2

) (5.2)

where both θ and ϕ are phases controlled with the power of the internal heater.
During the characterization, we also create Mach-Zehnder interferometers with

the variable beam splitters of the chip. If we program the two variable beam spitters
as balanced ones by putting θ = π/2, This changes the matrix that describes the
overall interferometer compared to the one used for the variable beam splitter. In
this case, the matrix is

UMZI = ei
ξ+ψ
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 cos
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ξ−ψ

2

)
i sin

(
ξ−ψ

2

)
i sin

(
ξ−ψ

2

)
cos
(
ξ−ψ

2

)  (5.3)

also where ξ and ψ are respectively the phases on the upper and lower arm of the
interferometer. It is important to take into account those changes in the matrix
otherwise characterization errors are introduced that are difficult to detect.

5.2 Resistor characterization

The first parts to characterize are the response features of the resistive heaters.
As we saw previously, the phase depends on the local temperature of the material
that is proportional to the power dissipated in the heater. If the heater is a linear
resistor then there is no need to characterize it, since the power is proportional to
the square of the current that flows in the resistor then we can directly characterize
the relation between the square of the current and the phase induced in the circuit.
However, a measurement to check the actual linearity of the heater is normally
carried out.

In Fig. 5.2 a is represented the current-voltage characteristic of a heater of the
chip and a comparison with a linear model retrieved from the first point in the
low current regime. In the figure is evident a deviation from the Ohm law for a
high value of the current. There are various possible ways to handle non-linear
behavior. The simplest is to use a Taylor expansion and employ a polynomial to fit
the current-voltage characteristics. We can restrict the expansion only on the odd
component since due to the construction materials there is no physical reason to
suppose that the resistor has an asymmetric behavior to the reverse of the current
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a) b)

Figure 5.2. Resistive heater current-voltage characteristic. In a) is represented
the current-voltage characteristics of one of the resistive heaters of the chip compared
with a linear fit performed only on the first part of the curve representing the resistive
behavior for low currents. In b) is represented the same curve fitted with a thermal
model that takes into account the change of resistivity of the materials in function of
the temperature.

flow. While this method works quite well it does not explain why such non-linear
behavior occurs in a metal resistor. To try to explain the phenomenon we use a
model based on the fact that the resistance increases linearly with the resistor’s
temperature. In formula is

R(T ) = R0(1 + α∆T ) (5.4)

Where R0 is the resistance at room temperature, ∆T is the temperature difference
between the resistor and the environment and α is the thermal coefficient of the
resistor. We can also say that there is a thermal resistance Rth between the resistor
and the environment so the dissipated power P towards the environment is

P = Rth∆T (5.5)

so putting everything together, with the additional consideration that we control
the resistor with constant current, at the equilibrium we can write

RI2 = Rth∆T = Rth
α

( R
R0

− 1) ⇒ R = R0

1 − αR0
Rth

I2 (5.6)

So the equation for the current-voltage characteristics is

V (I) = RI = R0I

1 − γI2 (5.7)

where we define γ = αR0
Rth

. This model fits quite well with the experimental data (see
Fig 5.2 b) and help us to understand the phenomena behind the chip. Moreover, this
model has the advantage to be quite easy to invert and enables us to calculate the
current needed to dissipate a certain amount of power in the resistor. This allows us
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to control the chip in a simple way since its phases depend linearly on the power
dissipated in the heaters. The equations are

P = R0I
2

1 − γI2 I =
√

P

R0 + γP
(5.8)

To be sure that this characterization holds when more than one resistor is turned
on we need to check that the interaction between the resistors is negligible. The
electrical interaction that can occur due to the common ground is already handled
due to the current control that prevents any flow of current from one resistor to
another. Furthermore, if the voltage of the ground changes the dissipated power
in the resistor does not change since depend only on the current that flows throw.
To check if there are thermal interactions between the resistances, we measure the
change in the resistance of one resistor when a second one nearby is turned on. We
do not see measurable modifications meaning that the thermal interactions between
the resistors are negligible.

5.3 Phases characterization

Figure 5.3. Thermal crosstalks. Schematic representation of the crosstalk present in the
chip. Each heater induces a phase change in the intersection between the waveguides
and the orange rectangle to which the heater belongs.

The next step is to characterize the relationship between the power dissipated in
the heaters on the surface of the chip and the phase inside. We assume that there
is a linear relationship between the refractive index of the material and the local
temperature of the chip, which implies that the phase applied by a waveguide is
also proportional to the temperature and therefore to the power dissipated by a
heater. Since the waveguides are embedded under the surface of the chip, the heat
generated by the heater does not interact only with the waveguide on which it is
positioned but also with those nearby. If two or more heaters are switched on at
the same time, since we assume the linear relationship, the superposition principle
will apply and thus the phase in a waveguide will be the sum of the phases induced
by the individual heaters. Due to this thermal crosstalk, the characterization and
control of the phases is not trivial. Taking into account the geometry of the chip,
we can assume that the crosstalk is only in the vertical direction as represented in
Fig. 5.3 since the distance between different columns is orders of magnitude higher
compared to the distance of the waveguides.

The characterization is performed under the assumption that no superposition
states are put in the input and no interferometric measurements are performed
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at the output. This means that the phases at the input and at the output are
not considered. The characterization procedure can be divided into three different
steps. In the first one, we characterize the internal heaters. In the second step,
we characterize the external heaters. In the third one, we characterize the phase
induced by the Mach-Zehnder interferometers.

5.3.1 Internal phase characterization
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Figure 5.4. Non-interferometric path. In the figure is represented a non-interferometric
path, i.e. a path between a particular input and a particular output that is unique. This
means that the fraction of light passing through is affected only by the beam splitters
reflectivity along the path and not by the phase in between. Each beam splitter in the
figure represents a variable beam splitter in the chip.

The first step to represent the interferometer is the characterization of the
internal phases and the related crosstalk. We have to find a procedure that “isolates”
the single variable beam splitter and excludes interference effects since we have no
information on the phase of the chip. The idea is to use so-called non-interferometric
paths, i.e. a path between a particular input and a particular output that is unique.
This means that the fraction of light passing through is affected only by the beam
splitters reflectivity along the path and not the phase in between. In Fig. 5.4 in blue
is represented one non-interferometric path, this one allows the characterization of
the variable beam splitter associated with the heaters 4, 9, 15, 20 and 26.

Now, we show as an example the procedure for the characterization of the heater
4. The procedure is the same for the other internal heaters of the path, i.e. heaters
9,15, 20 and 26. As seen above, the internal phase has a linear dependency on the
local chip temperature and therefore with the power dissipated in the neighbouring
heaters. Therefore, we can write the dependence as

θ4 = α4,4P4 + α4,5P5 + α4,6P6 + θ0,4 (5.9)

where α4,i is the proportionality coefficient between the power dissipated in the
heater i and the change of phase 4 and θ0,4 is the initial phase when all the heaters
are turned off. The intensity measured at the output of the chip following the
non-interferometric path is

IO = Iγ cos2(θ4) = Iγ
1 + cos(θ4)

2 (5.10)
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with I the input intensity and γ the damping coefficient that takes into account the
reflectivities of all the other variable beam splitters along the path. For our chip, we
saw that γ is not null but if it is not the case then we can apply a current to heaters
9, 15, 20 and 26 to change their reflectivity so that they are not null.

a) b)

Figure 5.5. In the figure are represented the output intensity of the chip used for the
calibration of the variable beam splitter corresponding to the heaters 4 when heaters 4
and 5 are changed in a) and for the heaters 4 and 6 in b)

Since the variable beam splitter under consideration is primarily controlled by
heater 4 and for cross-talk by 5 and 6, we measure the output intensity when
the couple of heaters 4 − 5 and 4 − 6 are changed contemporaneously and the
corresponding curves are recorded as in Fig. 5.5. Then we perform a global flit with
the least squares methods on both the curve since the parameters Iγ, α4,4 and θ0,4
are in common. With this fit, we characterize all the necessary parameters of the
variable beam splitter.

Using the first non-interferometric path, we characterize five beam splitters
associated with the heaters 4, 9, 15, 20 and 26. The second one is the symmetric,
which instead of going from top to bottom, goes from bottom to top. This second
path allows the characterization of four more variable beam splitters associated with
the heaters 6, 10, 19 and 24.

To continue with the characterization, we want to follow the same procedure.
However, due to the lack of other non-interferometric pathways, it is necessary to
change the methodology a little. The idea is to use the Variable beam splitters
already characterize to create new non-interferometric paths.

For example, using the Fig. 5.6 as a reference, programming the beam splitter 4
marked in yellow (that we characterized previously) with θ4 = π (which corresponds
to reflectivity 1) then the blue path marked in the figure became a non-interferometric
one. This new path allows us to characterize the beam splitters associated with the
heaters 14, 25 and 30. The symmetric one, which is created by programming the
beam splitter 6, allows the characterization of the variable beam splitters 16 and 29.
The last beam splitter (5) is characterized by controlling the interferometer 24 and
using the diagonal path that connects this interferometer with the beam splitter 5.
In general, all the non-interferometric paths follow the diagonal of the chip and to
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Figure 5.6. Non-interferometric path 2. In order to continue the characterization,
new non-interferometric paths need to be created and the idea is to use the variable
beam splitters already characterized to achieve this. For example, programming the
beam splitter 4 marked in yellow (that we characterized previously) with θ4 = π, which
corresponds to reflectivity 1, then the blue path marked in the figure becomes a non-
interferometric path.

create new ones is sufficient to control the variable beam splitters on the first or the
last row of the global interferometer. With this procedure, we characterize all the
internal phases of the photonic chip.

Internal phase control

We characterized the relationship between the dissipated powers in the photonic
chip and the internal phases. Now, we see how to perform the inverse relation, i.e.
how to set the powers to apply a certain phase in the chip.

The idea is to group the data collected during the characterization into matrices
each describing a column of Mach-Zehnder interferometers. For example, the first
column is described by the equationθ4

θ5
θ6

 =

α4,4 α4,5 α4,6
α5,4 α5,5 α5,6
α6,4 α6,5 α6,6


P4
P5
P6

+

θ0,4
θ0,5
θ0,6

 ⇒ θ⃗ = AP⃗ + θ⃗0 (5.11)

To obtain the powers from the angles it is sufficient to invert the previous equation
as

P⃗ = A−1(θ⃗ − θ⃗0) (5.12)

This equation sometimes returns negative power that can not be applied to our chip.
To solve the issue, we can use the periodicity of the angle and add or subtract 2π
to increase the powers. One strategy that can be followed is adding 2π in random
places until the issue is solved, but can be computationally expensive and impractical.
We decide to follow a more systematic procedure that uses some property of the
matrix A−1. For how we construct the matrix A, we can say that all the diagonal
therm are positive and are at least an order of magnitude greater compared to
the off-diagonal ones. The same property belongs also to the inverse matrix A−1.
With this consideration, we can follow the simple rule that if a power Pi is negative,
we add a 2π to the relative angle θi and then recalculate the powers. We proceed
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Figure 5.7. Mach-Zehnder interferometers for external phase. In blue is represented
a Mach-Zehnder interferometer created by programming the two marked beam splitters
as balanced (R = 1/2) and setting the reflectivity of all other beam splitters to 1.
That particular interferometer is called with the letter E. The other Mach-Zehnder
interferometers are created by putting all the variable beam splitters reflectivities equal
to 1, except the one just before the labelling letter and the one after that are both
programmed with reflectivity equal to 1/2. As represented, we enumerate the mode of
the interferometer from the bottom to the top.

iteratively until all the powers are positive. For a generic matrix this approach does
not work, however since the diagonal term is positive the power of this value always
increases until become positive. Moreover, given that the off-diagonal terms are
smaller in magnitude than those on the diagonal during the iterations if an element
is corrected to become positive it cannot become negative in the next iteration,
guaranteeing convergence.

It is necessary to be careful that the algorithm does not increase too much the
power since the heaters also have a maximum power that can be dissipated without
damage. For our chip, we have not found any combination of angles which causes
an increase of the powers higher than the maximum for the heaters.

5.3.2 External phase characterization

The second step is the characterization of the external phases. To do it, we need
to create some Mach-Zehnder interferometers with the variable beam splitters. In
Fig. 5.7 is marked in blue one of the Mach-Zehnder interferometers used, is composed
of two balanced beam spitters (marked in yellow) and all the others are programmed
with reflectivity equal to 1.

In the following, we describe how to characterize the heater 11 all the others
follow the same procedure except for 7, 8, 27 and 28 which have a slightly different
characterization procedures which we will discuss later.

As done previously, we want to find the linear relation between the power
dissipated in the heaters and the phase applied to the six waveguides, taking into
account also the crosstalks. we refer the phases to a reference that we chose to place
on waveguide 1 meaning that we assume that the phase on waveguide 1 is always
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null. In formulas, we can write

ϕ1,11 = 0 ϕ2,11 = α2,11P11 ϕ3,11 = α3,11P11

ϕ4,11 = α4,11P11 ϕ5,11 = α5,11P11 ϕ6,11 = α6,11P11
(5.13)

where ϕi,11 is the phase induced by the heater 11 on the waveguide i and αi,11 is the
proportionality coefficient between the phase and the power dissipated in the heater.
For the characterization, we use all and only the Mach-Zehnder interferometers
affected by the action of the heater under consideration. For the heater 11 they
are the ones marked with the letters A. B, C, D, E. For each Mach-Zehnder,
we record the output intensity as a function of the power dissipated in the heater
and we fit the curve to measure the frequency βm,11 of the oscillation (where m
mark the corresponding interferometer under consideration). The frequency of each
Mach-Zehnder is the difference of the proportional coefficient α of the two waveguides
affected by the interferometer. In equations can be expressed as

βA,11 = α2,11 βB,11 = α3,11 − α2,11 βC,11 = α4,11 − α3,11

βD,11 = α5,11 − α4,11 βE,11 = α6,11 − α5,11
(5.14)

and by inverting the equations the coefficients α can be derived from the frequencies
β, obtained by the fits, as

α2,11 = βA,11

α3,11 = βA,11 + βB,11

α4,11 = βA,11 + βB,11 + βC,11

α5,11 = βA,11 + βB,11 + βC,11 + βD,11

α6,11 = βA,11 + βB,11 + βC,11 + βD,11 + βE,11

(5.15)

As we say for the heater 7 and 8 the situation is a bit different since they interact
with only three Mach-Zehnder interferometers (A, C and E) instead of the five for
all the other heaters. The two missing equations are due to the fact that we can not
characterize the initial and final phases of the chip and this gives some freedom on
the heater characterization. Using this property, we can assume that the phase of
the waveguide 1, 4 and 6 are null. For example, for the heater 7 gives the system of
equations

ϕ1,7 = 0 ϕ2,7 = α2,7P7 ϕ3,11 = α3,7P7

ϕ4,7 = 0 ϕ5,11 = α5,7P7 ϕ6,7 = 0
(5.16)

Similar reasoning is valid for the heaters 27 and 28 where we can consider null the
phase on the mode 1, 2, 4 and 6. With those equations, we have the complete
characterization of the external phase.

Since the cross talks are not so big and consequently also the β frequencies in
the fits they do not allow seeing a complete oscillation in the scans of the power
dissipated in the heaters. To increase the precision of the measurements, some
precautions can be taken during data acquisition and in the execution methods
of the fits. The first possibility is to use the measurement method as before but
instead of doing the fits separately they are grouped together when where there are
parameters in common and make a global fit for each group where these parameters
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are forced to be equal. Groupings are made by Mach-Zehnder interferometer, i.e. all
the measurements made on the same Mach-Zehnder with different heaters are all
fitted together. This choice is due to the fact that the input intensity and the initial
phase are common to all the measurements. For example Fig. 5.8 represent all the
curves measured for the interferometer E when respectively the heater 7, 8, 11, 12
and 13 are changed. In red is the fitted curve with the common parameter forced to
be equal.

Another possibility is to refine the measures further and proceed as we did for
the internal phases. Instead of measuring a curve for each heater, we control two
heaters simultaneously and measure the resulting surface. The idea is to use a heater
that has a high effect on the Mach-Zehnder interferometer under consideration (as
an example for the Mach-Zehnder E could be the heater 11 or 7) and measure the
surface generated by this particular heater coupled with all the others that interact
with the interferometer under consideration. This method is more precise than the
previous one since instead of directly measuring the cross-talk we measure how it
changes the curve of a heater placed directly in the Mach-Zehnder. however, it
requires many more measurements than the previous methods proposed meaning
more required time.

5.3.3 Characterization of the beam splitter and the initial phases

The final step is the characterization of the phases introduced by the variable
beam splitters and the initial phases when all the heaters of the chip are turned off.
In the following, we explain how to characterize the phases of the variable beam
splitter for the heater 9. The characterization of the others heaters follows the same
procedure.

The idea is similar to the one used previously for the external phases. As we see
in Eq. (5.2) each variable beam splitter put a phase to the two waveguides on which
it is applied. We can writhe the linear relation between the phases of the six modes
and the power dissipated in the heater 9 as

ϕ1,11 = 0 ϕ2,11 = ϕ3,11 = α2,11P11

ϕ4,11 = ϕ5,11 = α4,11P11 ϕ6,11 = α6,11P11
(5.17)

For the characterization, we need to use the three Mach-Zehnders A, C and E.
The procedure is similar to the one used previously but with the exception that the
heaters on the same column of the heater under exam are turned off. At this point,
we change the power dissipated in the heater 9 and for each value, we made a scan
with one of the external heaters which acts directly on the Mach-Zehnder (as an
example for the Mach-Zehnder E we can use the heater 11 or 7). Fig. 5.9 a shows
some of the curves for the Mach-Zehnder E when the scan is performed with the
resistor 11 and varying the power dissipated in the heater 9. all those curves are
fitted with the function

IO = I
1 + V cos(βE,11P11 + ϕE)

2 (5.18)

where V is called visibility of the fringes and ϕE is the phase that gives us the
information of the phase applied by the variable Beam splitter. In Fig. 5.9 b and c



80 5. Clements scheme characterization

a) b)

c) d)

e)

Figure 5.8. In the figures in blue are presented the output intensity measured for the
Mach-Zehnder interferometer E when respectively the heaters 7, 8, 11, 12 and 13 are
controlled separately. In red are represented the fit curves where the common parameter
of the input intensity and the starting angle, i.e. the angle when no power is applied,
are forced to be equal for all the curves.
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are plotted respectively the visibility and the phase ϕE as a function of the power
dissipated in the heater 9. The visibility of the Mach-Zehnder nullifies when the
reflectivity of the internal beam splitter is zero. We can see that in correspondence
to that point, the phase ϕE makes a jump of π. This can be explained by the fact
that the reflectance of the internal variable beam splitter changes sign and this can
be seen as a jump of π in the phase.

Fitting the curve for the phase ϕE as a function of the dissipated power in 9
with a linear dependence (since all the phases are linear in the dissipated power in
the heaters) and taking into account the π jumps, we can derive the proportional
coefficient β of the interferometer as the slope of the line. Performing the same
procedure for all the three Mach-Zehnder interferometers A, B and E we can measure
the tree coefficient β that are related to the coefficient α by the equations

βA,9 = α2,9

βC,9 = α4,9 − α2,9

βE,9 = α6,9 − α4,9

(5.19)

and inverting the equation we can derive all the proportional coefficient

α2,9 = βA,9

α4,9 = βA,9 + βC,9

α6,9 = βA,9 + βC,9 + βE,9

(5.20)

the intercept coefficient C derived from the fit of the curve of the phase ϕE gives
us information on the initial phase of the interferometer when all the heaters are
turned off. Due to the symmetry of the global interferometer, we can assume that
the initial phases are present only in correspondence with the external heaters except
for the heaters 11 and 21 for which we can assume that they have a null initial phase.
We can notice that in each interferometer there are one or two initial phases, so to
reconstruct them from the intercept coefficient C of the interferometers we proceed
by diagonals. Following the diagonal A−B −H − I we can writhe the equations
for the initial phase ϕ0 as

CA = ϕ0,13

CB = ϕ0,18 − ϕ0,13

CH = ϕ0,22 − ϕ0,18

CI = ϕ0,27 − ϕ0,12

(5.21)

so inverting the system we have

ϕ0,13 = CA

ϕ0,18 = CA + CB

ϕ0,22 = CA + CB + CH

ϕ0,27 = CA + CB + CH + CI

(5.22)

the same procedure can be applied to the other diagonals F − G and J − D − C
and derive all the initial phases. In this way, we completely characterize all the
components of the photonic chip.
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a)

b) c)

Figure 5.9. Characterization of the beam splitter phase In figure a) are represented
some of the scans performed on the Mach-Zehnder interferometer E with the heater 11
when the power n the heater 9 are changed. All those curved are fitted and the visibility
and the initial phase as a function of the power dissipated in the heater 9 are plotted
respectively in b) and c). In c) in orange is plotted also the fit of the experimental data.
It is important to notice that the jump in phase corresponds exactly where the visibility
vanishes.

5.4 Conclusive remarks

In this chapter, we present a complete procedure to characterize a six-mode
photonic chip with Clements Geometry. This kind of chip represents a milestone in the
reconfigurable photonic chip but, in the literature, there are no clear methods for the
characterization of this type of chip. Moreover, there is large technological research
to be able to increase the number of modes without affecting the reconfigurability of
the device [120,121]. The proposed procedure is used to characterize a device used
in chapter 9 to experimentally test the feasibility of a quantum protocol called the
Quantum Bernoulli factory. Furthermore, the whole characterization method can be
generalized easily to chips with a high number of modes, always taking into account
that they must respect the used hypothesis on the structure of the cross-talks and
the linearity of the phases as a function of the local temperature of the chip.



5.4 Conclusive remarks 83

Statement of Work

The theoretical results presented, the design of the experimental apparatus and
the data analysis were carried out by myself. The photonic chip used was realized
in the laboratories of Professor R. Osellame with the help of A. Crespi.
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Chapter 6

Boson sampling

A large-scale universal quantum computer requires a significant technological
leap forward. Many laboratories are developing technologies to manipulate large
quantities of quantum physical objects individually but, to date, no satisfactory
solutions have been identified. However, many experiments have opened the way to an
intermediate possibility to show the potentialities of quantum computing in simpler
systems. A quantum computer will make it possible to perform calculations and
simulations currently impossible for a classical computer. Also, there are proposals to
disprove the extended Church-Turing thesis (ECCT), that assert that a probabilistic
Turing machine can efficiently simulate any realistic model of computation, with non-
universal devices now within our reach [27]. If we assume that quantum mechanics
can correctly describe the behavior of an arbitrarily large system, then the ECCT is
effectively false; but given that ECCT concerns many different fields, from physics
to computer science and by extension also to mathematics, the theory of quantum
mechanics must be supported with solid experimental evidence. In this context, the
Boson Sampling problem represents a valid model of quantum computation capable
of providing evidence against ECCT, although it is not a universal computational
model.

In this chapter, we will present the Boson sampling problem and some of its
variants, such as the scattershot Boson sampling [217] and the Gaussian Boson
sampling [218], explaining in detail the peculiarities that distinguish the various
versions. Next, the computational complexity of the problem is analyzed by reviewing
the demonstration proposed by Aaronson and Arkhipov with particular attention
to the conjectures on which it is based [51]. Subsequently, some of the classical
algorithms used to simulate the problem are briefly presented. They are of special
interest in order to understand what scale the quantum experiment must reach in
order to be considered intractable by a classical computer, and what experimental
imperfections affect its computational complexity. Furthermore, in order to be
able to perform a Boson sampling experiment correctly, it is not enough to make
measurements on a Boson process, but it is also necessary to validate the data to
confirm that the entire experiment has been carried out correctly. It is not possible
to directly verify that the samples obtained were measured from a distribution of
indistinguishable bosons, on the contrary, it must be ruled out that they were not
obtained from classically simulated distributions. With this in mind, we will analyze
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the main validation techniques in the literature to understand which principles they
are based on and which distributions they exclude. Finally, we will present the state
of the art of experimental realizations of a Boson sampler.

6.1 Versions of Boson sampling problem

6.1.1 Canonical Boson sampling

In 2011, Aaronson and Arkhipov introduced the concept of Boson sampling
in their work entitled ”he computational complexity of linear optics” [51]. Given
a passive linear interferometer of size m implementing a unitary operator Û , and
given a Fock state at n photons entering the interferometer, the Boson sampling
problem aims to sample the outcome distribution of the events. The idea behind
Boson sampling can be traced back to the machine invented by Sir Francis Galton
(hence its name) to show the central limit theorem. Galton’s machine consists of a
table in which pegs are planted vertically in the shape of a quincunx (that is, like
the representation of the number 5 on the dice). From above, balls are dropped
which, by hitting the pegs, move to the right or left randomly. At the base of
the machine, there are collectors in which the fallen balls accumulate. Similarly, a
photon placed in a linear interferometer when it meets a beam splitter can travel
in both directions with the peculiarity of being able to do so simultaneously and
establish interference phenomena. These properties, combined with the bosonic
nature of the photons, imply that inserting more photons into the interferometer at
the same time completely changes the output distribution, which does not occur in
the Galton machine.

The first experimental implementations of Boson sampling experiments were
performed with probabilistic photon sources [216,219–224]. It soon became clear that
this type of source constituted a problem with the scalability to a greater number of
photons, therefore two ways were envisaged either to change the type of source, a path
that was impracticable at the time or to adapt the problem to make it compatible
with the type of source without however renouncing the computational complexity.
The main variants proposed over time are the Scattershot Boson sampling and the
Gaussian Boson sampling.

6.1.2 Scattershot Boson sampling

First proposed in Ref. [217] the scattershot Boson sampling differs from the
original version in that the input Fock state is not fixed but is randomly extracted.
Indeed, the idea is that, instead of trying to overcome the probabilistic nature of
the source, to use it to our advantage. The implementation is to use k probabilistic
heralded single-photon sources at the input of the interferometer and use the heralding
photons to measure which state is presented at the input. This setting generates
randomly

nk =
(
k

n

)
(6.1)

possible inputs states and if the number of sources has the same order of magnitude
as the number of modes of the interferometer k ≃ m ≥ n2 then the complexity of
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the input states becomes exponetial. Moreover, the computational complexity of
this problem is the same as the original one since changing the input state does not
spoil the complexity of the task but there is an increase in the generation rate due
to the increase in the possible input state accepted.

6.1.3 Gaussian Boson sampling

The Gaussian Boson sampling is a variant of the conventional Boson sampling
where the input states instead of being Fock states are Gaussian states [218], usually
the protocol is implemented within input single-mode squeezed states. This change
in the input state implies that the number of photons at the input is not defined,
which means that sampled events also do not have a defined number of photons.
The complexity of the Gaussian boson sampling is related to the computation of a
function called Hafnian. It has been proven that computing the Hafnian is hard as
computing the permanent [218]. The hafnian function is connected to the problem
of finding perfect matchings of a graph [225] that is shown to be an NP-complete
problem [226] this could open the way for applications of the boson sampling problem
beyond the demonstration of quantum advantage.

6.1.4 Others variants

To fully understand when the complexity of the Boson sampling problem arises
and to study other solutions to the problems of the canonical version, in addition
to scattershot and Gaussian Boson sampling, other variants have been proposed in
the literature. One of the first variations proposed is the possibility of replacing the
Fock states with the photon-added and photon-subtracted states [227,228] like the
Gaussian Boson sampling those states present a complexity transition to the classical
simulability depending on the mean number of photon present in the states. Another
proposal in the literature is the superposition Boson sampling [229]. This variant
instead of using Gaussian states use superpositions of vacuum and single-photon
states. This type of state is interesting given that a suitably excited quantum dot
naturally generates them [72] and maintains the requirement to have at most one
photon per input mode as in the canonical version. Other variants, instead of
changing the input state, modifies the structure with which the evolution of the
photons is done. In this category, we can find the membosonsampling [230] and the
non-linear Boson sampling [231]. The membosonsampling uses the same strategy
as canonical Boson sampling but with the addition that some of the outputs of the
interferometer are connected to some of the inputs of the interferometer with a delay
line that matches the repetition rate of the input photons. This arrangement adds
memory to the system and therefore a certain degree of complexity. Instead, the
non-linear Boson sampling to increase system complexity uses the single-mode non-
linear phase shift gates, which are gates that apply a phase depending on the number
of photons that pass through and the associated operator is Ũnlp = e−in̂2ϕ. Those
gates are placed between two unitary interferometers to create global evolution. The
non-linearities are interesting since it can be shown that each gate can be simulated
by a linear interferometer using ancillary photons and post-selection. This analogue
shows how introducing nonlinearity is similar to using a larger interferometer and a
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Figure 6.1. Summary of the complexity proof of the Boson sampling problem.
Aaronson and Arkhipov show that does not exist a classical algorithm that samples
from the Boson sampling distribution in polynomial time with a bounded error does
not exist. To do so, they prove that if such an algorithm exists then the calculation
of the permanent of a matrix with complex entry distributed according to a Gaussian
distribution is a problem in BPPNP. But since the calculation of those permanent is
also a #P -hard problem this implies that BPPNP = P# P. Using Toda’s theorem [232],
that entails the collapse of the polynomial hierarchy at the third level. Since the collapse
is conjectured impossible at any level this implies that does not exist a classical algorithm
for the simulation of Boson sampling. Image from [51]

.

higher number of photons.

6.2 Boson sampling complexity

Now we want to analyze the classical complexity of the Boson sampling problem.
Classically, the complexity of the problem seems related to the computation of the
transition probability seen in the previous section (Eq. 2.31). In particular, it is well
known that the computation of the permanent of a complex matrix is a #P-hard
problem 1 [233]. The best-known classical algorithm to compute the permanent of a
matrix of dimension n is the Ryser algorithm and has complexity O(n2n) [234]. Turn
out that the computation of the permanent of a matrix is a hard problem also for a
quantum computer [235]. It is important to notice that the Boson sampling problem
is not the reconstruction of the distribution but a generation of a sample from it. So,
we can think if exist the possibility to generate a sample from a distribution D′ close
to the original one D where the total variation distance between the two distributions

1The #P complexity class is the class related to the NP complexity class where instead of
asking if exist a solution we ask the number of solutions for a particular question.
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is at most ϵ (∥D − D′∥ = 1
2
∑
i |Di − D′

i| ≤ ϵ). If such an algorithm exists then,
using the Stockmeyer algorithm [236], it is possible to solve a # P-hard problem in
BPPNP, that belongs at most to the third level of the polynomial hierarchy. Then
due to the Toda theorem [232] this implies the collapse of the polynomial hierarchy
to the third level, an event that is conjectured very unlucky. This implies that does
not exist any classical algorithm that can solve the Boson sampling problem even in
the approximated case.

6.3 Classical simulation algorithms

As we saw previously, in their article Aaronson and Arkhipov [51], in addition
to presenting the Boson Sampling problem, provided a convincing argument that
shows how any classical simulation algorithm requires exponential times in the
number of photons n. Nevertheless, it is important to find the best classical
simulation algorithm. This allows to establish the objectives to be achieved in order
to experimentally demonstrate a computational advantage in using quantum devices.
On the other hand, being able to simulate interferometers of small dimensions allows
us to characterize how the inevitable experimental imperfections (for example the
partial distinguishability of the photons or the losses) invalidate the computational
potential of the model.

6.3.1 Classical simulation algorithms

The brute-force approach for the simulation of Boson Sampling involves calcu-
lating the probability associated with each input-output configuration. The most
efficient algorithm known to compute the permanent is Ryser’s algorithm [237]
which has complexity O(n2n), so the total complexity is more than exponential.
By counting for n photons placed in an interferometer with m = kn ways, the
order of magnitude of the probabilities to be calculated is O(n−1(ek)2n) so the
total complexity is O((2e2k2)n). Since the brute-force approach is computationally
expensive, alternative algorithms for sampling the Boson Sampling distribution have
been proposed. A first approach is based on the well-known Rejection-sampling
algorithm [238]: an output state is sampled from an easy-to-calculate distribution
(for example the uniform one) and to decide whether to accept or reject the event,
the probability that this event will be generated (in our case by calculating the
permanent associated with the event). If the maximum event that can be generated
is known and not too large, this approach returns an exact sampling at an acceptable
computational cost. If the maximum event that can be generated is not known,
there will be an approximate sampling and, if it is too large, there will be too high a
computational cost given by the multitude of rejected events. Another algorithm is
a variant of the Markov chain Monte Carlo method, known as Metropolis–Hastings
algorithm [239]. The basic idea is to construct a Markov chain with a stationary
distribution equal to that of Boson Sampling. To improve the performance of this
approach, it is necessary to choose an initial distribution that is not too distant
from the final one and that is efficient to calculate. Neville et al. [238] proposed
to use as an initial distribution the one corresponding to distinguishable photons.
More sophisticated algorithms have been proposed to solve the problem. One out
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of all showed a complexity equal to O(n2n) [240]. On the basis of those studies on
the calculation of the permanent of large matrices, it is believed that the Boson
Sampling problem is difficult to simulate for a number of photons higher than 60.
With the progress of supercomputers, this number is questioned by some parts of
the scientific community, but it is a good reference point.

Similar simulation algorithms have also been proposed for Gaussian Boson
sampling, always showing exponential complexity in the number of photons measured.
In particular, let us mention the algorithm proposed by Quesada et al. [241], which
has a computational complexity of O(n32n), and the one of Björklund [242] with a
complexity of O(n52n).

6.3.2 Classical simulability

An important problem is to understand how much the imperfections of the
experimental apparatus invalidate the computational complexity of Boson Sampling
and, above all, under what conditions classical computation becomes efficient. The
first and most relevant imperfection is the photon loss in the apparatus which can be
described in two ways. The first way, more commonly used in the literature, involves
replacing the losses with beam-splitters that have a certain probability of sending
the photons in unmeasured ways [243]. The second way is to modify the calculation
of the probability to take into account a specific number of photons lost and then
average over all possible losses [212]. It has been shown that the complexity of
Boson Sampling is not affected if the number of photons lost is constant [244], on the
contrary it can be classically simulated if O(

√
n) photons remain due to losses [212].

This estimate would worsen enormously if, in addition to the losses, the dark counts
of the detectors were taken into account [243]. Another imperfection widely analyzed
in the literature is the partial distinguishability of the input photons. In the original
paper, Aaronson and Arkhipov showed how Boson Sampling becomes classically
solvable using totally distinguishable photons [51]. It is interesting to notice how the
probability always depends on a permanent but since it is of a real matrix it can be
approximated in polynomial time. Intermediate regimes of distinguishability have
been considered in the literature and, depending on the conditions in which one
arises, it is possible to maintain or completely lose the computational complexity.
The effect of Gaussian noise on the output of the interferometer is also analyzed
in the literature [245]. It has recently been shown how a noisy quantum circuit
can be efficiently simulated with a tensor network [246]. While this approach was
designed specifically for quantum circuits, it could be adapted for other systems as
well, including Boson sampling.

6.4 Validation problem

Boson sampling is a problem whose solution is not efficiently verifiable. However,
it is important to find a method to be able to validate the result. Any experiment
that wants to show a quantum advantage must necessarily be accompanied by an
appropriate verification that the device is working as expected and is not sampling
from classically computable distributions. The first experiments of Boson Sampling
used a direct comparison between the sampled distribution and the theoretical one
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Figure 6.2. Experimental methods for the validation of Boson Sampling. A
sequence of tests is progressively applied to rule out different scenarios. Image from [247].

calculated through classical algorithms [219–222]. Obviously such an approach cannot
be applied to large-scale experiments, so it is necessary to find alternative ways.
Subsequently, three alternative models to Boson Sampling that can be efficiently
calculated and the related validation techniques used to discriminate them are
presented.

6.4.1 Uniform distribution

The uniform distribution was proposed by Gogolin et al. [248] to challenge Boson
Sampling as a valid method against the extended Church Turing thesis. Shortly
thereafter Aaronson and Arkhipov presented an efficient method (called Row-norm
Estimator) to discriminate a sampling from a uniform distribution from a Boson
Sampling [249]. The idea behind this method is to calculate the quantity

P =
(
m

n

)n n∏
i=0

n∑
j=0

|Us→t|2ij (6.2)

where n is the number of photons, m is the number of interferometer modes and
|Us→t|2ij is the probability matrix used for the probabilities calculation of the multi-
photon interference. It is demonstrated how the quantity P is related to the
probability that the sample was obtained from Boson Sampling [249]. In particular
if P > 1 then it is asserted that the distribution was obtained from Boson Sampling.
The algorithm has a success probability of 1 − O(δ) if m > n5.1/δ. Since an
interferometer of this size is not feasible in practice, the multi-sampling algorithm
is applied and the majority result is used. The article by Spagnolo et al. [216] is
shown, through numerical simulations, how the size of the sample necessary to have
a probability of success of 95% decreases exponentially with the number of modes
m of the interferometer.
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6.4.2 Distinguishable photons

A second classically calculable distribution is obtained from the same interferom-
eter used for Boson sampling but by injecting distinguishable [216,250,251] photons.
Although the distinguishable photons generate non-trivial probability distributions,
various methods are found in the literature to distinguish these distributions from
those of Boson Sampling. The first proposal made by Spagnolo et al. [216], applied
to an interferometer with m = 13 modes and n = 3 input photons, uses a variant of
the likelihood test. In this type of test, the ratio between the likelihood of the two
models (distinguishable or indistinguishable photons) is calculated. From this ratio
a discrimination parameter D is calculated: if D > 0 then it is affirmed that the
sampling was generated by Boson Sampling otherwise it is rejected (See the next
chapter for an application). This method requires calculating the permanent of the
samples, without the need to calculate the full distribution.

To try to solve the issue of the computational complexity of validation other
techniques have been proposed. Recently a new technique based on the binned
photon-number distributions seems promising [252]. The idea behind this technique is
to replace the Boson sampling distribution measured at the chip output with a coarse-
grained version that can be easily simulated but still allow the ideal distribution
generated by indistinguishable photons to be distinguished from other distributions.
To generate the coarse-grained distribution, the authors propose to group the outputs
into subsets and count how many photons end up in each set. In the paper, they
show how by choosing an appropriate number of subsets it is possible to construct
a distribution with the desired properties and that it is simulable not only in the
ideal case but also when accounting for imperfections such as losses and partial
distinguishability of photons. Finally, this protocol shows similar properties to other
validation techniques, e.g. based on suppression laws [253], but in a more general
scenario.

6.4.3 Mean field states

In 2014 Tichy et al. [254] proposed an alternative distribution to the previous
ones from which to sample to simulate Boson Sampling which passes many of the
tests proposed to distinguish previous distributions. The idea is to replace the input
Fock|1, . . . , 1⟩ state with a mean-field state |ψ⟩⊗n with

|ψ⟩ = 1√
n

n∑
r=0

eiθra†
r |0⟩ (6.3)

where n is the number of populated modes and θr are random phases.
The first proposal to distinguish this type of state is to use the so-called zero

transmission Laws [255]: for particular unitary matrices it is easy to show, for
symmetry reasons, that certain states cannot be generated at the output in the
case of photons indistinguishable. Other methods have been devised for use on a
general-purpose interferometer. A first class of validation texts is based on pattern
recognition algorithms [256]: they compare two different samples and determine
whether they were generated from the same distribution or not. Another method
is based on particular statistical “signatures” of quantum interference [257] using
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advanced techniques of statistical physics and stochastic matrix theory. Also, over
time, additional methods have been proposed [258–260].

6.5 State of the art

The table 6.1 shows the main Boson sampling experiments in the literature in
chronological order. Note how 3 photons are always used in the first experiments.
This is due to the type of source used. In order to have indistinguishable photons
early proposals used SPDC pumped so as to generate four-photon states of which
one was used as an eralder for the other 3 photons. To overcome this limitation in
recent years, alternative sources, for example Quantum Dot, are exploited. In terms
of strategies used two particularly notable ones are that of He et al. in 2017 [108]
(which exploits time-bin coding instead of space one, providing a viable alternative
platform) and that of Paesani et al. in 2019 [115] (first group to integrate the source
and interferometer on a single chip). Instead, going to see the number of maximum
photons detected three items stand out over the others they are those of Wang
et al. [261], Zhong et al. [262] and Madsen et al. [8] respectively with 20, 76, and
216 photons detected. They represent the first attempts to implement the Boson
sampling experiment in a classically non-simulable regime. Although the results of
the experiments are particularly promising there is still a debate about the actual
achievement of quantum supremacy and thus the falsification of ECTT.
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Year First author Ref. n m Sources Platform Detector

2012 Broome [219] 3 6 SPDC FBS SPAD

Spring [220] 3 6 SPDC SoS SPAD

2013 Spagnolo [216] 3 5 SPDC ULW SPAD

Tillmann [221] 3 5 SPDC Si SPAD

Crespi [222] 3 5 SPDC FLW SPAD

2014 Spagnolo [223] 3 5 SPDC FLW SPAD

Carolan [224] 3 9 SPDC SiN SPAD

4 21 SPDC SiON SPAD

2015 Bentivegna [251] 3 9/13 SPDC FLW SPAD

Carolan [263] 6 6 SPDC SoS SPAD

Tillmann [264] 3 5 SPDC FLW SPAD

2016 Crespi [265] 2 8 SPDC FLW SPAD

2017 Loredo [266] 3 6 QD FBS SPAD

He [108] 4 8 QD FL SNSPD

Wang [267] 5 9 QD AMO SPAD

2018 Viggianiello [268] 2 8 SPDC FLW SPDC

Wang [110] 5 16 QD AMO SNSPD

Zhong [105] 5 12 SPDC AMO SNSPD

2019 Paesani [115] 4 12 SFWM SoS SNSPD

Zhong [269] 5 12 SPDC AMO SNSPD

Taballione [270] 2 8 SPDC SiON SNSPD

Wang [261] 20 60 QD AMO SNSPD

2020 Zhong [262] 76 100 SPDC AMO SPAD

2021 Arrazola [85] 8 8 MR SiON TES

2022 Hoch [2] 4 32 SPDC FLW SPAD

Madsen [8] 216 219 OPO FL SNSPD
Table 6.1. Bibliography of Boson sampling experiments. In this table are listed

the most relevant Boson sampling experiment, ordered by year of publication. For
each experiment is listed the first author, the maximum number of photons detected
n, the number of mode m of the linear interferometer, the type of sources used for the
experiment, The technology involved in the implementation of the linear interferometer
and the type of detector employed. Legend: SPDC - Spontaneous parametric down-
conversion, QD - Quantum dot, SFWM - Spontaneous four-wave mixing, MR - Microring
resonator, OPO - Optical parametric oscillator, FBS - On fiber Beam splitter, SoS - Silica
on silicon, ULW - UV laser writing, Si - Silicon, FLW - Femtosecond laser writing, SiN -
Silicon nitride, SiON - Silica nitride, FL - Fiber loop, AMO - Assembled micro-optics,
SPAD - Single-photon avalanche photodiode, SNSPD - Single-photon superconducting
nanowire, TES - Transition-edge sensor.
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Chapter 7

3D photonic circuit for boson
sampling experiments

Since it was first proposed by Feynman and Benioff [271] many efforts have been
made to demonstrate the possibility of building a computer based on the laws of
quantum mechanics [272]. Despite this, the construction of a universal quantum
computer with higher performances or at least comparable to those of a classical
computer is far from being achieved.

In order to reach the so-called quantum supremacy, i.e. the existence of a
universal quantum computer with significantly higher performance than any classical
computer, an intermediate milestone to be reached is the demonstration of the
existence of a quantum device that can solve a particular problem with performance
superior to any classical computer.

The Boson sampling problem [51,247] was proposed as a candidate to reach this
intermediate milestone with intermediate-scale quantum devices and to this day
it remains one of the most feasible and pursued problems for this purpose. The
problem is well studied from a theoretical and practical point of view characterizing
the level of experimental imperfection that can be accepted in a quantum machine
without this entailing a loss of computational advantage compared to a classical
computer [238, 240]. Furthermore, variants of the problem have been proposed
to try to adapt the problem to currently available technologies [217, 218, 251]. A
crucial technological requirement to fulfil a boson sampler is the possibility to
implement a large-scale interferometer that is highly reconfigurable and has low
losses. Reconfigurability is not an essential request but is extremely useful since
allows us to test the Haar distribution of the unitary evolution [51,273] implemented
using a single device. Moreover, the possibility to have programmable devices paves
the way for applications other than just demonstrating the quantum advantage [85].
The low losses instead is a pivotal request to not spoil the quantum process and
reduce the computational complexity to a classical simulable level [274, 275]. Up
to now, in the literature there is no experiment showing both those requirements,
from one side there are bulk optics that present low losses but no reconfigurability
[261,262,276] and, on the other side, there are integrated optics based on universal
geometries [9, 57] that permit full reconfigurability but still require technological
improvement to reduce the losses. In the follow we present a different approach to the
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problem by adopting a reconfigurable continuous-coupled 3D photonic circuit. This
architecture uses the capability of femtosecond laser-writing to write “easily” the
waveguides in tree dimensions [140,277]. The optical circuit is composed of thirty-two
continuously coupled waveguides arranged in a triangular lattice. Such geometry
has a significant advantage in terms of the number of modes and losses compared
to previous ones. Moreover, these devices possess sixteen resistors on the surface
allowing a high degree of reconfigurability, in contrast to other devices with the same
geometry [278,279]. The reconfigurability of the device is certified by an analysis of
the unitary transformations reachable and confronted with the Haar distribution.
To test the devices we perform and validate a Boson sampling experiment with three
and four photons for various unitary transformations implemented by the optical
chip. All the results presented in this chapter represent the findings of the work:

Reconfigurable continuously-coupled 3d photonic circuit for boson
sampling experiments. Francesco Hoch, Simone Piacentini, Taira Giordani, Zhen-
Nan Tian, Mariagrazia Iuliano, Chiara Esposito, Anita Camillini, Gonzalo Carvacho,
Francesco Ceccarelli, Nicolò Spagnolo, Andrea Crespi, Fabio Sciarrino, and Roberto
Osellame. npj Quantum Information, 8(1), May 2022 [2].

7.1 Reconfigurable integrated 3D photonic chip

This chapter present a reconfigurable integrated photonic platform with a tridi-
mensional geometry for the realization of Bosons sampling experiments. It has been
shown that this platform is suitable for the main versions of Boson sampling such as
the standard problem, Scattershot Bosons sampling and Gaussian Boson sampling
(see Fig 7.1 a-b-c). At the state of the art, integrated optics circuits are one of
the most promising platforms to implement large reconfigurable interferometers. In
Fig 7.1 d are represented the two principal geometry used to implement a photonic
chip. The first scheme (on the left) decomposes the unitary transformation imple-
mented by an optical network in simple optical units. In this framework, the optical
network is composed of beam splitters and phase shifters respectively parametrize
by the reflectivity Sij and the phase ϕi. In the reconfigurable circuit, electro-optic or
Kerr effects are exploited to change locally the refractive index of the waveguides en-
abling the local change of the optical phases of the circuit. Despite the fact that this
type of geometry is adopted in a large number of experiments [85, 222, 263, 267, 270],
scaling the circuit to a larger number of modes remains challenging in terms of the
size and losses of the physical devices. The second geometry (on the right) exploits
the continuous coupling between the waveguides and is one that we used in our
experiment. In particular, the waveguides are arranged in a three-dimensional array
according to a particular lattice. This architecture allows an advantage over other
previously proposed devices in terms of compactness and losses. As represented
in Fig. 7.1 e and Fig. 7.2 b our circuit consists of 32 waveguides arranged in a
triangular lattice, fabricated via femtosecond laser-writing in a borosilicate glass
substrate [140,280]. To add more randomness to the system the distance between
the waveguides is changed along the evolution direction z. To do this we introduced
a random perturbation of the position of the guides compared to the unperturbed
lattice. This modulation is reflected in a change in the coupling coefficients cij
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Figure 7.1. Boson Sampling in a 3D continuous-coupling integrated device. a)
Boson Sampling (BS) and the most recent variants, b) Scattershot Boson Sampling (SBS)
and c) Gaussian Boson Sampling GBS). The corresponding computational problems
require sampling from the output distribution using different input quantum states
of light, such as Fock states in BS, two-mode squeezed vacuum states in SBS and
single-mode squeezed vacuum states in GBS. The common element among the schemes
is the optical random circuit, described by the unitary evolution U . d) The most
widely adopted decomposition of the operator U is via a network of beam splitters, with
splitting ratios Sij , and phase-shifts ϕi (left); an alternative implementation exploits
continuous-coupling by evanescent waves among waveguides (right) depending on the
coupling coefficients cij and the propagation constants ki, where both may vary along
the direction z. e) Overview of the reconfigurable 3D integrated photonic chip, realized
through the femtosecond laser writing technique. The device is composed of 32 optical
modes arranged in a triangular lattice, as shown in the inset reporting the transverse
section of the sample. In red we have highlighted the input modes employed in the 3- and
4-photon experiments. The transformation U is controlled by the 16 resistors fabricated
on top of the glass sample. The second inset shows the top view of the electrical circuits
that control the currents Ii applied to the resistors.

along the chip and breaks the symmetries of the unperturbed circuit which could
make the device unsuitable for boson sampling. The reconfigurability of the devices
is introduced via sixteen resistive heaters placed in two groups of eight resistors
along the propagation length on either side of the coupling region. The resistors
are engraved in a gold film deposition placed above the glass substrate whit the
same femtosecond laser used to write the waveguides. An external power supply
is used to control the currents that flow in the resistors and therefore the power
dissipated in them due to the Joule effect. With this method, a thermal gradient
is induced in the substrate and, via a thermo-optic effect, a local change in the
refractive index of the waveguides [10,281]. Those changes modulate the propagation
constant ki of the waveguides and therefore the overall unitary transformation U
implemented by the devices. With this, we demonstrate that it is possible to apply
the phase-shifting technology based on thermo-optic effects also in the continuous-
coupled three-dimensional scenario but not a punctual control of the characteristic
parameters.
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7.1.1 Experimental apparatus
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Figure 7.2. Scheme of the experimental apparatus. a) A parametric down-conversion
process in a Beta-Barium Borate crystal generates one- and two-pair photon states.
Generation in the single-pair regime is employed for the unitary reconstruction procedures,
while 3- and 4-photon states are employed for experiments in the Boson Sampling
framework. Photons are prepared in their polarization and temporal degrees of freedom
before coupling in the input single-mode fiber array. After evolution, photons are finally
detected via a set of 32 single-photon avalanche photodiodes connected to a 32-channel
time-to-digital converter for the reconstruction of the coincidence pattern. b) Schematic
of the in- and out-coupling of the single photons with the 3D photonic circuit: one- and
two-dimensional fibre arrays connect to the fan-in and fan-out sections of the circuit.
Legend: BBO - beta-barium borate crystal, BPF - band-pass filter, HWP - half-wave
plate, PBS - polarizing beam splitter, PC - polarization controller, DL - delay line, PS -
power supply, TDC - time-to-digital converter, 1D-/2D-FA - one-/two-dimensional fiber
array, FI - fan-in, FO - fan-out, CCWL - continuously-coupled waveguide lattice, RS -
resistors.

In Fig. 7.2 a we illustrate the experimental apparatus employed during the
experiment to benchmark the photonic chip and to perform the three and four
photons boson sampling experiment. We exploit one- and two-pair photon emission
in a Type-II spontaneous parametric down-conversion (SPDC) sources composed of
a beta-barium borate (BBO) crystal operating at the wavelength of 785nm. The
first stage of the apparatus includes all the optical components to generate the
state resource to perform sampling with either indistinguishable or distinguishable
photons. Photon spectra are filtered through a 3nm band-pass filter. Then, photons
are split into four different spatial modes according to the polarization via half-wave
plates and polarizing beam splitters and coupled into single-mode fibers. Photons are
controlled in polarization and in time-of-arrival by polarization controllers and delay
lines respectively, in order to tune their degree of indistinguishability. Then, they are
injected into the reconfigurable integrated chip via an array of six single-mode fibers
that have been aligned and glued to the device. A fan-in waveguide section leads
the photons to selected inputs of the waveguide array, as depicted in Fig. 7.2. After
the evolution in the integrated device, a fan-out waveguide section leads the photons
to a 8 × 4 rectangular multimode fiber array that matches the fan-out geometry. It
is worth noting that the two-dimensional fiber array further helps the compactness
of the device by greatly reducing the length of the fan-out section. The detection
stage includes thirty-tow single-photon avalanche photo-diodes. We have developed
a custom software that simultaneously controls the delay lines, the power supply
and the 32-channel time-to-digital converter module to record two- and four-fold
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coincidences. This implies full control over the unitary transformation implemented
in the circuit, the switching between indistinguishable and distinguishable photons,
and the recording and processing of the data samples.

7.2 Results

In this section, we illustrate the principal findings of our article. In the first
part, we test the reconfigurability of the devices by sampling various submatrices
implemented by the devices and testing how those are far from the Haar distribution.
In the second part, we test the devices by performing and validating a bosons
sampling experiment with three and four photons with various configurations of the
currents in the photonic chip.

7.2.1 Unitary matrix sampling and reconstruction
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Figure 7.3. Experimental reconstruction of the [3×32] sub-matrix and comparison
with the Haar-random matrices. (a) Experimental reconstruction of the squared
moduli ρ2

ij (red) and phases θij (blue) for three input ports of the reconfigurable photonic
chip, highlighted by the labels in the figure. The chip is set on a random configuration
of currents. Each input port represents a row of the unitary transformation applied to
the input state. (b)-(c) Comparison of the phases and the squared moduli frequency
distribution respectively, between 15 experimentally reconstructed sub-matrix (blue) and
15 [3 × 32] sub-matrix sampled from the Haar-random unitaries (red). (d) Distribution
of the similarity between the squared moduli of two columns of different sub-matrix. We
repeated the measurement for ∼ 200 different configurations of the currents in the chip.
In red it is shown the theoretical similarity distribution obtained by sampling columns
distributed according to the Haar measure. The overlap between the two histograms is
62.4% of the total area.

The control of the unitary transformation implemented by the photonic chip is
performed by applying specific currents to the resistor on the surface of the devices.
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To verify the classes of matrices U that can be implemented by the device due to
its reconfigurability, we have reconstructed a large number of different evolutions,
each corresponding to a different setting for the currents in the resistors. Thus, a
crucial ingredient was the adoption of a fast and efficient reconstruction algorithm.
Additionally, efficient and fast reconstruction of the unitary transformations is a
fundamental step also for benchmarking and validating the three- and four-photon
experiments described in the next section. We made use of an adapted version of
the method reported in [25]. The latter envisages the measurements of two-photon
Hong-Ou-Mandel (HOM) dips resulting from pairs of photons injected in different
combinations of input ports. In our case, we restricted the measurements to two
of the possible input pair combinations for the reconstruction of 3 × 32 sub-matrix
and to only three pairs in the case of 4 × 32 sub-matrix. From each input pair, we
analyzed 496 HOM dips, namely all the possible non-redundant pairs obtained by the
combination of the 32 output ports. From these measurements, we have extracted
the information about the moduli ρij and the phases θij of the sub-matrix elements
expressed as Uij = ρije

iθij . In Fig. 7.3 a we have reported an example regarding
the 96 squared moduli and phases of one of the 15 different reconstructed 3 × 32
sub-matrices. Our next step was to prove that the random unitaries, sampled by
changing the currents’ configuration in the circuit, were drawn from a distribution as
close as possible to the Haar measure. This requirement is fundamental to ensure the
hardness of BS. To this aim, we compared the distributions of phases and moduli of
the 15 sub-matrix measured in the experiment with the one retrieved from likewise
Haar-random extracted unitary matrices (Fig. 7.3 b-c). In both cases, we have
obtained a good agreement between the two distributions but we can notice that
there are slight discrepancies between the experimental and theoretical distributions.
So we decided to perform some simulations to identify the experimental imperfections
that generate such deviations from the expected distributions. The histogram of
the squared moduli in Fig. 7.3 b is more peaked towards zero than the theoretical
one. This is likely due to errors in the estimation of input and output losses. To
support this hypothesis, we performed a numerical simulation in which an error of
at most 10% on the estimated values of the losses was inserted in the Haar random
matrices. The results are shown in Fig. 7.4 a. The green distribution that displays
losses is in good agreement with the experimental one. For what concerns Fig. 7.3 c,
we observe a slight concentration around zero in the experimental phase distribution.
In this case, such discrepancy can be attributed to residual correlations between the
phases of the neighboring waveguides and to the reconstruction method of unitary
matrices. To study this aspect we have performed a second numerical simulation
that exploits a simplified model of our device. We consider the case in which the
first neighboring couplings are static along z and the whole surface is uniformly
heated. This produces a linear gradient of the temperature at different depths in the
sample, which in turn generates correlated changes in the propagation constants and
thus in the matrix phases. Note that this condition is quite far from the experiment
in which each heater has been controlled independently. The red curve in Fig. 7.4 b
corresponds to the resulting phase distribution. Interestingly, this distribution is
completely flat as for the case of Haar random matrices. This highlights the fact
that a flat distribution of the unitary matrix phases alone is not sufficient proof for
the sampling from the Haar distribution. The green histogram, on the other hand,
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Figure 7.4. Discrepancy from the Haar random matrices distributions. (a)
Comparison between the squared-moduli distributions of 15 [3 × 32] ideal sub-matrices
from Haar-random-extracted unitary transformations (red) and the same sub-matrices
with randomly modulated insertion losses in the input and output stages (green). The
lossy case reproduces the experimental distribution reported in Fig. 3b in the main
text. (b) Numerical simulation of the sub-matrix phase distributions in the presence
of correlations due to uniform heating of device surface. In red the resulting phases
distribution and in green the same phases expressed by using the phases of the first
column and row as reference. In this second case, the distribution is not flat.

corresponds to the same ensemble of matrices, multiplied both at left and at right
by diagonal matrices of unit-valued complex elements (equivalent to phase shifters
placed at the inputs and outputs of the device), in such a way that the phases of
the first columns and rows are set to zero. The latter zero-valued phases were not
included in the histogram distribution. Such a scenario reproduces what we did
in the reconstruction algorithm of the experimental matrix; in fact, the measured
HOM visibilities are not sensitive to the input and output individual phases and this
allows us to set them to 0 in the corresponding first row and column of the matrix.
This procedure generates a slight concentration of the phases in zero, as shown in
Fig. 7.4 b.

As a second benchmark of the device, we measured 200 columns of different
unitaries and calculated the similarities between the distributions given by the
squared moduli of each column. The measurements were performed by sending one
photon in the device and measuring it at the output in coincidence with his correlated
one in a two-photon experiment. The unitaries have been generated by uniform
sampling of the electrical power dissipated in the resistors. Also in this analysis, we
find a good agreement with expectations, signified by the overlap with the histogram
of the similarities calculated from the columns of Haar-random matrices shown
in Fig. 7.3 d. The latter result represents one of the first investigations on the
level of randomness that can be reached in this continuously-coupled waveguide
architecture by changing only the propagation constants via the thermo-optic effect.
The similarity to the Haar-random distribution could be improved by engineering
the sampling strategy of the dissipated powers, which here have been extracted from
a uniform distribution. Note that, in the discrete-decomposition schemes [9, 57]
there exist algorithms to set the optical circuit to sample from the Haar distribution.
However, the phase shift values and beam splitter reflectivity do not display trivial
distributions [282,283] which in turn require complex settings of the external control
circuit. More precisely, by increasing the dimension of the matrix, the parameter
distributions tend to be more and more peaked. For example, the uniform sampling
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Reproducibility test
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Figure 7.5. Reproducibility of the implemented transformations. We report the
intensity patterns of the output modes for a fixed circuit configuration when a single
heralded photon is injected in one input port. The average similarity between two of the
three maps is 99.8%. The enumeration on the left map denotes the respective output
mode’s intensity. The other two maps follow the same enumeration.

of the dissipated electrical powers employed is far from the correct sampling to
generate random Haar matrices in discrete optical circuits. An exhaustive and
conclusive answer regarding the possibility to extract matrices from a distribution
closer to the Haar measure with a continuously-coupled waveguide architecture needs
further studies both from a theoretical and experimental point of view.

As a final test, we check the stability of the devices over a long period of time. We
injected a single heralded photon in a fixed input port of the chip, and we collected
the output intensities of the 32 modes. Thus, we obtained the squared moduli of
a single column of the implemented unitary. We repeated the measurement three
times a few days apart from each other, preserving the same setting for the applied
currents. In Fig. 7.5 we report the measured output distributions. We quantified
the reproducibility through the similarity between the three patterns, whose average
is 99.8%.

7.2.2 Boson sampling experiment

After the characterization of the device we proceed to perform three- and
four-photon experiments in the Boson Sampling framework with our integrated
system. The four-photon state from double-pair emission generated by the source
can be written as a statistical mixture of three Fock states ρin ∼ α |1111⟩ ⟨1111| +
β |2002⟩ ⟨2002| + γ |0220⟩ ⟨0220|, by expressing the density matrix in the occupation
number of the four modes and neglecting the higher order of multi-pair emission. In
reality, the sources generate a coherent superposition of the three states but since we
do not stabilize either the phase of the pump laser or the phases of the paths after
generation the final state is reduced to a statistical mixture. To inject a 3-photon
|111⟩ input state, one of the four output modes of the source is directly measured
and thus acts as a trigger. To this end, we have discarded one output mode of the
chip, due to the requirement of using one detector for the trigger photon. Four-fold
coincidences between the trigger photon and three output modes are then recorded,
providing the output samples. In the four-photon experiment, we have sampled
from the entire ρin by directly connecting the four output modes of the source to the



7.2 Results 105

800

600

400

200

0

U U
2000

2000

4000

400

0

-2000

0 4000 6000
Events

3-photon(a)

W

I I

(b) (c) (d)

(e) (f)
W C C

Events Events Events

0

500

-500

4-photon 3-photon 4-photon

Slopes distributions Slopes distributions

D

I

D

I

D

I

D

I

300

200

100

0
-2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0

Experimental slopes
region

Experimental slopes
region

0 250 500 750 1000 0 250 500 750 10000 2000

1000

-1000

500

-500

0

200

-200

100

-100

0

4000 6000

Figure 7.6. Boson Sampling data. Validation of the 3-photon (blue points in (a)) and
4-photon (blue points in (b)) Boson Sampling experiments against the uniform sampler
hypothesis (green point in a-b). (c-d) Validation against the distinguishable photons
sampler of 3- and 4-photon events. The test is applied using the same reconstructed
sub-matrix in (a) and (b). The distinguishable samples (red points) were collected by
adjusting the relative time delay between the input photons. (e) Histograms of simulated
3-photon slopes for counter W (normalized to the slopes of distinguishable particles
data) in the case of validation against the uniform sampler using a randomly extracted
U transformation, i.e. U matrices that do not match the actual operation implemented
in the circuit. The obtained slopes of the 10 different 3-photon BS experiments are
highlighted by the arrows (and by the corresponding stars). The experimental points were
validated with the reconstructed sub-matrix retrieved from the two-photon reconstruction.
All the experimental slope values are in the positive range and far from the histogram
average, thus showing the correct validation of the performed experiment. In (f), we
performed the same analysis for the validation against the distinguishable photons
hypothesis.

integrated device (see Fig. 7.2 a). In this case, we have sampled from all the output
ports of the device. For all reported experiments, our measurements are restricted
to collision-free events. Such choice does not affect significantly the outcomes of the
experiment since the configurations with more than one photon per mode display
very low probabilities in the regime where the number of photons is much smaller
compared to the number of the optical modes [216]. Let us now illustrate the analysis
of the experimental samples collected in three- and Four-photon Boson sampling
routines. In this context, the problem of data validation is pivotal to assessing
the correctness of the sampling process, especially in the regime in which it is not
possible to reproduce the output of the experiment with classical resources. In the
past years, several tests have been developed to rule out classical models, such as the
uniform and distinguishable particle samplers, that could reproduce some features
of the boson sampling output distribution [223,224,256,257,265,268,284–286]. In
Fig. 7.6 a-b we report one instance of the validation of a three- and four-photon
boson sampling experiment against the uniform distribution test [284], assuming
the input states described above for the two scenarios. We also employ the same
data to validate the experiment against the distinguishable particles hypothesis [223]
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(see appendix B). In both tests, each event collected in the experiment increases or
decreases a counter, W for the case of a uniform sampler and C for the distinguishable
particle sampler, according to a likelihood ratio test. Positive slopes are the signatures
of the successful validation of the data. These kinds of hypothesis tests require good
modeling of the system, including the knowledge of the input state and of the unitary
transformation applied to the state. The latter has been reconstructed through two-
photon measurements and exploiting the reconstruction algorithm discussed above.
We have performed ten different three-photon Bosons sampling and three different
four-photon with likewise configurations of the optical circuit. All the data were
successfully validated against the two hypotheses. In Fig. 7.6 e-f we underline the
sensitivity of these validation tests to the reconstruction of the matrix representing
the optical circuit. The histograms report the distribution of the slopes normalized
to that of distinguishable particles when the unitary is chosen randomly and does
not coincide with the actual transformation performed in the circuit. We note that,
in absence of correspondence between the unitary transformation related to the
data and the one related to the likelihood ratio computations, these tests assign the
data to the negative hypothesis independently from the particle statistics. In the
same figure, we report the experimental slopes describing the set of ten different
three-photon Boson sampling validated in this work using the unitary matrices
reconstructed via our algorithm. The experimental points (stars in the Fig. 7.6 e-f)
are distant more than three standard deviations compared to the average of the
histograms, representing validations with random unitaries that do not correspond
to the circuit from which the samples were generated as described above. Such
additional results reinforce the successful validation of the performed experiments
and benchmark the reconstruction accuracy of the optical circuit showing a high
degree of control of the platform.

7.3 Conclusive remarks

In this chapter, we report on the implementation of a novel integrated photonic
platform with a compact geometry based on a tridimensional continuous-coupled
structure. Moreover, we show also the possibility to achieve a high degree of
reconfigurability via a set of heaters controlled by external current sources. The
tridimensional structure takes advantage of the femtosecond-writing technique and
enables the possibility to increase the number of optical modes. We demonstrate
that our device possesses a high degree of reconfigurability and that can cover
a large amount of the space of unitary transformation with a distribution near
the Haar one fulfilling the randomness hypothesis at the base of Boson sampling.
Furthermore, we test the devices with a three- and four-photon experiment showing
the possibility to use such a platform for a larger-scale Boson sampling experiment.
Indeed, the fabrication technique is suitable to interface the devices with various
types of single-photon sources such as the quantum dot [93,287,288] or integrated
parametric sources [74] allowing to reduced coupling losses at the device interface
which is now the major source. Furthermore, it is possible to duplicate or quadruple
the number of modes of the device without too much effort since the limiting factors
of such geometry are not the coupling region but the fan-in and fan-out regions. The
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capability of implementing a compact reconfigurable photonic processor is useful
for implementing other applications beyond the mere implementation of a Boson
sampling experiment.

Statement of Work

The work presented in this chapter was published in Hoch et. al. npj Quantum
Information, 8(1), May 2022 [2]. The realization of the experimental apparatus
and data taking was carried out by myself, T. Giordani and C. Esposito. The
characterization of the chip was carried out by the undersigned with the help of
A. Camillini and M. Iuliano. The data analysis of the Boson sampling experiment
was carried out by myself with the help of M. Iuliano. The photonic chip used was
realized in the laboratories of Professor R. Osellame with the help of A. Crespi and
Z. Tian.
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Part IV

Bernoulli factory problem
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Chapter 8

Quantum Bernoulli factory
problem

Given the intrinsically probabilistic nature of quantum mechanics, it is logical to
think that quantum computing is an excellent candidate to build algorithms able to
generate and manipulate randomness. In this chapter, we will analyze a recently
proposed quantum extension of an originally classical problem called Bernoulli
Factory [18]. In the first part of this chapter, we revise the literature regarding the
Bernoulli factory problem and its quantum extension. Next, the main results of this
chapter are presented, where the quantum to quantum Bernoulli factory problem
is studied. In particular, we start with the characterization of the set of simulable
functions. In contrast to the demonstration in the literature that exploits the field
properties of the set, in ours a constructive approach is applied by defining the
quantum circuits that can be associated with a Bernoulli factory and then, using
this result, we characterize the set of simulable functions. Subsequently, we will fully
characterize the computational complexity of the problem in terms of used resources
and success probability. Finally, we will propose two variants of the original problem
and, as done for the original one, we will analyze their complexity.

8.1 Bernoulli factory problem

Some examples are best suited to introduce the Bernoulli factory problem. Let
us imagine being in possession of a classical coin that we suspect does not produce
equilibrated results. The coin produces heads with a probability p unknown to us.
We would want the coin to be unbiased in order to use it for a fair coin flip, is there a
method to obtain an equilibrated result? A method attributed to Von-Neumann [289]
solves this problem in a simple way: flip the coin twice, if the results are different
take the result of the second flip, if they are identical repeat the double flip (See
Fig 8.1). Each of the two outputs occurs with probability p(1−p) so they are equally
likely. This technique does not work in the extreme case where the coin is entirely
biased and produces heads with a probability of 0 or 1. For all the other cases,
the technique transforms the initial biased coin into an equilibrated one. Another
example is given the same coin with unknown bias p, we can ask if it is possible to
construct another biased coin with probability p2. The procedure is similar to the
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previous one: flip the coin twice, if the result is both heads then the result is head,
otherwise, the result is tail. The Bernoulli factory problem is the extension of the
previous problem for a generic function f(p).

B(p)start
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Figure 8.1. Finite state machine for the Von-Neumann algorithm and for the
construction p2 function. The figure shows the schematic representation of the
Von-Neumann algorithm (on the Left) and the algorithm to implement the function
f(p) = p2 (on the Right). Starting from the start position for each encountered circle
we flip the input coin and then we follow the harrow labeled with the toss result. The
algorithm ends when it reached one of the final states marked with 0 or 1. The label of
the final state is the result of the algorithm.

8.1.1 Definition

To formally define what is a Bernoulli factory first is necessary to define what is
a Bernoulli distribution B(p). A Bernoulli distribution of parameter p is the discrete
distribution that returns 1 with probability p and 0 with probability 1 − p.

B(p) =
{

1 whit probability p
0 whit probability 1 − p

(8.1)

A Bernoulli factory, associated with a function f : D ⊆ [0, 1] → [0, 1], is an
algorithm that samples from a Bernoulli distribution with unknown bias p and
returns 0 or 1 with a probability f(p). Formally, a Bernoulli factory is an algorithm
that defines a function Gf : {0, 1}∞ → {0, 1} from the infinite string of bits to a
single bit such that

Gf (B(p)) = B(f(p)) (8.2)
This means that if we apply the function to a string sampled from a Bernoulli
distribution with bias p, we obtain the same result as we sample from a Bernoulli
distribution with bias f(p). In the definition, there are two essential points. The
first one is that the function G is independent of the parameter p, this property is
related to our ignorance of the parameter as shown in the example presented in the
introduction of the chapter. The second one is the exactness of the simulation, this
point is important not only from a theoretical point of view since it prevents the
possibility of estimating the parameter p with certain accuracy and then simulate
the target Bernoulli distribution with the estimated parameter, but also from a
practical point of view since the Bernoulli factory is meant to be a routine for larger
algorithms. In those algorithms, also a small error in the routine can quickly grow
up and become intractable.
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8.1.2 Existence and complexity

Now that we have defined what a Bernoulli factory is, the first natural question
one can ask is if exist a Bernoulli factory for every function. Unfortunately, the
answer is negative. We define a function simulable if exist an associated Bernoulli
factory. In Ref. [12] Keane and O’Brien demonstrate a theorem that provides a
necessary and sufficient condition for a function to be simulable. In particular, they
show that f : D ⊆ [0, 1] → [0, 1] is simulable if it is constant, or if is continuous and
satisfies the following condition

∃n ≥ 1|∀p ∈ D min(f(p), 1 − f(p)) ≥ min(pn, (1 − p)n) (8.3)

An essential point that can be deduced from the theorem is that not only the
function itself is important but also the domain of definition. For example, the
function f(p) = 2p : [0, 1/2] → [0, 1] known as “probability amplification” is not
simulable; but if we restrict the domain for which this function is defined fϵ(p) =
2p : [0, 1/2 − ε] → [0, 1] for ε > 0 then the function became simulable.

The theorem stated above gives us a simple criterion for deducing whether a
function is simulable or not; in the demonstration, the authors also provided a method
to construct a Bernoulli factory from the associated function, but the resulting
algorithm is indeed infeasible on a practical level since the number of samples needed
for the simulation is unbounded. This leaves open the question on how to construct
a Bernoulli factory and if it is possible to bound the number of samples necessary to
simulate it. In the literature it is possible to find several manuscripts that show how
to construct a Bernoulli factory for specific sets of functions [15, 290, 291], providing
bounds on the number of samples necessary to perform the simulation [292,293] and
for some they also show that are optimal [14, 16, 294]. For more details, refer to the
specific literature [295].

8.1.3 Variants

In the last years, variations on the original problem have been proposed; here we
list some of them explaining similarities and differences from the original problem.

Multiple-Output Bernoulli Factory [295] The difference between this version
and the original Bernoulli factory is that this version of the algorithm returns more
than one sample at a time. Obviously, any single-output Bernoulli factory can be
used to produce more samples by running it multiple times. The idea behind these
algorithms is that for some functions, it may be more efficient to produce multiple
samples at the same time compared to producing the samples one by one.

Multiparameter Bernoulli Factories [296] This version of the problem
extends the notion of Bernoulli factory to multiparameter functions. More specifically
a multiparameter Bernoulli Factory associated with a function f(p1, . . . pn) : K ⊆
[0, 1]n → [0, 1], is an algorithm that takes as input the samples from n independent
Bernoulli distribution B(pi), respectively with bias pi, and return a sample from a
Bernoulli distribution of bias f(p1, . . . pn).

Dice enterprise and multidimensional distribution [290, 297] The third
variant that we revise follows a similar path to the previous one. The idea is to
change the input and the output from samples of Bernoulli distributions to samples
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from distributions of higher dimensions. We define a dice enterprise, associated
to a n-dimensional tuple of functions (f1(p1, . . . , pm), . . . , fn(p1, . . . , pm)) with the
constraint ∑i fi(p1, . . . , pm) = 1 if ∑j pj = 1, is an algorithm that given a m-
dimensional distribution described by the tuple (p1, . . . , pm), return a n-dimensional
distribution described by the tuple (f1(p1, . . . , pm), . . . , fn(p1, . . . , pm)). For example,
in Ref. [290] was shown an algorithm to simulate a Poisson distribution with a mean
equal to the bias of a Bernoulli distribution placed at the input.

8.2 Quantum extensions

Now that we understand what is a Bernoulli factory and its possible variants, we
proceed to discuss how to extend the problem using the quantum theory and which
consequences it entails. One may ask why try to translate the problem into quantum
language, and the answer is that the Bernoulli factory problem has several properties
that make it interesting to approach from a quantum perspective Sampling problems
and, more generally, randomness manipulation problems are of particular interest in
the literature on quantum information since tasks of this type have been proposed
to show the quantum advantage with technologies that are currently available or
achievable in the short term. Indeed, in recent years, the quantum advantage has
been shown experimentally with this type of problem [7, 8, 28, 29]. At this point,
it is necessary to understand how the problem can be transposed into quantum
formalism.

8.2.1 Quantum resources

To understand how to translate the Bernoulli factory problem into quantum
formalism, we must analyze what are the main components of the problem. A
Bernoulli factory can be divided into three parts: the input distribution, the algorithm
and the output distribution. The algorithm must necessarily be quantum since, even
if the input and the output are quantum distributions, without a quantum algorithm
there are no opportunities to exploit the possible advantage of quantum mechanics.
To translate the input and the output distribution into quantum formalism we can
go through various paths, in the following we describe three possibilities:

Coin

The first possibility is to rewrite the classical coin into the quantum formalism,
in this sense a Bernoulli distribution can be seen as a mixed state ρp diagonal in the
computational base

ρp = p |0⟩⟨0| + (1 − p) |1⟩⟨1| (8.4)

Quoin/Qubit

The second possibility is to use a coherent state to encode the Bernoulli distribu-
tion. We define the quantum coin, or quoin, parametrized by p ∈ [0, 1] as a qubit in
the state

|Cp⟩ = √
p |0⟩ +

√
1 − p |1⟩ (8.5)
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It is direct to notice that if we measure a quoin with parameter p on the computational
basis the result is equivalent to a sample from a Bernoulli distribution with the same
parameter p. To perform a step forward, we can also think to extend the input
state to all the possible qubits. It is essential to find a suitable parametrization
of the qubits such that we can define a function of the parameters. The first
parametrization that we can think of is the spherical coordinate parametrization,
due to the map between the qubit space and the Bloch sphere, but we propose a
different parametrization more suitable for our purpose, as will become clearer later.
We define a qubit parametrized by a complex number z ∈ C as

|z⟩ = z |0⟩ + |1⟩√
1 + |z|2

(8.6)

This parametrization is related to the stereographic projection of the Bloch sphere
on the complex plane, so to cover all the possible qubits it is necessary to add to
the complex plane the point at infinity. Following the same idea, we can also define
a parametrization for a qudit of dimension n with a (n− 1)-dimensional vector of
complex parameters z⃗ ∈ Cn−1 as

|z⃗⟩ =
∑n−1
i=1 zi |i⟩ + |n⟩√
1 +∑n−1

i=1 |zi|2
(8.7)

Oracle

The third possibility considered is that instead of providing the Bernoulli factory
with distribution or a quantum state as an input, we consider a unitary operator
that can be used to generate the state, we call this operator the oracle associated
with the state. The oracle for a quoin is the operator

Cp =


√
p

√
1 − p

−
√

1 − p
√
p

 (8.8)

instead, for the qubit, we consider the oracle in the form

Qz = 1√
1 + |z|2

z −1

1 z∗

 (8.9)

We can see that for both of them if we apply the oracle to the state |0⟩ we obtain
respectively the quoin and the qubit associated.

8.2.2 Bernoulli factory types

Now that we have briefly revised some quantum extensions of classical probability
distributions, we can define different kinds of Bernoulli factories according to the
type of input and output. The classification according to the type of distribution in
input and output can be considered the primary one since other classifications, e.g.
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Name Abbreviation Input Output First mention

Classical to Classical Bernoulli Factory CCBF Coin Coin [12]
Quantum to Classical Bernoulli Factory QCBF Quoin/Qubit Coin [17]
Quantum to Quantum Bernoulli Factory QQBF Quoin/Qubit Quoin/Qubit [18]
Oracle to Classical Bernoulli Factory OCBF Oracle Coin [298]
Oracle to Quantum Bernoulli Factory OQBF Oracle Quoin/Qubit [298]

Table 8.1. Bernoulli factories presented in the literature. This classification is based
on the type of distribution in input and output; other classifications can be considered;
for example, based on which operations are permitted for the evolution of the state or
on the number of resources required, but to define what is a resource or which operation
can be permitted depends on the input and output distributions making the presented
classification one of the main ones.

according to computational complexity or the type of operations allowed, are not
well defined without knowing what type of quantum distribution they are acting
upon. In Table 8.1 are summarized the main types of Bernoulli factories in the
literature.

Classical to Classical Bernoulli Factory

This type of Bernoulli factory has in input and output the classical Bernoulli
distribution, making it exactly the canonical Bernoulli factory problem described in
the previous paragraph. The different nomenclature was later given to distinguish
the original problem from the various quantum versions below.

Quantum to Classical Bernoulli Factory

First proposed by Dale et al. in [17], this Bernoulli factory is the first quantum
extension of the classical one. In particular, the problem considers the possibility
to have at the input of the algorithm quoins (qubits) of parameter p (z), and
at the output that returns a series of bits distributed according to a Bernoulli
distribution of parameter f(p) (f(z)). In Ref. [17] and [19] they completely cartelize
the class of functions simulable by a quantum to classical Bernoulli factory, showing
that the class of simulable functions by a Classical to Classical Bernoulli Factory
is strictly contained in the set of function simulable by a Quantum to Classical
Bernoulli Factory. They also show that the only necessary quantum operation is the
change of basis of the measure before applying a classical algorithm to the obtained
result. Experimental implementation of the quantum to classical Bernoulli factory
was performed with superconductive qubits [21] and also with bulk photonics [22]
showing that for particular functions there is an advantage in terms of computational
resources used (sample from the quoin/coins) of the quantum version compared
the classical counterpart. The problem of the complexity, i.e. characterizing the
required number of quoin to simulate a given function, is an open problem and
also if there is always an advantage in the quantum version or not. In this contest,
can be noticed that it is not possible to have a more efficient Classical to Classical
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Bernoulli Factory than the Quantum to Classical counterpart. Indeed, if we measure
a quoin of parameter p we have a random bit distributed according to a Bernoulli
distribution with the same bias so if we use the result of the quoin measure as an
input for a Classical to Classical Bernoulli factory we obtain a Quantum to Classical
Bernoulli factory with the same complexity. Except for this straightforward result
Some others regarding the complexity of the problem are provided by Yoder [298]
in particular they provided a lower bound on the required number of samples to
simulate a given function showing also the existence of functions that saturates the
bound.

Quantum to Quantum Bernoulli Factory

First proposed by Yoder [298] and Dale [19] in an embryonic form, a Quantum to
Quantum Bernoulli Factory accepts at the input a set of identical quoins/qubits and
returns a quoin/qubit. They provided some conditions on the set of functions simula-
ble by a Quantum to quantum Bernoulli factory but a complete characterization was
missing. Subsequent results were presented by Jiang et al. in Ref. [18] formalizing
the Quantum to Quantum Bernoulli Factory and completely characterizing the set of
simulable functions for the case of quoin both in input and output. Some attempts to
experimentally implement a Quantum to Quantum Bernoulli Factory are presented
in Ref. [23] and also in Ref. [20] but both the attempt have a conceptual problem in
the implementation of a general Quantum to Quantum Bernoulli Factory. The next
section will take a closer look at some of the problems of this version, in particular
the computational complexity of the problem (i.e. the number of qubits required to
implement a particular function) and the success probability of the protocol.

Oracle to Classical Bernoulli Factory and Oracle to Quantum Bernoulli
Factory

The last two versions that we will present are the Oracle to Classical Bernoulli
Factory and the Oracle to Quantum Bernoulli Factory. Proposed in Ref. [298] these
problems are the least studied among those proposed in this section. In the work,
they provide a characterization of the set of functions simulable by an Oracle to
Classical Bernoulli Factory in the restricted case of one qubit and the only quantum
operations allowed beyond the oracle are all diagonal in the computational basis.
Even in this particularly restricted scenario, the set of simulable functions is not
trivial. They also show a lower bound for the complexity of the Oracle to Classical,
important to notice is that this did not give any information on the required number
of qubits since in this scenario the complexity is related to how many times is
used the oracle like in the quantum metrology scenario (see chapter 10). The
principal open problem for these variants of the Quantum Bernoulli factory is the
complete characterization of the set of simulable functions since other questions like
the complexity of a function are meaningless if we can not say if exist an Oracle
Bernoulli factory that implements that function.
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8.3 Quantum to Quantum Bernoulli factory

In this section, we analyze in detail the Quantum to Quantum Bernoulli factory
(QQBF) problem answering some open questions present in the literature. We start
by characterizing the set of functions that can be simulated, something that is already
present in the literature but using a different approach that not only allows us to
check whether a function is simulable or not but also provides a systematic algorithm
for constructing a quantum circuit that implements the function. Furthermore, it is
shown how the circuit found uses the minimum number of qubits possible and has
the highest probability of success, thus characterizing the computational complexity
of the problem. Finally, we want to propose and study some variants of the original
problem, for example going to change the type of input distributions but not their
quantum nature.

In Ref [18] Jiang et al. characterize the set of simulable functions for a QQBF
in the case that the inputs are quoins |Cp⟩. They show that the output qubit
|zf = f(p)⟩ is simulable if the function f(p) belongs to the complex field generated
by the function

√
p

1−p . This condition is equivalent to saying that the function f(p)
is in the form:

f(p) = g1(p)
g2(p) + g3(p)

g4(p)

√
p

1 − p
(8.10)

where g1(p), g2(p), g3(p) and g4(p) are complex polynomials in p of arbitrary degree.
Although this demonstration provides a fairly simple criterion for testing whether a
function is simulable or not, it does not provide any information on how to construct
a quantum circuit that implements the function.

8.3.1 Set of simulable functions, complexity and implementation

In the following, we completely characterize the Quantum to Quantum Bernoulli
factory problem where we consider a generic qubit state in input and output. In
particular, we provide a simple characterization of the set of simulable functions. Fur-
thermore, for each simulable function, we construct a quantum circuit implementing
the associated quantum Bernoulli factory showing that uses the minimum number
of qubits possible and that is the most efficient in terms of success probability.

Generic Circuit

The first step in the demonstration is to show that every circuit implementing
a Quantum to Quantum Bernoulli factory can be mapped into a circuit in the
form of Figure 8.2. Since the hidden information in a Bernoulli factory circuit is
provided only by the unknown state |z⟩ we can divide the circuit into three principal
components. First, the input state is composed of n copies of the state |z⟩ and some
ancillary qubits in known pure states. Then, a series of definite unitary evolution
and, finally, a measurement is performed such that at the end remain only a qubit
that carries the output state. Using the deferred measurement principle [26,48] we
can postpone all the measurements at the end of the circuit eventually adding some
ancillary qubits, in this way we have only one known global unitary evolution between
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|z⟩

U

|ψO⟩

|z⟩ q2 = 0

· · · · · ·

|z⟩ qn = 0

|0⟩ qn+1 = 0

· · · · · ·

|0⟩ qn+m = 0


n


m

Figure 8.2. Quantum Bernoulli factory general circuit The circuit takes in input n
qubit in the state |z⟩ and m ancillary qubits in the state |0⟩, making the resulting state
evolve through a unitary evolution U and then apply a measure to all the qubits in the
computational basis except the first one that carries the output state of the Bernoulli
factory; the output |ψO⟩ state is accepted if all the measures q2 . . . qn+m return the result
0. We can say that this circuit is the most general one since every circuit implementing
a Quantum to Quantum Bernoulli factory can be mapped into one in the presented form
with the same output state and the same success probability.

the initial state and the measurement. Furthermore, without loss of generality, we
can assume that all ancillary qubits are in the state |0⟩ since any other state can
be generated by applying a unitary transformation which can be reabsorbed in the
global unitary transformation. With a similar argument, we can say that all the
measures are performed on the computational basis and that the accepted result is
when all the measures return 0.

Superset of simulable functions and lower bound on the required number
of qubits.

Using the previous result we can provide a superset of the simulable functions,
i.e. a set that contains the set of simulable functions, and also a lower bound on the
required number of qubits to simulate a given function. Starting from the circuit in
Fig 8.2, first we write the input state just before the unitary evolution:

|ψI⟩ = |0⟩⊗m ⊗
(
z |0⟩ + |1⟩√

1 + |z|2

)⊗n
=
( 1

1 + |z|2
)n

2 n∑
j=0

zj

√√√√(n
j

)
|0⟩⊗m ⊗

∣∣∣snj 〉 (8.11)

where
∣∣∣snj 〉 is the total symmetric state on n qubits with j zeros. It is important

to notice that the coefficients composing the state are monomial in z and span all
the powers from 0 to n. Since the unitary evolution is linear we can say that all
the coefficients of the state after the evolution and before the measure are a linear
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combination of the coefficients of the input state. This consideration demonstrates
that all the coefficients of the state written in the computational basis are polynomial
in z with the degree at most n. At this point we apply the measurements, since all
are performed on the computational basis the result is to select some coefficients of
the state without changing it; so the output state is in the form

|ψO⟩ = P (z) |0⟩ +Q(z) |z⟩√
|P (z)|2 + |Q(z)|2

=
P (z)
Q(z) |0⟩ + |1⟩√∣∣∣P (z)

Q(z)

∣∣∣2 + 1
=
∣∣∣∣g(z) = P (z)

Q(z)

〉
(8.12)

where P (z) and Q(z) are polynomials in z. We show that the space of simulable
function S is a subset of the set of polynomials Cartesian product itself S ⊆
P(C) × P(C). Furthermore, we have shown that the functions implementable by
a circuit with n copies of the state |z⟩ as input are ratios of polynomials both of
degree at most n. This result allows us to have a lower bound on the minimum
number of qubits required to implement a given function indeed is necessary at least
a number of qubits equal to the greater between the degrees of the two polynomials
composing the function n ≥ max{deg(P ), deg(Q)}.

Set of simulable functions, required number of qubits and associated
unitary transformations

Now that we found a bound for the set of simulable functions and the required
number of bits the goal is to prove that those bounds are tight. To do it, for each
tuple (P (z), Q(z)) ∈ P(C) × P(C) we construct a circuit implementing a Bernoulli
factory with an associated function g(z) = P (z)/Q(z) that use a number of qubits
n equal to the lower bound n = max{deg(P ), deg(Q)}. First, we describe the state
at the output of the circuit in Fig 8.2

|ψO⟩ = |0⟩ ⟨0|⊗n−1 ⊗ ⟨0|U |ψI⟩ + |1⟩ ⟨0|⊗n−1 ⊗ ⟨1|U |ψI⟩√∣∣∣⟨0|⊗n−1 ⊗ ⟨0|U |ψI⟩
∣∣∣2 +

∣∣∣⟨0|⊗n−1 ⊗ ⟨1|U |ψI⟩
∣∣∣2 (8.13)

If we describe the first two rows of the unitary matrix with two covectors ⟨v0| and
⟨v1| we can simplify the previous expression as:

|ψO⟩ = |0⟩ ⟨v0|ψI⟩ + |1⟩ ⟨v1|ψI⟩√
|⟨v0|ψI⟩|2 + |⟨v1|ψI⟩|2

(8.14)

Since we want to implement a Bernoulli factory with the associated function g(z) =
P (z)/Q(z), we impose the following equality

⟨v0|ψI⟩ = K ∗ P (z) ⟨v1|ψI⟩ = K ∗Q(z) (8.15)

for some real non-null proportional factor K. Defining P (z) = ∑
pjz

j , Q(z) =∑
qjz

j , and using the property that the monomials with different power are linearly
independent we can rewrite the precedent equations in the form〈

v0
∣∣∣snj 〉 = K

pj√(n
j

) 〈
v1
∣∣∣snj 〉 = K

qj√(n
j

) (8.16)
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using the fact that the vector
∣∣∣snj 〉 are orthogonal to each other we can write the

two vectors |v0⟩ and |v1⟩ in the general form

|v0⟩ =
n∑
j=0

K
p∗
j√(n
j

) ∣∣∣snj 〉+Kx |θ0⟩ |v1⟩ =
n∑
j=0

K
q∗
j√(n
j

) ∣∣∣snj 〉+Ky |θ0⟩ +Kw |θ1⟩

(8.17)
where |θ0⟩ and |θ1⟩ are two vectors orthogonal to each other and to all vectors

∣∣∣snj 〉;
and x, y, w are free parameters. Without loss of generality, we can assume that x
and w are real positive parameters since the eventual phases can be reabsorbed by a
redefinition of the vectors |θ0⟩ and |θ1⟩. Now we have to impose that the covector
associated with the vector |v0⟩ and |v1⟩ are proper rows of a unitary transformation,
so we have to impose that the two vectors are orthonormal which in formulas are

⟨v0|v0⟩ = 1
n∑
j=0

|pj |2(n
j

) + |x|2 = 1/K2

⟨v1|v1⟩ = 1
n∑
j=0

|qj |2(n
j

) + |y|2 + |w|2 = 1/K2

⟨v0|v1⟩ = 0 x∗y = −
n∑
j=0

pjq
∗
j(n

j

)
(8.18)

since there are four variables but only three equations we decide to solve the system
as a function of the free parameter w. Defining ϕ the phase of the coefficient∑n
j=0 pjq

∗
j we can solve the system of equation as

x = 1√
2

√√√√√√
√√√√√(|w|2 +

n∑
j=0

(
|qj |2(

n
j

) − |pj |2(
n
j

) ))2
+ 4

∣∣∣∣∣∣
n∑

j=0

pjq∗
j(

n
j

)
∣∣∣∣∣∣
2

+ |w|2 +
n∑

j=0

(
|qj |2(

n
j

) − |pj |2(
n
j

) )

y = −eiϕ

√
2

√√√√√√
√√√√√(|w|2 +

n∑
j=0

(
|qj |2(

n
j

) − |pj |2(
n
j

) ))2
+ 4

∣∣∣∣∣∣
n∑

j=0

pjq∗
j(

n
j

)
∣∣∣∣∣∣
2

− |w|2 −
n∑

j=0

(
|qj |2(

n
j

) − |pj |2(
n
j

) )

K =
√

2√(
|w|2 +

∑n
j=0

(
|qj |2

(n
j) − |pj |2

(n
j)

))2
+ 4
∣∣∣∣∑n

j=0
pjq∗

j

(n
j)

∣∣∣∣2 + |w|2 +
∑n

j=0

(
|qj |2

(n
j) + |pj |2

(n
j)

)
(8.19)

It is possible to notice that the solution exists for every combination of the polyno-
mials’ coefficients and for every value of w so to reduce the number of required basis
vectors we put w = 0 making the vector |θ1⟩ unnecessary.

With those parameters we can construct the orthonormal vectors
∣∣∣v0/1

〉
and by

completing it to an orthonormal basis we can construct the corresponding unitary
matrix U . The only remaining open issue is the possibility of finding a vector |θ0⟩
that is orthogonal to all the vectors |sni ⟩. Without the necessity to use ancillary
qubits to increase the Hilbert space dimension. A Hilbert space generated by n qubit
has dimension 2n and the vectors |sni ⟩ are n+ 1, so if 2n − n− 1 > 0 then there is at
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least a vector that can be used for |θ0⟩ without the necessity to use ancillary qubits.
The inequality is true for n ≥ 2 so only for functions composed of polynomials of
degree one or less are necessary to use an ancillary qubit, in the other cases the
required number of qubits is equal to the lower bound max{deg(P ), deg(Q)}.

Success probability

To complete the investigation on the Quantum to Quantum Bernoulli factory
we analyse the success probability of the quantum circuit to generate the correct
output state. The operator describing the final measurement in the circuit in Fig 8.2
is E = |0⟩⟨0|⊗n−1 ⊗ 1, so the corresponding success probability is

PO = tr(EU |ψI⟩⟨ψI |U †) = |⟨v0|ψI⟩|2 + |⟨v1|ψI⟩|2 (8.20)

and using the expression obtained previously we can write

PO =
2
(∣∣∣∑n

j=0 pjz
j

∣∣∣2 +
∣∣∣∑n

j=0 qjz
j

∣∣∣2)(
1 + |z|2

)n[√(
|w|2 +

∑n

j=0

(
|qj |2(

n
j

) − |pj |2(
n
j

) ))2
+ 4

∣∣∣∣∑n

j=0
pjq

∗
j(

n
j

) ∣∣∣∣2 + |w|2 +
∑n

j=0

(
|qj |2(

n
j

) + |pj |2(
n
j

) )]
(8.21)

first of all, we want to find the best probability of success for the same number
of exploited qubits. We try to maximize the success probability as a function of
|w|2 since it is the only free parameter. With some calculation we can see that
the success probability PO is always a decreasing function in |w|2 independently to
the other parameters, so the maximum probability is reached for |w|2 = 0 showing
that the previous construction of the vectors

∣∣∣v0/1
〉

is not only the best in terms of
basis vector used but also has the higher success probability. Hence the best success
probability Pn for a given number of qubits n is

Pn =
2
(∣∣∣∑n

j=0 pjz
j
∣∣∣2 +

∣∣∣∑n
j=0 qjz

j
∣∣∣2)(

1 + |z|2
)n[√(∑n

j=0

(
|qj |2

(n
j) − |pj |2

(n
j)

))2
+ 4
∣∣∣∣∑n

j=0
pjq∗

j

(n
j)

∣∣∣∣2 +
∑n

j=0

(
|qj |2

(n
j) + |pj |2

(n
j)

)]
(8.22)

The next step is to find the best success probability varying the number of qubits but
this question is ill-posed since the comparison between the probabilities associated
with a different number of qubits depends on the state therefore is necessary to
know the probability distribution of the states that can be presented to the circuit.
For example, we can consider the function g(z) = 2z2 + z; if we assume that all the
qubit states have the same probability to be presented to the circuit then the mean
success probability is (see the appendix C for the explicit calculation):

< Pn >= n2 + 7
(n− 1)n(n+ 1) max{1, n+7

n(n−1)}

< P2 > = 11
27 = 0.407

< P3 > = 2
5 = 0.400

< P4 > = 23
60 = 0.383

(8.23)
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where n is the number of qubits used by the circuit. It is possible to notice that in
this case is not convenient to increase the number of qubits. Instead, if we consider
that only the equatorial state (state in the form (eiϕ |0⟩ + |1⟩)/

√
2) can be presented

with uniform probability then the mean success probability is:

< Pn >= 6
2n max{1, n+7

n(n−1)}

< P2 > = 1
3 = 0.333

< P3 > = 9
20 = 0.450

< P4 > = 3
8 = 0.375

(8.24)

In this case, is convenient to increase the number of qubits used compared to the
strictly necessary ones.

With that consideration, we have completed the characterization of the Quantum
to Quantum Bernoulli facotry problem. In particular, we have characterized the set
of simulable functions by showing the most general possible circuit implementing a
Bernoulli factory. In addition, a systematic procedure for constructing the quantum
circuit related to a particular function was presented showing how the circuit is the
most efficient in terms of qubits used and success probability.

8.3.2 Multivariate Quantum to Quantum Bernoulli factory

In the following, we present an extension of the Quantum to Quantum Bernoulli
Factory problem taking into account the possibility to have more than one ”hidden”
state at the input of the circuit. This means that instead of having a state |z⟩ we
suppose to have a set of different states {|z1⟩ , . . . |zk⟩}. Also, the function became a
multivariate one g(z1, . . . zk). We decided to baptize this new variant of the problem
Multivariate Quantum to Quantum Bernoulli factory and we can try to characterize
all the salient aspects of this new version as done previously for the original problem.

Following similar reasoning as used in the original problem, the more general
circuit implementing the Multivariate Quantum to Quantum Bernoulli factory is
the one presented in Fig. 8.3.

Continuing with the previous reasoning, it is plain to see that the constructible
function g(z1, . . . zk) is a subset of the set of functions P (z1, . . . zk)/Q(z1, . . . zk)
where P (z1, . . . zk) and Q(z1, . . . zk) are polynomials in all the variables z1, . . . zk.

Moreover, adapting the previous construction method, it is possible to show that
for every function in the form P (z1, . . . zk)/Q(z1, . . . zk) it is possible to construct
a quantum circuit implementing the associated Multivariate Bernoulli factory. In
addition, one can make the circuit use the minimum number of qubits for each
variable that corresponds to the lower bound nj = max{degj(P ), degj(Q)}, where
degj(P ) is the degree of the polynomial P respect the variable zj , and without the
necessity of ancillary. The only exception in the possibility of not using ancillary
qubits is when polynomials have degree 1 in all variables, in such a situation an
ancillary qubit is needed.



124 8. Quantum Bernoulli factory problem

|z1⟩

U

|ψO⟩
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Figure 8.3. Multivariate Quantum to Quantum Bernoulli factory general circuit
The circuit takes in input nk qubits in the state |zk⟩ for a total of nt and m ancillary
qubits in the state |0⟩. The state evolves through a unitary evolution U and then a
measure in the computational basis is applied to all the qubits except the first one that
carries the output state of the Bernoulli factory; the output |ψO⟩ state is accepted if all
the measures q2 . . . qnt+m return the result 0. This circuit can be considered the most
general one since any other circuit implementing a Multivariate Quantum to Quantum
Bernoulli factory can be mapped into one in the presented form with the same output
state and the same success probability.

8.3.3 Multifunctional Quantum to Quantum Bernoulli factory

The idea for this second extension started from the consideration that the
Quantum to Quantum Bernoulli factory is intrinsically probabilistic, i.e. that is
necessary to post-select particular events to implement the desired output function.
Extending the consideration, we can say that the Bernoulli factory implements a
different function for each result of the measurement. Those considerations lead to
the definition of a second extension of the Quantum to Quantum Bernoulli factory
problem where we examine the possibility of implementing more than one function
at the same time.

We define a Multifunctional Quantum to Quantum Bernoulli factory associated
with a tuple of functions (g0, . . . gk) a Quantum to Quantum Bernoulli factory
implementing the functions g0, . . . gk depending on the output of the measure. Below
we consider only the simplest case of two functions but the analysis made can also
be extended to the case involving more functions. From considerations similar
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|z⟩
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〉

|z⟩ q2 = 0/1

· · · · · ·
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|0⟩ qn+1 = 0

· · · · · ·
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Figure 8.4. Multifunctional Quantum Bernoulli factory general circuit The circuit
takes in input n qubit in the state |z⟩ and m ancillary qubits in the state |0⟩, making
the resulting state evolve through a unitary evolution U and then a measure in the
computational basis is applied to all the qubits except for the first one that carries
the output state of the Bernoulli factory; the output |ψO⟩ state is accepted if all the
measures q3 . . . qn+m return the result 0. The difference from the previous version is that
if the measure q2 returns 0 the circuit implements the function g0(z) if returns 1 the
circuit implements the function g1(z). We can say that this circuit is the most general
one since every circuit implementing a Multifunctional Quantum to Quantum Bernoulli
factory can be mapped into one in the presented form with the same output state and
the same success probability.

to those used for the base problem that all the hidden information is only in the
input states, we can say that the most general quantum circuit implementing a
Multifunctional Quantum to Quantum Bernoulli factory for two functions is the
one depicted in Figure 8.4. The circuit is identical to the one implementing the
Quantum to Quantum Bernoulli factory with the difference that the measure of the
second qubit q2 tells us if the circuit implements the function g0(z) or the function
g1(z).

Given two simulable functions is always possible to construct a Multifunctional
Quantum to Quantum Bernoulli factory. However, the success probabilities of
individual functions will almost always turn out to be lower than the relative
probabilities that the functions would have if they were implemented individually.
With this consideration in mind, we want to propose a slightly different definition; in
particular, we want to give a hierarchy to the functions, which means that we want
to prioritize the success probability of some functions over others. In this context,
we say that a function g1(z) is compatible with a function g0(z) if it is possible to
implement a Multifunctional Quantum to Quantum Bernoulli factory where the
success probability of the function g0(z) it is the same as when is implemented
alone. To understand why we suggest this notion of compatibility we can take into
consideration the following context: We suppose that to implement a particular
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algorithm is necessary to perform two different Quantum Bernoulli factories with the
same input states and respectively implement the functions g0(z) and g1(z). If the
function g1(z) is compatible with the function g0(z) we can implement a Multivariate
Quantum to Quantum Bernoulli factory without changing the success probability of
the function g0(z) but with the addition that if the circuit returns a sample from
the function g1(z) we can memorize the output state to be used in a second moment
when is needed increasing the overall efficiency of the algorithm.

Defining g0(z) = P (z)/Q(z) and g1(z) = R(z)/S(z), the condition of compatibil-
ity of g1(z) respect g0(z) is equivalent to the following conditions:

∑
j

(
p∗
j

x
−
q∗
j

y

)
rj(n
j

) = 0
∑
j

(
p∗
j

x
−
q∗
j

y

)
sj(n
j

) = 0 (8.25)

where pj , qj , rj , sj are the coefficients respectively of the polynomials P (z), Q(z),
R(z), S(z) and x and y are the value defined by the equations Eq.(8.19) with w = 0.
To prove the statement we want to show that if the two conditions are not satisfied
then does not exist a unitary transformation implementing the circuit in Fig. 8.4.

Similar to the procedure used in Eq. (8.13)-(8.14), we call the first four rows of
the unitary transformation as the covectors ⟨v0|, ⟨v1|, ⟨v2| and ⟨v3|. The first two
rows are fixed by the fact that we want the success probability of the function g0(z)
does not to change compared to when it is implemented alone, so they are:

|v0⟩ =
n∑
j=0

K
p∗
j√(n
j

) ∣∣∣snj 〉+Kx |θ0⟩ |v1⟩ =
n∑
j=0

K
q∗
j√(n
j

) ∣∣∣snj 〉+Ky |θ0⟩ (8.26)

where x, y and K are expressed in Eq. (8.19) with w = 0. The other two vectors
can be expressed in the general form

|v2⟩ =
n∑
j=0

H
r∗
j√(n
j

) ∣∣∣snj 〉+Ha1 |θ0⟩ +Ha2 |θ1⟩

|v3⟩ =
n∑
j=0

H
s∗
j√(n
j

) ∣∣∣snj 〉+Ha3 |θ0⟩ +Ha4 |θ1⟩ +Ha5 |θ2⟩
(8.27)

where H is the normalization factor and a1, a2, a3, a4 and a5 are free parameters.
To ensure that the four vectors represent four rows of a unitary transformation they
must be orthonormal between each other, then in formulas:

⟨v0|v1⟩ = 0 ⟨v0|v0⟩ = 1 ⟨v1|v1⟩ = 1
⟨v0|v2⟩ = 0 ⟨v1|v2⟩ = 0 ⟨v0|v3⟩ = 0 ⟨v1|v3⟩ = 0

⟨v2|v3⟩ = 0 ⟨v2|v2⟩ = 1 ⟨v3|v3⟩ = 1
(8.28)

The first three conditions are already satisfied. The next four are the critical ones
since there are four equations and two free parameters. Exlicitating the first two
conditions we obtain:

⟨v0|v2⟩ = 0 ⇒
∑
j

pjr
∗
j(n

j

) + x∗a1 = 0 ⟨v1|v2⟩ = 0 ⇒
∑
j

qjr
∗
j(n

j

) + y∗a1 = 0 (8.29)
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But in order to exist a parameter a1 that solves both the equations it is necessary
that the first equation in Eq. (8.25) is satisfied; the other constraint descends from
the second pair of conditions. If the Eq. (8.25) is satisfied then is possible to derive
the value of a1 and a3. The last three conditions in Eq. (8.28) allow us to always
derive the parameters a2, a4 and H; furthermore fixing the free parameter a5 = 0
we can reach the maximum probability. With this, we have the first four rows of
the unitary matrix U and completing to an orthonormal basis we can construct the
circuit implementing the desired Multifunctional Quantum to Quantum Bernoulli
factory.

In this way, we prove the necessity and sufficiency of the conditions in Eq. (8.25)
to test if a function g1(z) is compatible with a function g0(z). Also, we explicitly
construct a quantum circuit that implements the most efficient Multifunctional
Quantum to Quantum Bernoulli factory associated with the functions.

8.4 Oracular to Quantum Bernoulli factory

In this last section, we present some results regarding the Oracular to Quantum
Bernoulli factory problem [298]. In particular, we present the characterization of
the set of simulable functions and also we provide an upper and a lower bound on
the complexity of the problem.

First of all, let’s recap the essential idea behind this particular type of Quantum
Bernoulli factory. An Oracular to Quantum Bernoulli factory differs from a Quantum
to Quantum Bernoulli factory since the hidden complex parameter z ∈ C is not
encoded in a qubit but in an operator called Oracle. The oracle takes the form

Q̂z = 1√
1 + |z|2

z −1

1 z∗

 (8.30)

To characterize the set S of simulable factions by an Oracular to Quantum
Bernoulli factory we provide a particular set of functions M and by showing the
double inclusion we prove the equality between the two sets. First, we start to show
that the set M of functions g(z) = P (z, z∗)/Q(z, z∗), where P (x, y) and Q(x, y)
are complex polynomials in two variable, is a subset of the simulable functions S.
We can use the oracle to generate qubits in the state |z⟩ and |z∗⟩ since Q̂z |0⟩ =
|z⟩ and iŶ Q̂z |0⟩ = |z∗⟩. Then we use those qubits as inputs to a Multivariate
Quantum to Quantum Bernoulli Factory to simulate a function exactly in the form
P (z, z∗)/Q(z, z∗). Now we want to demonstrate that the set of simulable functions
S is a subset of M. Defining Sn the set of functions simulable with n calls of the
Oracle, then S = ⋃

n Sn. If we show that ∀nSn ⊆ M then S ⊆ M. To demonstrate
the statement we use the induction on n. The base case is simple; S0 ⊆ M is true
since S0 is the set of the constant functions. Then the induction step, Sn ⊆ M
imply Sn+1 ⊆ M. The demonstration uses the fact that just before measuring to
obtain the final qubit the general state is in the form |ψ⟩ = N

∑
j kj(z, z∗) |j⟩ where

|j⟩ is a basis of a particular Hilbert space and kj(z, z∗) are polynomials in z and
z∗ of at most degree n and N is the normalization of the state. Now we can do
three operations: adding a qubit but this does not change the polynomial nature
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nor the degree of the coefficients kj(z, z∗). Applying a unitary transformation, but
as in the previous case, the operation combines linearly the coefficients but does
not change the polynomial nature nor the degree of the coefficients. Applying the
oracle; like the unitary transformation case combines linearly the coefficients with
the addition that they can also be multiplied by the coefficient z or z∗ increasing
the degree by one and translating it in the set Sn+1. Finally, we can measure on the
computational basis, this operation selects some of the components without changing
them. Since none of these operations allows us to leave the set M if you start from
Sn, we demonstrate that S ⊆ M. Using the double inclusion we demonstrate that
S = M.

Defining the complexity n of an Oracular to Quantum Bernoulli factory as
the number of oracle calls we can provide some bound on it. Using the fact
demonstrated previously, we can say that the minimum complexity nm of an Oracular
to Quantum Bernoulli factory implementing a function g(z) = P (z, z∗)/Q(z, z∗)
follow the bounds:

max{nz, nz∗} ≤ nm ≤ nz + nz∗ (8.31)

where nz = max{degz(P ), degz(Q)} and nz∗ = max{degz∗(P ), degz∗(Q)}.
Some final considerations on the problem to mark the main differences of this

version compared to the Quantum to Quantum one also in the light of the proofs
made so far. The first one is that in therm of simulable functions the Oracle to
Quantum Bernoulli factory is more powerful compared to the Quantum to Quantum
Bernoulli factory, this advantage is given only by the definition of the oracle since
gives access to the conjugate variable z∗ that is not reachable with algebraic operation
on the variable z. The second consideration is the complexity that is calculated
on the number of times that the circuit gets access to the hidden variable. For
the Oracular version, this is the number of times that the Oracular operator is
interrogated but this does not tell any information on how much qubit is needed to
implement the function. This means that also for the function that can be simulated
by a Quantum to Quantum Bernoulli factory the number of Qubits required could
be less for the Oracular to Quantum version compared to the Quantum to Quantum
one, bringing advantage in terms of resources used but not in terms of complexity
that have to be the same for the two version.

8.5 Conclusive Remarks

In this chapter, we have presented and analyzed the Quantum to Quantum
Bernoulli factory problem from a theoretical point of view. We have demonstrated
through a different approach the characterization of the set of simulable functions
that have been found by the authors Jing et al. [18]. In contrast to the previous
demonstration that exploits the field structure of the set, in this work we have used
a constructive approach that allows us not only to characterize the set but also to
analyse the computational complexity of the problem in terms of the qubits used
and the probability of success of the protocol. In the first part of the demonstration,
we have shown how any quantum circuit implementing a QQBF can be mapped to
a canonical form shown in Fig. 8.2. Using those results, we provided a superset of
the set of simulable functions and a lower bound on the number of qubits necessary
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for a possible circuit to implement a given function. Finally, we have shown that
the superset coincides with the set and that the bound on the number of qubits is
tight by explicitly constructing, for each function in the superset, a quantum circuit
using the minimum number of qubits provided by the bound. Also, for the proposed
circuits, the success probability of the protocol is the maximum possible.

In addition to the analysis of the QQBF problem, two new variants called
respectively Multivariate QQBF and Multifunctional QQBF were proposed and
analysed. At the end, some remarks were made on the Oracular to Quantum
Bernoulli factory problem providing bounds on the computational complexity of the
problem and how it can be traced back to a Multivariate QQBF problem.

Statement of Work

All the results presented in the chapter, if not explicitly referred to the current
literature, are my own work.
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Chapter 9

Photonic Quantum to quantum
Bernoulli factory

In the previous chapter, we described the Bernoulli factory problem and various
quantum extensions. In particular, we analyse in detail the Quantum to quantum
version, where both the input and the output of the algorithm are quantum states.
We demonstrate various aspects of the computational complexity of the algorithm
and propose some variants of the standard problem. All the demonstrations provided
are based on the circuital model which is not a suitable computational paradigm to
describe the action of a photonic interferometer. The question that we can ask is if
the same characterization provided in the previous chapter remains valid also when
the qubit input state is encoded in some degree of freedom of a photon and the
manipulation is performed via linear optics. There are in literature previous attempts
to implement a photonic Quantum to Quantum Bernoulli factory [20, 23] but, as we
will later explain, both have theoretical problems that prevent the implementation
of a general function. The important requirement for a correct implementation of
a Bernoulli factory and that is missing in the proposed experiments is the lack of
knowledge of the input states.

In this chapter, we present three interferometers that combined can implement
every possible photonic Quantum to Quantum Bernoulli factory. In particular, we
present two sets of interferometers for both polarization and dual-rail encoding. We
characterize the action of the interferometers and how the action change with the
indistinguishability of the input photons. We also experimentally implement the
interferometers, using an integrated photonic platform, showing the effectiveness of
the interferometers and the possibility to compose them. All the results presented in
this chapter represent the results of an article in preparation and a pending patent.

9.1 Theory

In the previous chapter, we characterize the set of functions for which it is possible
to implement the associated Quantum to Quantum Bernoulli factory by showing
the general circuit and constructively characterizing which function can implement.
In Ref. [18] Jiang et al. use a completely different approach to characterize the set
of simulable functions, their idea is to prove that the set possesses a field structure
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that is equivalent to our finding that the function has to be the ratio between two
co-prime complex polynomials. This different characterization opens the way to
a different strategy to characterize the set of simulable functions of a Photonic
Quantum Bernoulli factory. If we prove that it is possible to construct three linear
interferometers that implement the field operations then the set of simulable functions
by a photonic Quantum to Quantum Bernoulli factory is equivalent to the set proven
with the circuital formalism. The three operations that we need to implement are
the sum, the product and the multiplicative inverse between states. The action of
the operation on a generic state in the parameterization with complex numbers can
be described in the following form:

• Sum: |z1⟩ |z2⟩ → |z1 + z2⟩

• Product: |z1⟩ |z2⟩ → |z1z2⟩

• Inversion |z⟩ → |1/z⟩

In the following, we present and analyze the interferometers implementing the
operations for bot polarization and dual-rail codification.

9.1.1 Implementation through polarization encoding

The polarization is the first degree of freedom that we propose since it is easy
to manipulate and transmit, the downside is that it is difficult to work within
an integrated device making it less appealing when the interferometer increase in
dimension.

Inversion

The simplest operation to implement is the multiplicative inverse. To do it we
swap |H⟩ and |V ⟩.

|z⟩ = z |H⟩ + |V ⟩√
1 + |z|2

swap===⇒ |H⟩ + z |V ⟩√
1 + |z|2

=
1
z |H⟩ + |V ⟩√

1 +
∣∣∣1z ∣∣∣2

=
∣∣∣∣1z
〉

(9.1)

This operation can be easily performed by exploiting a half wave-plate rotated by
an angle of π/4 to the horizontal direction (See Fig. 9.1 a)

Product

The interferometer of Fig. 9.1 b can implement the product’s operation between
the state functions.

|z1⟩ , |z2⟩ prod===⇒ |z1z2⟩ (9.2)

Two photons will be making interact via a polarizing beam splitter. Working in
post-selection we accept only the events in which the two photons exit from different
outputs. After that, we apply a half-wave plate rotated by an angle of π/8 to the
horizontal direction and we measure the polarization of the second photon; if the
polarization is V (+ output) the output state is the product (|z1z2⟩) if the polarization
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Figure 9.1. Building blocks for the polarization implementation. Interferometers
that implement the basic operations to build a generic photonic quantum-to-quantum
Bernoulli factory with polarization-encoded qubits. The inputs of the interferometers
are labelled by numbers 1 and 2 and the outputs are labelled as O. a) Inversion
Inversion is performed by mapping a half-wave plate with the axis at an angle of π/4 to
the horizontal axis. b) Product product is performed by making two photons interact
in a polarizing beam splitter and post-selecting the events where one photon came out
for each port. Then on one of the outputs, a half-wave plate with the axis at an angle of
π/8 to the horizontal axis is applied followed by a measure in the computational axis.
Depending on the result of the measure the other photon is in the product or in the
anti-product state. c) Addition Addition is performed by making two photons interact
in a Beam splitter and post-selecting the events where the two photons came out from
the same port. Then a second beam splitter is applied to separate the photons and one
is measured. Depending on the result of the measure the other photon is in the sum or
harmonic means state.

is H (− output) the output state is the anti-product (|−z1z2⟩). Since the experiment
is performed under post-selection conditions there is a success probability to perform
the operation. The success probability of the product P+ and of the anti-product
P− are

P+ = P− = 1 + |z1|2|z2|2

2(1 + |z1|2)(1 + |z2|2)
(9.3)

The probability of success is within the [0, 0.5] and is not null everywhere except for
the pair of states (|0⟩ , |∞⟩) and (|∞⟩ , |0⟩). These pairs have an associated complex
value for which the product operation returns an indeterminate form.

In principle is also possible to recover the anti-product output by applying a π
phase controlled by the ”− output” in order to correct the state by changing the
phase.
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Sum

The interferometer of Fig. 9.1-c is able to implement the operation of arithmetic
mean between the state functions.

|z1⟩ , |z2⟩ sum===⇒
∣∣∣∣z1 + z2

2

〉
(9.4)

Two photons enter into a beam splitter (BS), one for each input port. Working in
post-selection we accept only the event in which the two photons exit from the same
output. After that, we apply a second BS with the purpose of separating the two
photons in different paths and we measure the polarization of one of the photons; if
the polarization is V (S output) the output state is the arithmetic mean (

∣∣ z1+z2
2
〉
) or

if the polarization is H (I output) the output state is the harmonic mean (
∣∣∣ 2z1z2
z1+z2

〉
).

The probability of the arithmetic mean PS is

PS =
∣∣ z1+z2

2
∣∣2 + 1

4(1 + |z1|2)(1 + |z2|2)
(9.5)

and probability of the harmonic mean PI is

PI = |z1 + z2|2 + |2z1z2|2

16(1 + |z1|2)(1 + |z2|2)
(9.6)

Both the success probabilities within the range [0, 0.25] and are not null everywhere
except for the states (|∞⟩ , |∞⟩) and (|0⟩ , |0⟩) at the “S output” and “I output”
respectively. These pairs have an associated complex value for which the arithmetic
mean and the harmonic mean operations return an indeterminate form.

Partial distinguishability of the two photons

One of the experimental errors that can affect the interferometers is the partial
distinguishability of the photons. If the two photons have other hidden degrees of
freedom that we can not control then the two photons become partially distinguish-
able and the operations implemented by the interferometers are not perfect. It is
possible to quantify the fidelity between the output mixed state and the expected
state depending on the overlap V between the two photonic states. For this analysis,
the inversion operation is not considered since is a single photon operation. For the
interferometer implementing the product, the output density matrix and the fidelity
between the output state compared to the indistinguishable case are:

• Product :

ρo =
(

|z1z2|2 z1z2V
z∗

1z
∗
2V 1

)
1

1 + |z1z2|2
F = 1 − 2|z1z2|2

(1 + |z1z2|2)2
(1 − V ) (9.7)

• Anti-product :

ρo =
(

|z1z2|2 −z1z2V
−z∗

1z
∗
2V 1

)
1

1 + |z1z2|2
F = 1− 2|z1z2|2

(1 + |z1z2|2)2
(1−V ) (9.8)
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For the interferometer implementing the sum operation, the output density matrix
and the fidelity compared to the indistinguishable case are:

• arithmetic mean:

ρo =

(
|z1 + z2|2 − (z1z

∗
2 + z∗

1z2)(1 − V ) (1 + V )(z1 + z2)
(1 + V )(z∗

1 + z∗
2) 2(1 + V )

)
|z1 + z2|2 − (z1z∗

2 + z∗
1z2)(1 − V ) + 2(1 + V )

(9.9)

F = 1− 2|z1 − z2|2[
|z1 + z2|2 − (z1z∗

2 + z∗
1z2)(1 − V ) + 2(1 + V )

]
(|z1 + z2|2 + 4)

(1−V )

(9.10)

• Harmonic mean:

ρo =

(
2(1 + V )|z1z2|2 (1 + V )z1z2(z∗

1 + z∗
2)

(1 + V )z∗
1z

∗
2(z1 + z2) |z1 + z2|2 − (z1z

∗
2 + z∗

1z2)(1 − V )

)
|z1 + z2|2 − (z1z∗

2 + z∗
1z2)(1 − V ) + 2(1 + V )|z1z|2

(9.11)

F = 1 − 2|z1 − z2|2|z1z2|2[
|z1 + z2|2 − (z1z∗

2 + z∗
1 z2)(1 − V ) + 2(1 + V )|z1z2|2

]
(|z1 + z2|2 + 4|z1z2|2)

(1 − V )

(9.12)

9.1.2 Implementation through dual-rail encoding

The second degree of freedom considered in this chapter is the dual-rail codifica-
tion. This degree of freedom is particularly suitable when using integrated optics,
making it easier to implement larger interferometers. However, it has the problem of
being difficult to transmit but as we seen in precedence (See Ch. 2) it is quite easy
to convert the dual rail codification in the polarization codification and vice-versa
solving also this issue.

Inversion

To implement the multiplicative inverse we can use the same idea presented in
the previous section. Practically the operation is implemented by exchanging the
waveguides in the interferometer (See Fig. 9.2-a).

Product

The interferometer of Fig. 9.2-b is able to implement the product operation
between two state functions. Two photons are inserted in the interferometer, where
the waveguides representing respectively the states |1⟩1 and |0⟩2 of the two dual-rail
qubits are taken to a balanced beam splitter, with measurement of the output. The
final state of the remaining two waveguides, after compensating a π/2 relative phase
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Figure 9.2. Building blocks for the dual-rail implementation. Interferometers that
implement the basic operations to build a generic quantum-to-quantum Bernoulli factory
with dual-rail encoded qubits. The inputs of the interferometers are labelled by numbers
1 and 2 and the outputs are labelled as O. a) Inversion is performed by swapping the
dual-rail waveguides. b) Product is performed by sending one waveguide from each
dual rail qubit (|1⟩1 and |0⟩2) into a balanced beam splitter, measuring the outgoing
modes. Upon detection of a single photon, the output state is the product of the two
input states except for a global phase. c) Addition is implemented by directing the
waveguides representing the same state of the two qubits to equally unbalanced beam
splitters, measuring one output mode for each beam splitter. If only one photon is
detected, and this is found in the ”S” detector, the output state is the sum of the input
states (up to a global phase).

between them, and conditioned on the presence of a single photon in one of the two
outputs of the beam-splitter, is:

|z1z2⟩o = ±z1z2 |0⟩o + |1⟩o√
1 + |z1z2|2

(9.13)

where the +/− sign depends on which detector clicks. Since the experiment is
performed under post-selection, the probability of the product P+ and anti-product
P− are given by:

P+ = P− = 1 + |z1|2|z2|2

2(1 + |z1|2)(1 + |z2|2)

The probability of success is within the range [0, 0.5] and is not null everywhere
except for the pair of states (|0⟩ , |∞⟩) and (|∞⟩ , |0⟩). These pairs have an associated
complex value for which the product operation returns an indeterminate form.

Sum

The interferometer of Fig. 9.2-c is able to implement the sum operation between
two state functions. Two photons are inserted in the interferometer and two identical
beam splitters are used to couple the pairs of waveguides representing the same
state (|0⟩1 with |0⟩2 and |1⟩1 with |1⟩2). After the mixing process, one output port
of each beam-splitter is measured. Conditioned to the detection of only one photon
at the “S output”, the sum operation is performed and the state after compensation
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of a relative phase is:

|S⟩o =
(z1 + z2)

√
RT

R−T |0⟩o + |1⟩o
c

(9.14)

where R and T are the reflectivity and transmissivity of the beam splitters and c is
the normalization factor. Conversely, if the photon is detected on the “I output”,
the harmonic mean operation is performed and the corresponding state is:

|I⟩o =
− z1z2
z1+z2

R−T√
RT

|0⟩o + |1⟩o
c

(9.15)

The numerical multiplicative factor can be chosen in R, and can be set to 1 when the
reflectivity of both beam splitters is R = 5+

√
5

10 . The probability of a single photon
detected at S is:

PS = |z1 + z2|2R(1 −R) + (2R− 1)2

(1 + |z1|2)(1 + |z2|2)
(9.16)

while the probability of a single photon detected at P is:

PI = |z1 + z2|2R(1 −R) + |z1z2|2(2R− 1)2

(1 + |z1|2)(1 + |z2|2)
(9.17)

The success probability is not null everywhere except for the states (|∞⟩ , |∞⟩)
and (|0⟩ , |0⟩) at the “S output” and “I output” respectively. These pairs have an
associated complex value for which the sum and the harmonic mean operations
return an indeterminate form.

If we use the value of reflectivity R = 5+
√

5
10 that erases the numerical multiplica-

tive factor then the probabilities are

PS = |z1 + z2|2 + 1
5(1 + |z1|2)(1 + |z2|2)

PI = |z1 + z2|2 + |z1z2|2

5(1 + |z1|2)(1 + |z2|2)
(9.18)

Partial distinguishability of the two photons

As done for the previous set we characterize the interferometers when partially
distinguishable photons are presented at the inputs. For the interferometer imple-
menting the product, the output density matrix and the fidelity between the output
state compared to the indistinguishable case are:

• Product :

ρo =
(

|z1z2|2 z1z2V
z∗

1z
∗
2V 1

)
1

1 + |z1z2|2
F = 1 − 2|z1z2|2

(1 + |z1z2|2)2
(1 − V ) (9.19)

• Anti-product :

ρo =
(

|z1z2|2 −z1z2V
−z∗

1z
∗
2V 1

)
1

1 + |z1z2|2
F = 1 − 2|z1z2|2

(1 + |z1z2|2)2
(1 − V )

(9.20)
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For the interferometer implementing the sum operation the output density matrix
and the fidelity compared to the indistinguishable case are:

• Sum:

ρS =

(
RT |z1 + z2|2 −RT (z1z∗

2 + z∗
1z2)(1 − CI)

√
RT (R− T )(z1 + z2) +

√
RT (Tz2 −Rz1)(1 − CI)√

RT (R− T )(z∗
1 + z∗

2 ) +
√
RT (Tz∗

2 −Rz∗
1 )(1 − CI) (R− T )2 + 2RT (1 − CI)

)
RT |z1 + z2|2 + (R− T )2 +RT (2 − z1z∗

2 − z∗
1z2)(1 − CI)

(9.21)

Fs = 1 −
2RT |Rz1 + Tz2|2[

RT |z1 + z2|2 + (R− T )2 +RT (2 − z1z∗
2 − z∗

1z2)(1 − CI)
][
RT |z1 + z2|2 + (R− T )2

] (1 − CI) (9.22)

• Harmonic mean:

ρI =

(
|z1z2|2(R − T )2 + |z1z2|22RT (1 − CI )

√
RT (T − R)(|z1|2z2 + z1|z2|2) +

√
RT (R|z1|2z2 − Tz1|z2|2)(1 − CI )√

RT (T − R)(|z1|2z∗
2 + z∗

1 |z2|2) +
√
RT (R|z1|2z∗

2 − Tz∗
1 |z2|2)(1 − CI ) RT |z1 + z2|2 − RT (z1z

∗
2 + z∗

1z2)(1 − CI )

)
|z1z2|2(R − T )2 + RT |z1 + z2|2 + RT (2|z1z2|2 − z1z∗

2 − z∗
1z2)(1 − CI )

(9.23)

FI = 1 −
2RT |Rz1 + Tz2|2|z1z2|2[

|z1z2|2(R− T )2 +RT |z1 + z2|2 +RT (2|z1z2|2 − z1z∗
2 − z∗

1z2)(1 − CI)
][

|z1z2|2(R− T )2 +RT |z1 + z2|2
] (1 − CI) (9.24)

9.2 Previous experimental implementations

In the literature, there are two previous attempts to implement a photonic
Quantum to Quantum Bernoulli factory performed by Zhan et al. [23] and Liu
et al. [20]. Both works follow the same procedure as ours by proposing three
interferometers that implement the operations of a field on quantum states, however
for different reasons, both have theoretical problems that prevent the implementation
of a general function.

For the codification of the two qubits at the input of the operation, Zhan et
al. [23] use the polarization for one qubit and the dual-rail for the second. Then a
set of waveplate and Calcite Beam Displacers are used to perform the operations.
At the end of the operation, the resulting qubit is encoded in the polarization of
the outgoing photon. Problems arise when we want to concatenate the operations.
They propose to apply a calcite beam Displacers to convert the polarization to
the dual-rail encoding and then use a set of waveplates to restore the polarization
qubit to its starting state. However, in order to programme the waveplates, it is
necessary to know the desired state and this goes against the Bernoulli factory’s
assumption of ignorance of the input state. This problem affects the possibility
of concatenating the interferometers and therefore the possibility of constructing
functions more complex than the basic operations.

In the experimental realization of Liu et al. [20] exploited entangled photons
for the generation of the building blocks. Each photon generated by the entangled
source feeds a displaced Sagnac interferometer and the input state is constructed
with a series of waveplates. This implementation presents the same problem as the
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previous one of having to know the input state in order to programme the waveplates
appropriately. Furthermore, the article does not specify at all how the operations
can be concatenated.

9.3 Experimental apparatus

BBO
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Figure 9.3. Scheme of the experimental apparatus. One and two pairs of photons
are generated in a Beta Barium Borate crystal (BBO). The photons are filtered with
a band-pass Filter (BPF) and divided into four different spatial modes using half
wave-plates (HWP) and polarizing beam splitters (PBS). After coupling the photons
in four single-mode fibers, the polarization and the time-arrival of the photons are
compensated via Polarization controllers (PC) and delay lines (DL) so that the photons
are made indistinguishable. Three of the four photons are injected into the chip, while
the remaining one is used as a trigger (Tr). Each output of the chip is connected to an
approximate number-resolving detector, consisting of six in-fiber beam splitters (MMFBS)
and two single-photon avalanche-photodiode detectors (APD) for each MMFBS. All
the detectors are connected to a time-to-digital converter for the reconstruction of the
output probability. Legend: BBO - beta-barium borate crystal, BPF - band-pass filter,
HWP - half-wave plate, PBS - polarizing beam splitter, PC - polarization controller, DL
- delay line, PS - power supply, ID- integrated photonic circuit, MMFBS - multimode
fiber beam splitter, APD - Single-photon avalanche diode detector, TDC - time-to-digital
converter.

To experimentally implement and certify the correctness of our Bernoulli factory,
we have employed the setup depicted in Fig. 9.3. In the preparation stage, we
generate two pairs of photons which are deterministically separated in four different
paths by using half-wave plates and polarizing beam splitters before coupling into
single-mode fibers. One photon is detected by an avalanche photodiode hence acting
as a trigger. The other three photons are sent through different paths, each of them
composed of a polarization controller and a delay line to make them indistinguishable
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Bernoulli factory evolution
(a)

(b) (c)

State preparation State measurement

Figure 9.4. Circuital representation of the chip implementing a complete
Bernoulli factory and the product/addition building blocks. In (a) is de-
picted the concatenation of the state preparation, the Bernoulli factory evolution and the
state tomography. Beamsplitter BS5, BS8, BS11 and BS14 are represented with dotted
lines since their reflectivity are set to 1; the reflectivity of beam splitters BS4, BS9,
BS12, BS13 are set to 0 while BS6, BS7 and BS10 reflectivity are tuned opportunely
to implement the desired operation. BS1, BS2, BS3 and BS15 are controlled during
the experiment to generate the input state and reconstruct the output state. In (b) we
represent only the internal evolution for the characterization of the product, while in (c)
we depict the configuration for the characterization of the addition building block.

in the polarization and time-arrival degrees of freedom. The photons are then injected
into the integrated photonic device, which is a six-mode fully reconfigurable chip
able to: 1) prepare the input states, 2) implement a complete set of building block
operations for the Bernoulli Factory and 3) perform state tomography and/or fidelity
measurement. In the following, we explain each process within the integrated device.
In Fig. 9.4 we have depicted a detailed construction of the chip, where it is possible
to identify the three main stages.

State preparation: In the state preparation stage, six different paths are mixed
in pairs by using three different beam splitters (BS). For each BS a phase shifter is
placed in one of the two output ports. This configuration allows the preparation of
a generic input state in dual-rail encoding (See Ch. 2).

Bernoulli factory evolution: In the second stage of the device, the reflectivity of the
beam splitters and the phase shifters are appropriately tuned to implement the desired
operation. In particular, the scheme of Fig. 9.4 a represents the implementation
of an addition followed by a product operation, while panels b and c represent the
optical elements required for the implementation of each operation individually.
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Note that the addition operation is similar but not equal to the one represented in
Fig. 9.2 c, since the first two waveguides are exchanged. This change is inserted to
reduce the number of layers required for the concatenation of two operations and is
implemented by replacing the reflectivity of BS6 with its complement, thus making
BS6 and BS7 complementary.

State measurement: The final stage performs the necessary operations to char-
acterize the output state. The system can be employed to perform both state
tomography and direct measurement of the fidelity with respect to a target state.
Tomography is composed of a series of operations allowing the correct identification
of the state. In particular, the output probabilities are measured for three different
projective measurements made on mutually orthogonal bases to reconstruct the
output state. If one is only interested in the fidelity with respect to a target state, it
is enough to make a projective measurement on the basis composed of the desired
state and its orthogonal subspace (See Ch. 2). The detection stage is composed of
six in-fiber beam splitters, one for each output, and twelve single-photon avalanche
photodiodes that implement a probabilistic photon-number resolving detector used
for the tomographic measurement and to estimate the success probability of the
Bernoulli factory itself.

9.4 Experimental results

9.4.1 Experimental test of the operations

In the first part of the experiment, we characterize separately the set-ups imple-
menting each field operation. To this end, we tune the internal phases of the chip
implementing the desired operation. This is performed by controlling the current
inside the heaters placed on the surface of the chip. In Fig. 9.4 a we show the com-
plete process of a Bernoulli factory starting from the ”state preparation” up to the
”state tomography” process which is required for the final certification. By directly
reconfiguring the circuit operation, it is possible to implement and characterize single
building block operations. Fig. 9.4 b shows the internal configuration of the chip to
characterize the product operation for which the input state is controlled by BS2
and BS3, and in which one photon each is placed, while for the addition building
block depicted in Fig. 9.4 c the involved beam splitters are BS1 and BS2.
To test the single operations we generate a set of random states (|z1⟩ , |z2⟩) sampled
by a uniform distribution on the Bloch’s sphere. Each pair of states is generated
in the state preparation stage by setting the phase and the reflectivity of the first
layer of the interferometer. Then, the output is validated by measuring the success
probability and the fidelity compared to the expected output state. The figure of
merit in this case is provided by the mean fidelity over the set of sampled states.
All results are summarized in Table 9.1 and Fig. 9.5.

9.4.2 Experimental concatenation of the operations

In the second part of the experiment, we demonstrate the modularity of our
scheme by showing the possibility of concatenating single operations. This aspect is
necessary to fulfil all requirements for the implementation of a complete Bernoulli
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Figure 9.5. Experimental Results. Characterization of the building blocks is performed
by generating a set of 1000 pairs of random state (z1, z2) sampled uniformly from the
Bloch sphere. (a) Sampled states |z1⟩ and in (b) sample states for |z2⟩. The fidelity
of the output state after the evolution is measured by projection with the target state.
In panels (c-g) we report the distribution of the measured fidelities for each operation.
Conversely, in panels (h-k) we compare the distribution of the success probability for
each operation (solid lines) with the corresponding theoretical expectations (dashed
lines).
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Operation Measured mean Fidelity Corrected mean Fidelity

Inversion 0.989 ± 0.003 1.000 ± 0.003
Product 0.95 ± 0.02 0.99 ± 0.02
Anti-Product 0.95 ± 0.03 0.99 ± 0.02
Sum 0.90 ± 0.05 0.99 ± 0.02
Harmonic mean 0.92 ± 0.05 0.99 ± 0.02

Table 9.1. Results of the characterization for the two-photon operations. The mean fidelity
is estimated by taking an average over an ensemble of 1000 pairs of state sampled
uniformly from the Block sphere. The Measured mean fidelity is estimated directly from
the data. Instead, the Corrected one takes into account the contribution from dark
counts and accidental coincidences subtracting them from the measured coincidence.

factory. To test the concatenation we tune the internal phases of the chip in order to
implement the desired sequence of operations, as shown in Fig. 9.4 (a). In this case,
three photons are required to perform the sequence of two operations, i.e., addition
followed by a product. The first two photons, impinging respectively in BS1 and
BS2, are prepared to act as the input of the addition. The third photon impinging
on BS3, together with the output one from the first operation, is the input of the
product operation. Finally, the output is validated by direct projection over the
target state in the final stage of the device, in order to measure the output fidelity.
To test the correctness of the concatenation, we measure the output fidelity for a
particular set of input states. All the results are summarized in Table 9.2a where
FC is fidelity measured experimentally when dark count and spurious coincidence
are subtracted, and FD is the theoretical fidelity calculated taking into account the
partial distinguishability between the input photons. Additionally, by exchanging the
order of the operations (sum and product) and by properly tuning the phase shifters
a different circuit can be obtained. All the results are summarized in Table 9.2b.

9.5 Conclusive remarks

In this chapter, we analyse the Quantum to Quantum Bernoulli factory problem
from a photonic point of view. In particular, it was shown that the use of photons
and linear optics to transport and manipulate quantum information presents no lim-
itations to the implementation of a QQBF protocol. To do so, three interferometers
implementing the operations of sum, product and multiplicative inverse have been
proposed which, combined with the field structure of the set of simulable functions,
prove the possibility of implementing a generic Quantum to Quantum Bernoulli
factory in the photonic paradigm. We built and analysed the interferometers for
both polarization encoding (more suitable for implementation with bulk optics)
and dual-rail encoding (more suitable for implementation with integrated photon-
ics). In addition, the proposed interferometers were implemented and tested in a
reconfigurable integrated photonic device, showing the correctness of the theoretical
analysis and the possibility that they can be combined to create more complex
functions. These results thus highlight that the photonic quantum to quantum
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Input Output Corrected Fidelity Theoretical Fidelity
(z1, z2, z3) z1z2 + z3 FC FD

(0, 0, 0) 0 0.993 ± 0.005 1
(∞,∞, 0) ∞ 0.993 ± 0.005 1
(1, 1, 0) 1 0.95 ± 0.02 0.96 ± 0.01
(0, 0, 1) 1 0.80 ± 0.02 0.79 ± 0.05
(1, 1, 1) 2 0.93 ± 0.01 0.92 ± 0.03

(a) product-sum

Input Output Corrected Fidelity Theoretical Fidelity
(z1, z2, z3) (z1 + z2)z3 FC FD

(0, 0, 1) 0 0.98 ± 0.01 1
(∞, 0, 1) ∞ 1 ± 0.01 1
(1, 0, 1) 1 0.87 ± 0.02 0.88 ± 0.02
(0, 1, 1) 1 0.88 ± 0.02 0.88 ± 0.02
(1, 1, 1) 2 0.85 ± 0.02 0.88 ± 0.02

(b) sum-product

Table 9.2. Concatenation characterization. FC is the fidelity measured at the output of
the chip when the dark counts and the spurious coincidences are subtracted; FD is the
theoretical fidelity calculated by taking into account the partial distinguishability of the
input photons.

Bernoulli factories can become a promising tool for new quantum protocols [299].

Statement of Work

The theoretical work presented in the chapter was developed by myself with a
correctness revision by L. Castello and E. Galvão. The experimental realization,
data taking and analysis were carried out by myself with the help of T. Giordani.
The photonic chip used was realized in the laboratories of Professor R. Osellame
with the help of A. Crespi.



145

Part V

Quantum Metrology
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Chapter 10

Quantum metrology

One of the fundamental pillars of science is the measurement process. The
objective of a measurement is to assign a value to a physical quantity by providing
an estimate of it. Each experimentally measured value has an uncertainty which,
according to the ISO definition, is the “parameter, associated with the result of a
measurement that characterizes the dispersion of the values that could reasonably
be attributed to the measured quantity” [300]. The causes of such uncertainty
can be either technical or intrinsic. Errors of a technical nature are related to the
experimental realization of the measurement and the uncontrollable imperfections of
the apparatus involved. On the contrary, there are fundamental limits to uncertainty,
such as those due to Heisenberg inequality, imposed by physical laws.

Metrology is that branch of science that studies, on the one hand, the application
of statistics to give a mathematical foundation to the concept of error in measurement
and, on the other hand, the techniques and technologies required to achieve the
most accurate measurement possible. In this field, it has been demonstrated how
the use of quantum systems leads to an advantage in terms of the precision of the
measurements that can be made over an agent that only has access to classical
resources. This consideration has led to the development of a new branch called
Quantum Metrology, which aims to study how some features of quantum mechanics,
e.g. entanglement, allow to reach an actual metrological advantage and the limits
imposed by the theory itself on the precision of the measurements that can be done.

In this chapter, we are going to present the main concepts and theoretical
results of quantum metrology theory. In particular, in the first part, we are going to
describe the main characteristics of a generic measurement process and the associated
theoretical results. Then, we will describe the quantum generalization of the classical
results with emphasis on the application of the theory to the phase estimation
problem. Finally, we will present two of the main estimation techniques used in
both classical and quantum metrology and which are the foundation of most of the
measurement protocols in the literature.

10.1 Estimation process

Given a physical system parametrized by a parameter λ, an estimation process
aims to reconstruct the actual value of the parameter implemented by the physical
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Figure 10.1. Schematic representation of an estimation process. A probe is
prepared in the state ρ0. An interaction is made with the system under investigation
mediated by a unitary matrix Uλ. The resulting state ρλ is measured generating the
outcome x. Finally an estimator Λ(x⃗) is applied to the results of the measurement
providing an estimate of the value of the parameter λ.

apparatus under investigation. A generic estimation process can be schematized and
divided into four steps (as represented in Fig. 10.1):

I) Probe preparation: A probe system is prepared in the state ρ0 normally chosen
to extract as much information as possible from the system.

II) Encoding: The prepared state is made to interact with the system under
consideration through a unitary evolution Uλ so that in the resulting state
ρλ = Uλρ0U

†
λ is encoded the information about the parameter λ. More

generally, it is possible to consider the interaction through a non-unitary
channel but the results do not change.

III) Readout: To extract the information encoded in the state ρλ a measurement is
performed on the state. As done for the probe state, the measurement can
be optimized to extract the maximum information about the parameter to be
estimated.

IV) Estimation: An estimator Λ(x⃗), i.e. a function of measurement results x⃗, is
used to reconstruct the value of the variable under consideration.

To increase the accuracy of the measurement the previous procedure described above
is repeated ν times and an appropriate estimator that takes into account all results
is employed.

Now we are going to present some definitions taken from statistics that are
particularly useful in metrology. An estimator is defined consistent if it converges to
the true value as the number of measurements made increases.

lim
ν→∞

Λ(x⃗) = λ ∀λ (10.1)

Moreover, an estimator is unbiased if its mean coincides with the true value for all
possible values of the parameter

Λ̄ :=
∑
x⃗

P (x⃗|λ)Λ(x⃗) = λ ∀λ (10.2)

where P (x⃗|λ) is the conditional probability to obtain a list of measurement outcomes
x⃗ given a certain value of the parameter of interest λ. This probability is also
called likelihood and depends on both the probe state and the measurement. If
we assume that the considered system does not have memory and therefore the ν
measurements are independent, then the likelihood can be decomposed as P (x⃗|λ) =
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∏ν
i=1 P (xi|λ). Although it is always desirable to find an unbiased estimator this

is not always possible, to remedy the problem we will go on to define two other
possible properties that are less stringent. An estimator is called locally unbiased if
it is unbiased only for certain ranges of parameter values. Furthermore, an estimator
is asymptotically unbiased if the mean converges to the true value for an infinite
number of measurements limν→∞ Λ̄ = λ ∀λ.

One of the most widely used estimators is the maximum likelihood estimator
(MLE) [301] which is the parameter value that maximizes the likelihood probability
for a certain list of experimental results:

ΛMLE(x⃗) = arg max
λ

P (x⃗|λ) (10.3)

The MLE is a consistent asymptotically unbiased estimator and saturates the
ultimate precision limit we see in the next section. Other estimators can be used like
the Method of moments [302] (that do not require the knowledge of the likelihood)
or the Bayesian estimator.

Given a particular estimation process, we want to quantify its accuracy. To do
so, we define the mean square error as

MSE(λ) =
∑
x⃗

P (x⃗|λ)(Λ(x⃗) − λ)2 (10.4)

Since normally this quantity is experimentally inaccessible we define a similar
quantity called variance as

∆λ2 =
∑
x⃗

P (x⃗|λ)(Λ(x⃗) − Λ̄)2 (10.5)

that for unbiased estimators is equal to the mean square error.

10.1.1 Classical bounds

In the estimation scenario described above, we can consider the first case of
classical resources. Since no quantum operations are allowed we can suppose that
both the probe state and the measurements are fixed. To study the bounds of the
estimation uncertainty we need to introduce a fundamental quantity F called Fisher
Information. This quantity makes it possible to assess the amount of information
encoded in the likelihood of the estimation process and it is defined as:

F (λ) =
∑
x⃗

P (x⃗|λ)
(
∂ ln(P (x⃗|λ))

∂λ

)2
=
∑
x⃗

1
P (x⃗|λ)

(
∂P (x⃗|λ)
∂λ

)2
(10.6)

The fisher information is related to the probe state and the measure by the
relation

F (λ) =
∑
x

Re{Tr[ρλΠxLρλ ]}2

Tr{Πxρλ}
(10.7)

Where Πx is the projector associated with the measurement result x and Lρλ is a
self-adjoint operator called symmetric logarithmic derivative (SLD) operator that is
defined as the operator with the property

∂ρλ
∂λ

= ρλLρλ + Lρλρλ
2 (10.8)
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The Fisher information has the following properties [302,303]: Additivity, given
ν independent estimation processes applied on the same system, the total Fisher
information Ftot(λ) is the sum of the Fisher information of the individual processes
Fi(λ), i.e. Ftot(λ) = ∑

i Fi(λ); Convexity, given as probe state a convex combination
of density matrices ρ0 = ∑

j cjρj with ∑j cj = 1 and a constant measure than the
Fisher information is less than the convex sum of those of the individual density
matrices, i.e. Fρ0(λ) ≤

∑
j cjFρj (λ).

The Fisher information is related to the amount of information that can be ex-
tracted from a system by a fundamental inequality called Cramér-Rao bound (CRB).
This result provides a lower bound on the variance of any arbitrary estimator with
fixed measurements and a constant number of probes ν [304,305]. Mathematically
can be expressed as

∆λ2 ≥ 1
F (λ)

∂Λ̄
∂λ

(10.9)

which restricted to unbiased estimators becomes

∆λ2 ≥ 1
F (λ) (10.10)

An estimator is defined efficient if it saturates such an inequality. Asymptotically
the maximum likelihood estimator is efficient [306]. In the case of a limited number
of measurements, the saturation of the bound is no more guaranteed and we enter
in the so-called limited data regime.

10.1.2 Quantum Fisher information and quantum Cramér-Rao
bound

Until now we have considered the scenario where both the probe state and the
measurements are fixed and we saw the bounds on the variance optimized for the
best possible estimator. Now, we will also admit the possibility of changing the
measures made on the system as well. Given a fixed probe state ρ0 and therefore
an evolved state ρλ one can maximize the Fisher information over all the possible
measurements performed on the state ρλ. We define this maximum as the Quantum
Fisher Information (QFI) FQ(λ).

FQ(λ) = max
{Πx}

F (λ) (10.11)

Like the classical version, the Quantum Fisher Information follows as well the
property of additivity and convexity. By definition F (λ) ≤ FQ(λ) and the CRB can
be also extended to its quantum version i.e. the quantum Cramér-Rao bound (CRB):

∆λ2 ≥ 1
νFQ(λ) (10.12)

The QCRB represents the ultimate bound on the variance that can be achieved by
using a particular probe state as an input.

As done previously for the Fisher information we can associate the QFI to the
SLD operator Lρλ by the following relation [307–309]

FQ(λ) = (∆Lρλ)2 = Tr
(
ρλL

2
ρλ

)
(10.13)
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where (∆Lρλ)2 is the variance of the SLD operator over the state ρλ. Writing the
state in the diagonal basis ρλ = ∑

j pj |ψj⟩⟨ψj | then the QFI can be explicitly written
as [310]

FQ(λ) = 2
∑
j,k

| ⟨ψj |∂λρλ|ψk⟩|2

pj + pk
=
∑
j

(∂λpi)2

pi
+ 2

∑
j ̸=k

(pj − pk)2

pj + pk
|⟨ψj |∂λψk⟩|2 (10.14)

In many scenarios, the parameter we want to estimate is the strength of the
interaction term between the probe and the system under investigation or equivalently
the interaction time. We can write the evolved state as ρλ = e−iλHρ0e

iλH , or
equivalently ∂λρλ = i[ρλ, H], where H is the Hamiltonian of the interaction. In
this particular case, the QFI does not depend on the unknown parameter and can
be expressed as a function of the initial state ρ0 and the Hamiltonian H. Given
ρ0 = ∑

j pj |ξj⟩⟨ξj | then the FQ is

FQ = 2
∑
j,k

(pj − pk)2

pj + pk
| ⟨ξj |H|ξk⟩|2 (10.15)

If the probe state is pure ρ0 = |ξ0⟩⟨ξ0| is further simplified and becomes four times
the variance of the hamiltonian computed on the initial state [45]:

FQ = 4∆2H (10.16)

To better understand the meaning of the Quantum Fisher information we want
to show that it is related to how much the states are distinguishable as the parameter
λ varies [311]. We can quantify the distance between two states ρ1 and ρ2 with
the Bures distance defined as D(ρ1, ρ2) =

√
1 − F̃ (ρ1, ρ2) where F̃ (ρ1, ρ2) is the

Uhlmann’s fidelity defined in Eq. 1.45. Given the state ρλ and a small change in
the parameter δ ≪ 1 then the distance between the perturbed state ρλ+δ and the
original one ρλ is proportional to FQ(λ) [312].

D(ρλ, ρλ+δ) = 1
8FQ(λ)δ2 (10.17)

This relation tells us that the more the stats ρλ+δ and ρλ are distinguishable the
greater is the QFI.

To complete the discussion, it is necessary to find the measure saturating the
QCRB for a given probe state. This involves finding the measure for which the
classical Fisher information and quantum one coincide. Due to the additivity
property, to saturate the bound we can use local measurements for each probe
without the need of resorting to entangling measurements [313–317]. It can be
shown [310] how the optimal measure it is always a projective measure and is given
by the observable

Ôλ = λI+ Lρλ
FQ(λ) (10.18)

this means that the best measure is performed on the eigenbasis of the SLD operator.
By putting together the observable Ô with the estimators found in the previous
paragraph, it is possible to create an estimation process that saturates the QCRB.
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In general, the optimal operator depends on the parameter under consideration.
This dependence is a major problem since it is necessary to know the value of the
parameter in advance in order to estimate it. This issue means that it is generally
not possible to saturate the limit. However, it is possible to reach the bound in the
asymptotic limit through the use of adaptive algorithms as described below.

10.1.3 Standard quantum limit and Heisenberg limit

As a final step, we analyze the optimization of the estimation process over the
possible input states. This optimization can be done by maximizing the QFI over all
the initial probe states. In contrast to the previous results without knowing exactly
the nature of the interaction, it is not possible to optimize the Fisher information
on the input state. However, for the convexity property of the Fisher information,
the maximum is reached always for probs in a pure state.

For the estimation of the time interaction generated by the unitary evolution
Uλ = eiλH the Quantum fisher information is maximized by a probe in the state

|ξS⟩ = |hM ⟩ + eiχ |hm⟩√
2

(10.19)

where |hM ⟩ and |hm⟩ are the eigenstates of the hamiltonian with respectively maxi-
mum and minimum eigenvalues hM and hM . The corresponding QFI is

FQ = (hM − hm)2 (10.20)

In general, indicating the optimal Quantum Fisher information as FmaxQ the related
CRB is:

∆2λ ≥ 1
νFmaxQ

(10.21)

As we can see until now, the variance scales as 1/ν, where ν is the number of
probes used for the estimation. This scaling is called Standard Quantum Limit
(SQL) or also Shot Noise Limit.

The estimation strategies analyzed so far are not the most general possible ones
that a quantum agent can perform. Fig. 10.2 shows a so-called parallel strategy in
which probes are grouped into clusters of m elements and a global state is prepared.
After the interaction of each probe with the system under test, they are measured
separately and the results are used to estimate the parameter under test. If the
input state is entangled then it is possible to overcome the SQL [45,313,318–321].

If as before we consider the interaction time estimation problem where instead
of using the input state |ξS⟩ we replace it with the state of m probes

|ξE⟩ = |hM ⟩⊗m + eiχ |hm⟩⊗m
√

2
(10.22)

that is a maximally entangled state in the NOON form. For such state ∆2H =
m2(hM −hm)2/4 and so the corresponding Fisher information is F = m2(hM −hm)2.
For ν indipendent set the CRB became

∆2λ ≥ 1
νm2(hM − hm)2 (10.23)
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Figure 10.2. Conceptual scheme of a parallel estimation process. A parallel
estimation process groups the probes into clusters of m elemnts (in figure five) and with
each of them creates a global state, eventually entangled. Then each probe is made
to interact independently with the system under test through the same evolution Uλ.
Finally, each probe is measured and the results are used to estimate the parameter
through an appropriate estimator. In this representation, only separable measurements
are considered because it can be shown that entangled measurements do not perform
better than separable ones.

As can be seen, there is a quadratic improvement in the scaling of the variance as a
function of the number of probes used (which is νm). This improvement is called the
Heisemberg limit (HL) and is the ultimate limit that can be reached by the variance
while remaining within the limits of quantum mechanics. The fundamental role
of entanglement for quantum gain is evidenced by the fact that the SQL violation
is a sufficient condition for certifying the presence of entanglement in the probe
state [322,323].

It is important to note that we derived HL scaling and its relationship to
entanglement for the case of the parallel estimation strategy with a linear interaction
and where the number of probes in the system was used as a resource. For example,
it is possible to achieve the HL without the use of entangled states through the use
of multi-pass protocols, i.e. protocols in which the probe state is made to interact
several times with the system under investigation [324–326].

10.2 Multiparameter quantum metrology

More generally, a physical system can have more than one parameter to measure.
One may ask whether, as in the single-parameter case, the use of quantum resources
improves the performance of an estimation process on a system with more than one
parameter. This and other questions opened the way for the field of quantum multi-
parameter metrology [327]. The generalization of quantum metrology to the multi-
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parameter case results in a more complicated field and adherence to experimental
reality [328–333]. A first approach to multi-parameter metrology is to estimate each
variable separately, but sometimes a simultaneous measurement is necessary. The
main reasons for using multi-parameter metrology are that: simultaneous parameter
estimation can be more efficient in terms of resources used compared to the separate
estimation case. Furthermore, in certain cases, even if there is a single parameter to
be estimated, it is also necessary to measure other related ones such as experimental
noise or possible imperfections in the apparatus.

We can consider a multiparameter estimation process where a set of d unknown
parameters λ⃗ = (λ1, λ2, . . . , λd) are estimated through as many estimators Λ⃗ =
(Λ1,Λ2, . . . ,Λd). In this scenario, the Fisher information is generalized through the
use of a Fisher Information matrix F:

F(λ⃗)ij =
∑
x⃗

1
P (x⃗|λ⃗)

∂P (x⃗|λ⃗)
∂λi

∂P (x⃗|λ⃗)
∂λj

(10.24)

Also, the sensitivity of the set of estimators is evaluated with the covariance matrix
defined as:

C(λ⃗)ij =
∑
x⃗

[Λ⃗(x⃗) − λ⃗]i [Λ⃗(x⃗) − λ⃗]j P (x⃗|λ⃗) (10.25)

For unbiased estimators, the CRB becomes a matrix inequality in the form: 1

C(λ⃗) ≥ F(λ⃗)−1

ν
(10.26)

with ν the number of measures performed. The CRB is well-defined only when the
Fisher information F is invertible. In that case, the CRB can always be saturated
by the maximum likelihood estimator in the limit of large ν.

As done previously, it is possible to define a Quantum Fisher information matrix
(FQ(λ⃗)) where one has optimized the Fisher information matrix over the possible
measurements made on the probe state. The resulting expression is in the form:

FQ(λ⃗)ij = Tr
[
ρ
λ⃗

LiLj + LjLi
2

]
(10.27)

where Li is the symmetric logarithmic derivative operator of ρ
λ⃗

related to the
parameter λi, defined by the property

∂ρ
λ⃗

∂λi
=
Liρλ⃗ + ρ

λ⃗
Li

2 (10.28)

The corresponding QCRB is

C(λ⃗) ≥ FQ(λ⃗)−1

ν
(10.29)

To evaluate the precision of a multiparameter estimation process we can use the
trace of the covariance matrix∑

j

∆2Λj = Tr[C(λ)] ≥ Tr[FQ(λ⃗)−1]
ν

(10.30)

1Given two positive semidefinite matrices A and B we say that A ≥ B if A − B is a positive
semi-definite matrix.
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If we consider a pure state as a probe ρ
λ⃗

=
∣∣∣ψλ⃗〉〈ψλ⃗∣∣∣, then the Quantum Fisher

information can be expressed as

FQ(λ⃗)ij = 4 Re[
〈
∂λiψλ⃗

∣∣∣∂λjψλ⃗〉] + 4
〈
∂λiψλ⃗

∣∣∣ψλ⃗〉〈∂λjψλ⃗∣∣∣ψλ⃗〉 (10.31)

In order to find the best possible accuracy on the estimation it is necessary to find
necessary and sufficient conditions to saturate the QCRB but for the multiparameter
case is not guaranteed that those conditions can be satisfied [334,335]. A necessary
condition for the saturability of the CRB is the condition

∀i, j T r[ρ
λ⃗

[Li, Lj ]] = 0 (10.32)

which corresponds to saying that the optimal measurements for each parameter
taken individually are compatible with each other. In the case of pure states, the
symmetric logarithmic derivative operators can be expressed as

Li = 2
(∣∣∣∂λiψλ⃗〉〈ψλ⃗∣∣∣+ ∣∣∣ψλ⃗〉〈∂λiψλ⃗∣∣∣) (10.33)

and, if the Quantum Fisher information is invertible, a necessary and sufficient
condition for the saturation of the CRB is

∀i, j Im[ ⟨LiLj |ψλ⃗|LiLj⟩] = 0 (10.34)

As in the case of single-parameter estimation, the Quantum Fisher information
matrix is correlated with the state distance for small variations in the parameters
considered. Indeed, the following inequality is valid

D(ρ
λ⃗
, ρ
λ⃗+δ⃗) = 1

8
∑
i,j

FQ(λ⃗)ijδiδj (10.35)

where D is the Bures distance defined previously.

10.3 Phase estimation problem

One of the most studied applications of quantum metrology is the problem
of phase estimation since many quantum parameter estimation problems can be
traced back to this type of problem. A non-exhaustive list of such applications
includes sensing on biological systems [336], atomic properties [337, 338], atomic
clocks [339,340], measurements of forces [341–343] and imaging [344–346].

The problem consists in estimating a phase difference φ between two different
modes of the degree of freedom under consideration such as polarization, or paths.
The unitary evolution associated with a phase shift can be written as

Ups = eiφHps = eiφn̂ (10.36)

Where n̂ is the number operator associated with the degree of freedom under
consideration and is the Hamiltonian that mediates the evolution. The maximum
difference between the eigenvalues for a single probe is hM −hm = 1 so the Quantum
fisher information is FQ = 1.
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Figure 10.3. Multiphase estimation Interferometer. General scheme for the Multi-
phase estimation of d phases (in this example 3). A state ρin, typically a Fock state,
is placed at the input of an interferometer with d + 1 modes. A first interferometer
that implements the unitary transformation UA is used to generate the probe state
ρ0. After the encoding of the phases φ⃗ a second interferometer implementing a unitary
transformation, UB is applied to generate the final state ρf . This state is measured,
typically on the Fock basis, and the result is used for the estimation of the phases φ⃗.

Since a definition of an observable associated with a phase still remain an open
problem [347,348] a direct measure is infeasible. However, it is possible to measure
a phase difference through other observables that depend on it. In optics, a phase
shift is measured through interferometric measurements. The most simple two-
mode interferometer is the Mach-Zehnder interferometer (described in Chapter 2)
thus representing the most common test platform used to test quantum metrology
algorithms proposed in the literature.

10.3.1 Multiphase estimation problem

The multiphase estimation problem is the multiparameter extension of the
phase estimation problem and consists of the evaluation of d different phases φ⃗ =
(φ1, φ2, . . . φd) using an interferometer with d+ 1 modes. The typical structure of
the interferometer used is shown in Fig. 10.3. A photonic state ρin, typically in
a Fock state, is placed at the input of an interferometer implementing a unitary
transformation UA resulting in the creation of the probe state ρ0. After the encoding
of the phases in the state a second interferometer is applied, implementing the
unitary evolution UB, to generate the final state ρf which will subsequently be
measured in the Fock basis.

In the case of multiphase estimation with pure states the evolved state can be
written as

∣∣ψφ⃗〉 = Uφ⃗ |ψ0⟩ with Uφ⃗ = e
i
∑

j
φj n̂j . since the number operators on

different modes commute [n̂i, n̂j ] = 0, the QFI takes the form

FQ(φ⃗)ij = 4(⟨n̂in̂j⟩ − ⟨n̂i⟩ ⟨n̂j⟩) (10.37)

where the expectation value is computed on to the state
∣∣ψφ⃗〉. If we compute the

component of the Quantum Fisher information matrix related to a particular phase
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we retrieve the same results as for the single-parameter case.

FQ(φi) = FQ(φ⃗)ii = 4
〈

∆2n̂
〉

(10.38)

One of the first studies on multiphase estimation was provided in Ref. [349]. The
authors consider probe states with a fixed number of photons N and show that the
simultaneous estimation of the phases provides an improvement of a d factor in the
scaling of the variance compared to the best quantum strategy that estimates the
phases individually. They found that the optimal probe state with N photons is

|ψ0⟩opt = |N0 . . . 00⟩ + |0N . . . 00⟩ + · · · + |00 . . . N0⟩√
d+

√
d

+
√ √

d

d+
√
d

|00 . . . 0N⟩

(10.39)
such an optimal state gives us a total variance of

Tr
[
FQ(φ⃗)−1

]
= (1 +

√
d)2d

4N2 (10.40)

instead, the best single-stage strategy returns a total variance of

Tr
[
FQ(φ⃗)−1

]
= d3

4N2 (10.41)

Similar improvements were also found in the case of simultaneous phase estimation
with non-commuting generators, for example in the simultaneous estimation of the
components of a magnetic field [350], or in the presence of moderate amounts of
noise [334].

10.4 Estimation protocols

In both classical and quantum metrology, there are various estimation protocols
that can be applied. Below we report two protocols that are commonly used and
form the basis of most of the approaches used in the literature.

10.4.1 Bayesian estimation

The Bayesian approach is a natural paradigm for implementing an estimation
protocol [351,352]. In this framework, the unknown parameter λ and the experimental
results x are treated as random variables and the degree of knowledge of the
parameter is updated according to the measurement results. Formally the degree of
knowledge on the parameter is encoded in a probability distribution P (λ) called prior
distribution. The experimental setup performing the measure on the system under
examination is described by the likelihood distribution P (x|λ). Once a measurement
result x is recorded, the prior distribution is updated in the positrior ditribution
P (λ|x) according the Bayes’ rule:

P (λ|x) = P (λ)P (x|λ)∫
dλP (λ)P (x|λ) (10.42)
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The posterior distribution contains the updated information from which all the
interested quantities can be calculated. For example the mean square error of an
estimator Λ(x) averaged over the parameter λ is〈

∆2Λ
〉

=
∫

dλdxP (λ)P (x|λ)(Λ(x) − λ)2 (10.43)

and minimizing the expression over all the possible estimators we can find the
optimal one Λopt which turns out to be the mean value of the variable calculated on
the posterior distribution

Λopt =
∫

dλλP (λ|x) (10.44)

That optimal estimator is called bayesian estimator and is an unbiased asymptotically
efficient estimator [353].

If we consider the case where the variables to be estimated are phases, then
it is necessary to implement some modifications to account for their periodicity
(φ ≃ φ+ 2kπ k ∈ Z). For this parameter, the canonical means is replaced by the
circular mean defined as

⟨φ⟩ = arg
[∫

dφeiφP (φ|x)
]

(10.45)

In addition, the canonical variance expression is also replaced with the circular
counterpart called Holevo variance VH defined from the quantity S called Sharpness
[354].

VH = S−2 − 1 S =
∣∣∣〈eiφ〉∣∣∣ (10.46)

The Holevo variance can describe the variance of an unbiased phase estimator and
coincide with the standard variance for distribution sufficiently picked. Instead for
biased estimators, the variance needs to be calculated as

VB = S−2
b − 1 Sb = |⟨cos(Φ − φ)⟩| (10.47)

One of the fundamental features of the bayesian approach is the possibility to be
easily incorporated into adaptive protocols as we will see in the next section.

10.4.2 Adaptive protocols

Previously, it was seen that the optimal measure to saturate the CRB typically
depends on the real value of the variable we are trying to estimate. Various adaptive
protocols have been proposed in the literature that attempts to circumvent this
problem [355–359]. In a non-adaptive protocol, the probes are sent through a fixed
apparatus, and after collecting all the measurement results, an estimation of the
unknown parameter λ is obtained. In contrast, adaptive protocols exploit additional
controls on the experimental system, through a set of control parameters θ⃗ that can
be adjusted during the estimation process.

An adaptive protocol can be schematized as in Fig. 10.4 and consists of a four-
step cycle repeated until the desired number of probes is reached. As a starting
point a state ρ0(θ) is generated through the parameter θ computed from the results
of the previous cycle, if it is the first one then the starting state is ρin. After that,
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Figure 10.4. Conceptual scheme of an adaptive estimation protocol. The cycle of a
general adaptive estimation protocol starts from an initial state ρin that is prepared in a
state ρ0(θ). Such a state interacts with the unknown parameter λ, and then the output
state ρλ undergoes an appropriately chosen measurement Πx. After such measurement,
the results x are used to generate an estimation Λ(x) and to define a suitable control
parameter setting θ, employed to prepare the initial state of the next probe. In this way,
the cycle is repeated for all the probes. At the end of the process, an estimator provides
the final estimate of the parameter Λf .

the probe interacts with the system under exam through the unitary evolution Uλ.
The resulting state ρλ is measured and the outcome x is recorded. The final step is
the processing of the measure and the calculation of the control parameter θ to be
used in the next iteration. The cycle continues until the number of desired probes is
reached, and finally, an estimator of all the results is applied to generate the final
estimation of the parameter Λf .

Adaptive protocols are useful to overcome different issues of the theory and
they were initially proposed in [355]. As mentioned above, the first application is
the possibility of saturating the CRB. Since in general, to implement the optimal
measurement, it is necessary to know a priori the value of the variable to be estimated,
a saturation of the bound with a non-adaptive algorithm is impossible. On the
contrary, with an adaptive algorithm, it is possible to adjust the measurement
according to the parameter estimate made from time to time thus saturating the
CRB asymptotically [360]. A different problem is that in some cases, even if the
optimal measurement does not depend on the value of the parameter to be estimated,
it is computationally infeasible to implement. In these cases, the adaptive approach
makes it possible to construct approximations of the measurement that solve the
problem [361]. Also, for some likelihood, the same probability distribution of the
result can be associated with different values of the parameter. For example in a
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Mach-Zehnder interferometer probed with a single photon the output probability
P = cos2(ϕ) is associated with two different values of the parameter. In those cases,
it is impossible to discern the ambiguity. Conversely, if the measurement is allowed
to be adapted, in the case of the Mach-Zehnder by adding a second controllable
phase within the interferometer, the ambiguity can be overcome. A final application
of adaptive strategies is the possibility of making the estimation procedure more
resilient to noise or changes over time of the variable under investigation [362,363].

To finish the discussion on adaptive estimation protocols, it is necessary to
mention that they can be classified into two large families. Online scheme: At
each step of the estimation the feedback parameters θ are calculated according to a
heuristic and the results of the previous measurements. In this class, we can mention
the Bayesian adaptive protocols, indeed the Bayesian estimation naturally fits in
the adaptivity strategy since the posterior distribution is updated at each cycle.
Also, the information in the posterior can be used to compute the optimal control
parameters. Offline scheme: In this approach the feedback values to be used during
the experiment are pre-calculated. The aim is then to optimize this sequence of
feedback values. Various optimization techniques based on trial-and-error approaches
can be exploited, such as those based on Particle Swarm Optimisation [364] and
Differential Evolution [365–367].
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Chapter 11

Experimental quantum
metrology with integrated
devices

In the previous chapter, we presented the theory of quantum metrology by
showing the main concepts with a focus on describing the advantages of using
quantum resources over classical ones. Furthermore, it was seen that one of the most
relevant problems for the theory is the estimation of one or more phases implemented
by a physical system.

In the following, we present two experimental applications of quantum metrology
theory carried out during my PhD. In particular, in the first part, a multiphase
estimation experiment was performed in an integrated photonic device using indis-
tinguishable photon pairs as probe states. The correct functioning of the adaptive
estimation protocol was demonstrated, and how the use of indistinguishable photons
leads to a precision improvement copared to both the single-photon case and the case
with distinguishable photon pairs. In the second part of the chapter, we study the
possibility of reaching the ultimate limit on the sensitivity of a phase measurement
given by the Heisenberg scaling. In particular, we experimentally demonstrate this
advantage when measuring a rotation angle between two reference systems using
single-photon states with high-order orbital angular momentum. Moreover, we
employ an offline adaptive algorithm optimized over the available resources to fit
the capabilities of the experimental apparatus. We verify performance overcoming
the standard quantum limit for a considerable range of resources ν ∼ 30.000 by
obtaining an improvement of the precision, in terms of variance, of more than 10
dB. All the results presented in this chapter represent the findings in the works:

Experimental multiparameter quantum metrology in adaptive regime.
Mauro Valeri, Valeria Cimini, Simone Piacentini, Francesco Ceccarelli, Emanuele
Polino, Francesco Hoch, Gabriele Bizzarri, Giacomo Corrielli, Nicolò Spagnolo,
Roberto Osellame, Fabio Sciarrino. Phys. Rev. Research 5, 013138, February
2023 [4].

Non-asymptotic Heisenberg scaling: experimental metrology for a
wide resources range. Valeria Cimini, Emanuele Polino, Federico Belliardo,
Francesco Hoch, Bruno Piccirillo, Nicolò Spagnolo, Vittorio Giovannetti, Fabio
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Sciarrino. arXiv:2110.02908 Oct 2021 [5].

11.1 Experimental multiparameter quantum metrology
in a photonic chip

In this section, we present the experimental implementation of a quantum-
enhanced multiphase estimation protocol in an integrated photonic chip showing the
saturation of the quantum Cramér-Rao bound in the limited resource regime. In
particular, we experimentally demonstrate the simultaneous estimation of 3 optical
phases, showing the capability to overcome the optimal separable sensitivity limit,
exploiting a two-photon input state distributed in a 4 mode interferometer. This is
done by employing a Bayesian adaptive protocol that allows to efficiently allocate
the number of resources for each estimation while ensuring an optimized convergence
to the ultimate bound in the limited resource regime. Indeed, the application of
real-time adaptive feedback enables approaching such bound already after only ∼ 50
probes. This procedure is shown to provide performances that are independent of
the particular value of the unknown parameters.

Differently from the works already present in the literature [157,368] we implement
an adaptive protocol capable to achieve approaching the QCRB in a limited data
regime. This kind of protocol has been previously investigated only in classical
regime [369] or for quantum single-parameter estimation [370–372].

11.1.1 Experimental apparatus

Our photonic platform consists of an actively tunable integrated 4 mode inter-
ferometer realized through femtosecond laser waveguide writing in glass [373,374].
In particular, the internal geometry consists of two quarters in cascade, which are
4 mode generalizations of the beam splitter and for each input it split the optical
power equally in all output modes. Each quarter is composed of four directional
couplers arranged in a two-layers configuration and a three-dimensional waveguide
crossing, as depicted in the inset of Fig. 11.1. Moreover, each quarter is equipped
with two thermal phase shifters (R1−4), which allow active control of the internal
optical phase between the directional coupler layers (ϕ1−4), and select a specific
equivalence class of the quarter transformations [375]. Between the two quarters,
the interferometric region is composed of four straight waveguide segments whose
optical phases ϕA−D can be controlled by means of 8 thermal phase shifters (Ra−d
and RA−D). All thermal shifters have been fabricated by femtosecond laser microma-
chining and include laser-ablated isolation trenches around each microheater [376].
This configuration allows both to reduce the power consumption and greatly reduce
the thermal cross-talk between adjacent shifters but at the cost of increasing the
thermalization time of the device.

On the basis of the presented scheme, the transformation performed by the phase
shifters fabricated on the internal waveguides of the interferometer can be expressed
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Figure 11.1. Experimental setup employed for the experiments of multiphase
estimation in a photonic integrated interferometer. (i) Source. Two-photon states
are generated via parametric-down-conversion in a BBO (β-Barium Borate) crystal. (ii)
Preparation. Photons are made indistinguishable in time via delay lines, and in the
polarization degree of freedom via a fiber polarization controller. (iii) Integrated device.
Photons are injected into the integrated interferometer, and collected at the output, via
fiber arrays. (iv) Detection. Two-photon events are collected via a probabilistic photon-
counting scheme. (v) Control unit. Measurement outcomes are processed by the control
unit and are used to drive the thermal shifter operation. Inset: Scheme of the integrated
circuit. Each thermal shifter Ri is able to control a specific optical phase of the device. In
particular, with regard to the internal waveguides of the interferometer, we identify the
three independent internal phase-shifts (φA, φB , φD) := (ϕA −ϕC , ϕB −ϕC , ϕD −ϕC) by
setting C as reference mode. Instead, ϕ1−4 defines the equivalence class of each quarter
transformation. Legend. SHG: second harmonic generation. DM: dichroic mirror.
SPDC: spontaneous parametric down-conversion. HWP: half-wave plate. C: walk-off
compensation. BPF: band-pass filter. PBS: polarizing beam-splitter. PC: polarization
compensation. SMF: single-mode fiber. DL: delay line. SMFA: single-mode fiber array.
MMFA: multi-mode fiber array. FBS: fiber beam-splitter. APD: avalanche photodiode.
TT: time-tagger.

by the unitary matrix:

Uϕ =


eiϕD 0 0 0

0 eiϕC 0 0
0 0 eiϕB 0
0 0 0 eiϕA

 , (11.1)

The interferometer is able to perform the simultaneous estimation of three
independent phase shifts φ⃗ between three modes and the one used as a reference. In
the following, we choose C as a reference, thus defining the triple of phases to be
estimated as

φ⃗ = (φA, φB, φD) := (ϕA − ϕC , ϕB − ϕC , ϕD − ϕC) (11.2)
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The transformation induced by the actual device will also depend on the effective
transmissivities and reflectivities of the 8 directional couplers.

11.1.2 Characterisation of device reachable bounds

We start by theoretically studying the operation and the bounds relative to the
ideal device, i.e. when the reflectivities of all the directional couplers are equal to the
nominal value of 1/2. The QFI depends only on the prepared probe state, therefore
it is a function of the input modes of the injected photons and of the phases ϕ1 and
ϕ2 of the first quarter whose unitary transformation is given by:

UQ = 1
2


eiϕ1 ieiϕ1 i −1
ieiϕ1 −eiϕ1 1 i
i 1 −eiϕ2 ieiϕ2

−1 i ieiϕ2 eiϕ2

 . (11.3)

Depending on the specific input the dependence on these two phases can vanish.
More specifically this condition is verified when the two photons are placed either
in the first two modes (|1100⟩) or in the last two (|0011⟩). choosing the second
possibility we generates, after the first quarter, the multiphoton entangled probe
state:

|ψ0⟩ = i

2
√

2
(|2000⟩−|0200⟩+e−2iϕ2 |0020⟩−e−2iϕ2 |0002⟩)− 1

2(|1100⟩+e−2iϕ2 |0011⟩) (11.4)

For our device, the use of two-photon quantum probes ensures to approach of
the ultimate asymptotic quantum limit for the 3−phase estimation represented by
the relative QCRB which results to be equal to 2.5/ν (where ν is the number of
two-photon probe states used) with associated Quantum Fisher information matrix:

QFI =

 2 0 −1
0 2 −1

−1 −1 2

 QFI−1 =

0.75 0.25 0.5
0.25 0.75 0.5
0.5 0.5 1

 . (11.5)

The computed bound represents the ultimate quantum limit achievable in the
estimation precision for the considered input. The overall amount of resources is 2ν
single photons. More specifically, we count as resources only the effective number of
detected photon pairs thus working in a post-selection configuration.

The optimality of the full scheme is therefore demonstrated when the CRB,
obtained after the measurement process is also considered, reaches the QCRB.
Therefore, when studying the CRB also the characteristics of the second quarter
must be considered in the model. The state generated at the output after injecting
into the device two photons in the third and fourth input is a coherent superposition
of 2 photons in the 4 output modes of the device:

|ψ⟩out =a11|2000⟩ + a22|0200⟩ + a33|0020⟩ + a44|0002⟩ + a12|1100⟩+
+a13|1010⟩ + a14|1001⟩ + a23|0110⟩ + a24|0101⟩ + a34|0011⟩

(11.6)

with a11 = a22, a33 = a44, a13 = a24 and a23 = a14 where all the coefficients now
depend on the parameters imposed by UQ transformation and on the particular
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Figure 11.2. Theoretical Cramér-Rao Bound regions. Points corresponding to a
value of the CRB < 2.8/ν. The orange points correspond to the minimum where the
QCRB is saturated. a) Bound relative to the ideal device. b) Bound for the real device
whose minimum is 2.53/ν.

settings of ϕ1, ϕ2, ϕ3 and ϕ4. The CRB, given such a state, can indeed saturate the
ultimate limit of 2.5/ν, satisfying the general necessary conditions for the saturation
of QCRB of multiphase estimation in interferometric setups [377]. It is fundamental
to notice that indistinguishability between the two input photons is a necessary
condition to reach such a bound. The minimum of the CRB in the scenario of
indistinguishable photons ensures the saturation of the QCRB and the achievement
of a quantum-enhanced estimation over 3 parameters. Indeed, the use of completely
distinguishable photons allows for achieving a minimum of the CRB equal to 3/ν.

To demonstrate the capability of reaching an estimation enhancement, we com-
pare our result also with the optimal estimation obtained through single-photon
states [349]. In order to make a fair comparison it is important to consider the
same number of photons for classical strategies. In this case, the trace of the inverse
Fisher information matrix is 5.6 for a single-photon prepared in the optimal state.
Therefore, the preparation of two independent photons in such a state corresponds
to a value of 2.8 for the trace of the inverse Fisher information matrix. Hence,
a strategy employing 2ν independent optimal single-photon states are associated
with an achievable bound of QCRB = 2.8/ν. Consequently, the saturation of 2.5/ν
demonstrates quantum-enhanced measurement sensitivity reachable with indistin-
guishable two-photon states compared to any sequence of classical single-photon
probes and independent measurement, even including the optimal single-photon
state.

The parameter (phases) regions showing such an advantage where the achieved
CRB, for the ideal device, is lower than 2.8 are limited and are reported in Fig. 11.2a.
However, thanks to the implementation of an adaptive protocol we are able to
demonstrate the sensitivity enhancement independently of the values of the estimated
triplet of optical phase shifts in the limited resources regime.

In order to investigate the actual capabilities of the employed device with two-
photon input states, it is necessary to reconstruct its likelihood function through a
calibration procedure (See Chapter 4). This step is necessary to derive the achievable
CRB with the actual device.

We reconstruct the 10 two-photon output probabilities by fitting the measured
data for different values of voltages applied to the resistors of the device. In particular,



166 11. Experimental quantum metrology with integrated devices

Figure 11.3. Slices of Fisher Information matrix. Three cuts of Tr[F−1] obtained
fixing, from left to right, respectively the values of φD, φB and φA. The plot shows the
sensitivity of different regions of the parameters space. The orange star represents the
minimum of the variance where the CRB is equal to 2.53/ν which indeed coincides with
the orange point of Fig. 11.2b. The color legend has been chosen logarithmic in order to
highlight the regions associated with the minimum uncertainty

.

we collect measurements studying the device response as a function of the power
dissipated on the three thermal shifters, i.e. Ra, Rb, Rd, allowing the complete tuning
of the internal phases. More specifically, we measure the coincidence events registered
at the output of the integrated circuit by dissipating through each selected resistor
10 different power values, which are equally spaced over the allowed range.

Finally, the output probabilities reconstructed from experimental data can be
used to compute the FI matrix and retrieve the experimental CRB. In Fig. 11.2b we
report the regions showing a bound lower than the minimum one achievable with
the best classical states for such measurement. To highlight the regions of minimum
uncertainty, we report three cuts of the inverse of the trace of the FI in Fig. 11.3,
where the explicit two-variable function is plotted. From this plot, it is evident that
the estimation uncertainty is highly related to the particular value of the triplet of
phases under study. In order to perform the estimation in the point of minimum
uncertainty independently from the particular value of the triplet investigated it is
therefore necessary to implement an adaptive strategy which sets the device always
in its more informative point. For the actual device, considering all the experimental
imperfections, the minimum which corresponds to the achievable bound is 2.53/ν
and it is achieved in two different points of the space (see Fig. 11.2b). Note that this
bound has been obtained considering all the main sources of imperfections affecting
the experimental setup. More specifically, we consider the partial distinguishability of
the two input photons and deviations from the ideal behaviour of the transformations
performed by the optical elements in the integrated device, including transmissivities
of the directional couplers and different detection efficiencies. This value is very
close to the ideal one of 2.5/ν and it is still below the critical threshold of 2.8.
This means that our device allows us to demonstrate quantum enhancement in the
simultaneous estimation of three optical phases, experimentally approaching the
QCRB in a post-selected configuration.

We can also study the sensitivity performances obtained when estimating a linear
combination of the parameters under study. Distributed sensing [378–382] represents
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indeed a field that is increasingly being investigated lately. However, instead of
looking at any generic combination of parameters ν⃗ · φ⃗ = ∑d

i=1 νiφi, here, following
[383], we can study the achieved performances over the optimal combination of phases
to show quantum-enhanced sensitivity. Therefore, we compare for our setup the
sensitivities reached with the simultaneous multiparameter estimation with respect to
sequential strategies where the different parameters are all estimated independently.
In particular, the optimal vector ν⃗ for our setup is the eigenvector of the QFI
matrix associated with the largest eigenvalue fmax i.e ν⃗max = (1/2, 1/2,−1/

√
2). It

follows that the optimal linear combination of optical phases that we can estimate is:
(ϕA −ϕD)/2 + (ϕB −ϕD)/2 − (ϕC −ϕD)/

√
2. The study of this figure of merit allows

us to consider also the off-diagonal terms of the QFI that in general depend on
mode entanglement in the probe state. It is then possible to compute the sensitivity
bound on the estimate of the linear combination, achieved when using the employed
entangled input states, which is given in [383] and results to be:

∆2(ν⃗max · φ⃗) = ν⃗maxFQν⃗
T
max = 0.292. (11.7)

The comparison can be done with the optimal separable strategy achieved using
coherent states with an average number of photons ⟨n̄⟩ = 2 to estimate sequentially
three optical phases embedded in a network of Mach-Zehnder interferometers. In
such a setting, the QCRB is:

∆2(ν⃗max · φ⃗)seq =
3∑
i=1

ν2
i

Fi
. (11.8)

Here, Fi is the single-parameter QFI for coherent states injected into a Mach-
Zehnder interferometer, i.e. Fi = n̄i [384]. By numerical optimization, we obtain
the minimum of ∆2(ν⃗max · φ⃗)seq = 1.45, corresponding to the bound achievable with
sequential classical measurements. Consequently, sensitivity on the estimation of
the optimal linear combination below this separable bound is a demonstration of
the enhancement achieved using entangled probes [383].

11.1.3 Experimental results with an adaptive strategy

Experimentally, we study the performances achieved when implementing adap-
tive strategies, able to set the device in the optimal working point for the esti-
mation [324, 355, 369, 385, 386]. This optimization can be done before each probe
and it is independent of the specific unknown values. It is based on controlling
additional parameters, used as feedback during the estimation cycle. The capa-
bility of asymptotic saturation of lower bounds is not sufficient when an optimal
estimation in a few probes is required. Moreover, the computation of which optimal
feedbacks have to be applied is in general non-trivial, especially when the complexity
of the system increases. For this reason, machine learning techniques are often
adopted, able to tackle this hard computational task and in general to enhance
sensing protocols [387–394].

Here, we employ a Bayesian framework (see Chapter 10) for the adaptive protocol,
which represents a powerful tool for multiphase estimation [395,396]. In particular,
we use the Bayesian multiparameter estimation protocol employed in [369,396,397].
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Figure 11.4. Experimental adaptive 3-phase estimation. Quadratic loss C(φ⃗) is
plotted as a function of the number ν of injected two-photon input states |0011⟩. Green
dots show the performance averaged on 12 different triple phases, estimated using the
online Bayesian adaptive technique described in the main text. The experiment for
each phase triplet is repeated 30 times and the final performance is characterized by
the mean estimator, the shaded green area is the one standard deviation region. The
line represents the ultimate precision bound, i.e. the QCRB (2.5/ν) for the ideal device
when injected with indistinguishable photons.

Simultaneous adaptive two-phase estimation experiments have been demonstrated
without quantum enhancement, injecting a three-mode interferometer with single-
photon states [369]. Thus, we select such an approach for our multiphase estimation
problem demonstrating the saturation of the ultimate precision bounds.

The realization of adaptive multiphase estimation requires the identification of
unknown and control parameters. The structure of our platform allows us to handle
independently two layers of internal phases by simply acting on different resistors:
the phases to be estimated φ⃗(X) and the phases to be tuned for adaptive estimation
φ⃗(C), such that φ⃗ = φ⃗(X) + φ⃗(C). In our case, the triplet of unknown parameters
φ⃗(X) are set using the thermal shifters RA, RB, RD, while the control parameters
φ⃗(C) are tuned using Ra, Rb, Rd.

The adopted algorithm is based on a particle filtering sequential Monte Carlo
technique [398] that guarantees high performances in computing integrals (replaced
by sums) also when the dimensions of the space increase. The algorithm allows the
computation of the control parameters to be applied during the adaptive estimation.
Such optimal values are those which maximize the expected overall variance after
measurement of the subsequent probe. Here, the expectation value is computed
using the SMC approach.

In order to identify appropriate values of the algorithm parameters for the
experiment, we simulated adaptive multiphase estimations for different configurations
of such parameters. A set of phase triplets {φ⃗(X)} is uniformly selected in [0, 2π] ×
[0, 2π]× [0, 2π] and estimated by a series of two-photon states. The estimation of each
triplet is repeated 30 times. The output probability distribution of our device, given
the considered entangled input state, can estimate unambiguously each of the three
phases in a π range. For this reason, we set the a-priori Bayesian distribution equal
to a uniform distribution with a π width. Note that, by repeating the estimation
procedure several times, we obtain the mean of the Bayesian posterior distribution,
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Figure 11.5. Experimental adaptive 3-phase estimation Quantum Fisher infor-
mation Matrix. Comparison between the ideal QCRB and the measured covariance
matrix during the adaptive three-phase estimation. Dots result from the median average
on 12 uniformly distributed phases which are estimated 30 independent times, starting
with uniform a-priori knowledge of π.

from which we retrieve the achieved sensitivity for all the performed repetitions,
allowing us to compare our results with the bounds of the frequentist scenario.

The accuracy of the estimation can be computed by looking at different figures
of merit. We start investigating a commonly employed one in the first studies of
multiphase estimation [349] by firstly considering a figure of merit that takes into
account the trace of the covariance matrix. Then, we generalize the discussion by
considering also the off-diagonal terms of the covariance matrix, when demonstrating
quantum-enhanced sensitivity for the estimate of a linear combination of the consid-
ered parameters. The covariance of the posterior distribution Σ( ⃗̂φ) represents the
confidence interval of the estimate and thus the actual error of the quantum sensor
employed. In parallel, the quadratic error distance C(φ⃗), between the estimated
parameters and their true values, provides a reliable evaluation of both the estima-
tion uncertainty and the presence of possible biases. Such quantity is obtained as
follows: C(φ⃗) =

∫
dφ(φ− φ̂)2p(φ|x), here p(φ|x) represents the posterior probability

which is updated through the Bayesian procedure after each measurement result x
has been registered. In the asymptotic regime the average of both the covariance
and the quadratic error C(φ⃗) must saturate the CRB. Conversely, this does not
represent a stringent bound in the low number of probes regime due to the a-priori
knowledge retained on the parameter values as discussed more in detail in [399].
Here, we employ the adaptive technique in order to approach the ultimate precision
bound with the minimum number of probes, reporting the experimentally attained
quadratic loss function averaged over 12 different triplets of phases. As shown in
Fig. 11.4 we are able to reach performances close to the asymptotic limit already
after sending around 50 probes. In Fig. 11.5 we also see that each component of the
covariance matrix has similar behavior.
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Figure 11.6. Experimental adaptive performances. Estimation performances as a
function of the employed resources are reported in terms of C(ν⃗max ·φ⃗). The experimental
data with the relative standard deviation (shaded blue region) are averaged over 12
phases estimated 30 independent times. For comparison, both the separable (orange
line) and parallel (cyan line) bounds are provided. The shaded grey area represents the
region showing enhanced sensitivity compared to sequential strategies. The inset shows
a zoom of the behavior for a number of two-photon probes in the range M = 30 − 70.

As done theoretically, we further use the adaptive approach to study the esti-
mation of the optimal linear combination of the three parameters discussed in the
previous section. The results of the experimental estimates are reported in Fig.11.6.
Here, we manage to outperform classical separable strategies, by showing that the
average over multiple repetitions of the estimation protocol performed on different
triplets of phases is found to be below the sequential bound. Note that, with this
work, we demonstrate experimentally the violation of the sequential bound, assuring
the convenience of adopting parallel strategies in multiphase estimation problems.

11.2 Quantum metrology for a wide resources range

In the previous chapter, it was seen that the ultimate quantum limit on the
accuracy attainable for a phase measurement scales with the number of the employed
resources as Heisenberg Scaling, however, this result has problems at both conceptual
and practical levels. From an experimental point of view, the biggest problem in
implementing a parallel measurement process (as we see in the previous chapter) is
the need to generate high-dimensional NOON entangled states, which are difficult
to implement and particularly sensitive to experimental imperfections. From a
theoretical point of view, the biggest problem is that a phase measurement with a
NOON state at m qubits is periodic with period 2π/m so a phase estimate with such
states needs to know in advance the value to be measured such that the periodicity
can be disambiguated. This issue can be solved through the use of an adaptive
approach that during the estimation process uses a series of entangled states with
increasing dimensions mj . In Ref. [400,401] an offline adaptive algorithm that uses
states with increasing dimensionality as the power of two mj = 2j . In particular,
they show how to group a given number of total qubits ν in the various entangled
states to achieve the highest possible accuracy and reach the Heisenberg scaling.
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Figure 11.7. Experimental setup. Single photons pairs are generated by a degenerate
type-II SPDC process inside a ppKTP pumped by a 404 nm cw laser. The idler photon
is measured by a single photon avalanche photodiode (APD) and acts as a trigger for the
signal that enters the apparatus. This consists of an encoding stage which is composed
of a first polarizing beam splitter (PBS) and three q-plates with different topological
charges q = 1/2, 5, 25, respectively, followed by a motorized half-waveplate (HWP). The
decoding stage is composed of the same elements of the preparation mounted, in the
reverse order, in a compact and motorized cage that can be freely rotated around the light
propagation axis of an angle θ. After the final PBS, the photons are measured through
a set of two APDs. Coincidences with the trigger photon are measured, analyzed via a
time-tagger, and sent to a computing unit. The latter, according to the pre-calculated
optimal strategy, controls all the voltages applied to the q-plates and the angle of rotation
of the measurement stage.

From an experimental point of view, it is possible to replace entangled states and
parallel estimation with a multi-step process where the phase to be measured is
applied several times to the probe state. It is shown that by appropriately choosing
the probe state and final measurements, it is possible to formally replicate the
parallel approach but without the need to use entangled states.

In the following, we present a method that generalizes the algorithm presented
in Ref. [401] and suitably allocates the available resources reaching Heisenberg
scaling precision without any prior information on the parameter. We demonstrate
experimentally such an advantage in measuring a rotation angle between two reference
systems by using single-photon states with high-order orbital angular momentum
(OAM). We quantitatively verify sub-SQL performances for a considerable range
of resources ν ∼ 30, 000 by achieving an error reduction, in terms of the obtained
variance, greater than 10 dB below the standard quantum limit.
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11.2.1 Experimental apparatus

In our experiment, we employ the total angular momentum of single photons
as a tool to measure the rotation angle θ between two reference frames associated
with two physical platforms [402]. The full apparatus is shown in Fig. 11.7. The key
elements for the generation and measurement of OAM states are provided by q-plates
(QPs) devices, able to modify the photons’ OAM conditionally to the value of their
polarization. A q-plate is a topologically charged half-wave plate that imprints an
OAM 2ℏ q to an impinging photon and flips its polarization [403] (see Chapter 2).

In the preparation stage, single photon pairs at 808nm are generated by a 20mm-
long periodically poled titanyl phosphate (ppKTP) crystal pumped by a continuous
laser with a wavelength equal to 404nm. One of the two photons, the signal, is sent
along the apparatus, while the other is measured by a single photon detector and acts
as a trigger for the experiment. The probe state is prepared by initializing the single-
photon polarization in the linear horizontal state |H⟩, through a polarizing beam
splitter (PBS). After the PBS, the photon passes through a QP with a topological
charge q and a half-wave plate (HWP) which inverts its polarization, generating the
following superposition:

|ψ0⟩ = 1√
2
(

|R⟩ |+l⟩ + |L⟩ |−l⟩
)
, (11.9)

where l = 2q is the value, in modulus, of the OAM carried by the photon. In
this way, considering also the spin angular momentum carried by the polarization,
the total angular momenta of the two components of the superposition are ±|l + 1|.

After the probe preparation, the generated state propagates and reaches the
receiving station, where it enters a measurement apparatus rotated by an angle θ.
Such a rotation is encoded in the photon state by means of a relative phase shift
with a value 2|l + 1| θ between the two components of the superposition:

|ψθ⟩ = 1√
2
(
ei (l+1)θ |R⟩ |+l⟩ + e−i (l+1)θ |L⟩ |−l⟩

)
. (11.10)

To measure and retrieve efficiently the information on θ, such a vector vortex
state is then reconverted into a polarization state with zero OAM. This is achieved
by means of a second HWP and a QP with the same topological charge as the first
one, oriented as the rotated measurement station:

|ψf ⟩ = 1√
2
(

|R⟩ + e−i 2(l+1)θ |L⟩
)
, (11.11)

where the zero OAM state factories and is thus omitted.
In this way, the relative rotation between the two apparatuses is embedded in

the polarization of the photon that is finally measured with a PBS (concordant
with the rotated station) followed by single photon detectors. Note that an HWP
is inserted just after the preparation PBS and before the first three QPs. Such an
HWP is rotated by 0◦ and 22.5◦ during the measurements to obtain the projections
in the |H⟩, |V ⟩ basis and in the diagonal one (|D⟩, |A⟩). In each stage, half of the
photons are measured on the former basis and half on the latter. To guarantee the
alinement the entire measurement station is mounted on a single motorized rotation



11.2 Quantum metrology for a wide resources range 173

cage. The interference fringes at the output of such a setup oscillate with an output
transmission probability P = cos2[(l+1)θ] with a periodicity that is π/(l+1). Hence,
the maximum periodicity is π at l = 0 and, consequently, one can unambiguously
estimate at most all the rotations in the range [0, π).

The limit of the error on the estimation θ̂ of the rotation θ is:

∆2θ̂ ≥ 1
4 (l + 1)2ν

, (11.12)

where ν is the number of employed single photons carrying a total angular
momentum l+ 1 times the number of repetitions of the measurement. Such a scaling
is Heisenberg-like in the angular momentum resource l+1 and can be associated with
the Heisenberg scaling achievable by multi-pass protocols for phase estimation, using
non-entangled states [324]. This kind of protocol can overcome the SQL scaling,
that in our case reads 1/(4ν), corresponding to the limit calculated considering
single-photon probes with zero OAM. Here, we investigate both the non-asymptotic
and near-asymptotic regimes using non-adaptive protocols. Our apparatus is an
all-automatized toolbox generalizing the photonic gear presented in [402]. In our
case, six QPs are simultaneously aligned in a cascaded configuration and actively
participate in the estimation process. The first three QPs, each with a different
topological charge q, lie in the preparation stage, while the other three, each having
respectively the same q as the first three, are in the measurement stage. All the
QPs are mounted inside the same robust and compact rotation stage, able to rotate
around the photon propagation direction. Notably, the whole apparatus is completely
motorized and automated. Indeed, both the rotation stage and the voltages applied
to the q-plates are driven by a computing unit that fully controls the measurement
process.

During the estimation protocol of a rotation angle, only one pair of QPs with
the same charge, one in the preparation and the other in the measurement stage,
is simultaneously turned on. For a fixed value of the rotation angle, representing
the parameter to measure, pairs of QPs with the same charge are turned on, while
keeping the other pairs turned off. Data are then collected for each of the four
possible configurations, namely all the q-plates turned off, i.e. m = 1, and the
three settings producing m = 2, 11, 51, respectively. Finally, the measured events
are divided among different estimation strategies and exploited for post-processing
analysis.

11.2.2 Experimental result

The optimization of the uncertainty on the estimated rotation angle is obtained by
employing the protocol described above. In particular, such an approach determines
the use of the resources of each estimation stage. In this experiment, we have access
to two different kinds of resources, namely the number of photon-pairs ν employed
in the measurement and the value of their total angular momentum m. Therefore,
the total number of employed resources is N = ∑K

i=1 νimi, where νi is the number
of photons with total angular momentum mi, and K = 4. According to the above
procedure, for every N we determine the sequence of the multiplicative factors mi

and νi associated with the optimal resource distribution. Note that, in the same
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spirit of multi-pass protocols, where the resources invested for the estimation are
given by the number of interactions of the probe with the sample, it is natural
to consider the total angular momentum as a resource in the estimation protocol.
Indeed, generating, propagating, and measuring higher-order OAM states of light
require more effort, due to the necessity of using higher topological charge q-plates,
of facing their divergence and challenging measurements, respectively.

The distance between the true value, θ, and the one obtained with the estimation
protocol, θ̂, in the system periodicity [0, π), is obtained computing the circular error
as follows:

Dc(θ̂, θ) = π

2 −
∣∣∣(θ − θ̂) mod π − π

2
∣∣∣ . (11.13)

Repeating the procedure for r = 1, . . . , R different runs of the protocol with R = 200,
we retrieve, for each estimation strategy, the corresponding mean-square error (MSE):

∆2θ̂ =
R∑
r=1

|θ̂r − θ|2

R
. (11.14)

We remark that R in Eq. (11.14) and ν in Eq. (11.12) do not have the same
interpretation. Indeed R is not a part of the protocol, but is merely the number
of times we repeat it in order to get a reliable estimate of its precision. We then
averaged such quantity over 17 different rotations with values between 0 and π,
leading to ∆θ̂. In such a way, we investigate the uncertainty independently on the
particular rotation angle inspected.

To show the improvement in the measurement sensitivity by exploiting strategies
that have access to states with an increasing value of the total angular momentum we
first consider the scenario where only photon states with m = 1 are generated. In this
case, the MSE follows as expected, the SQL scaling as a function of the number of
total resources. The obtained estimation error for the strategies constrained by such
condition is represented by the blue points in Fig. 11.8a. Running the estimation
protocol and exploiting also states with m > 1 it is possible to surpass the SQL and
progressively approach performances following the same power law of Heisenberg
scaling, for high values of m. In particular, we demonstrate such improvement by
progressively adding to the estimation process a new step with a higher OAM value.
We run the protocol limiting first the estimation strategy to states with m = 1; 2
(green points), then to m = 1; 2; 11 (cyan points) and finally to m = 1; 2; 11; 51
(magenta points). For each scenario, the number of photons ν per step is optimized
accordingly. Performing the estimation with all the 4 available values of OAM allows
us to achieve an error reduction, in terms of the obtained variance, up to 10.7 dB
below the SQL. Note that the achievement of the Heisenberg scaling is obtained
by progressively increasing the order of the OAM states employed in the probing
process, mimicking the increase of N when using N00N-like states in multi-pass
protocols. This is highlighted by a further analysis performed in Fig. 11.8b and
Fig. 11.8c. More specifically, if beyond a certain value of N the OAM value is kept
fixed, the estimation process will soon return to scale as the SQL power law.

To certify the quantum-inspired enhancement of the sensitivity scaling, we
performed a first global analysis on the uncertainty scaling, considering the full range
of N . This is performed by fitting the obtained experimental results with the function
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Figure 11.8. Approaching Heisenberg scaling with higher-order OAM states. a)
Averaged measurement uncertainty over R = 200 repetitions of the algorithm and over 17
different angle measurements, in the interval [0, π), as a function of the total amount of
resources N . The adoption of single-photon states with progressively higher-order total
angular momentum allows to progressively approach Heisenberg scaling. The red dashed
line is the standard quantum limit for this system 1/(4N), while the green dashed line
is the HL π2/(4N2). b) Value of the coefficient α and its standard deviation obtained
by fitting the points from N = 2 to the value reported on the x−axis with the curve
C/N2α. c) Value of the coefficient α and its standard deviation obtained by fitting
the points from N = N0 to the value reported on the x−axis with the curve C/N2α.
Purple points: estimation process with the full strategy. Blue points: estimation process
by using only m = 1. Green points: estimation process by using only m = 1; 2. Cyan
points: estimation by using only m = 1; 2; 11.

C/N2α. In particular, such a fitting procedure is performed considering batches of
increasing size of the overall data. This choice permits investigating how the overall
scaling of the measurement uncertainty, quantified by the coefficient α, changes as
a function of N . Starting from the point N = 2, we performed the fit considering
each time the subsequent 10 experimental averaged angle estimations (reported in
Fig.11.8a) and evaluated the scaling coefficient α with its corresponding confidence
interval for each data batch. The results of this analysis are reported in Fig. 11.8b.
As shown in the plot, α is compatible with the SQL, i.e. α = 0.5, when the protocol
employs only states with m = 1. Sub-SQL performance is conversely achieved
when states with m > 1 are introduced in the estimation protocol. The scaling
coefficient of the best fit on the experimental data collected when exploiting all the
available QPs (magenta points) achieves a maximum value of α = 0.7910 ± 0.0002,
corresponding to the use of 6, 460 resources. The enhancement is still verified when
the fit is performed considering the full set of 30, 000 resources. Indeed, the scaling
coefficient value in this scenario still remains well above the SQL, reaching a value
of α = 0.6786 ± 0.0001. Given that the data sets corresponding to m = 1 inherently
follow the SQL, we now focus on those protocols with m > 1, thus taking into
account only points starting from N0 = 62. This value coincides with the first
strategy exploiting states with m = 2. Fitting only such region, the maximum value
of the obtained coefficient increases to α = 0.8301 ± 0.0003 for N = 4, 764. Note
that, as higher resource values m are introduced, the overall scaling coefficient of the
estimation process, taking into account the full data set, progressively approaches
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m

m

m

m

Figure 11.9. Certification of the Heisenberg scaling in the local scenario. Upper
panel: measurement uncertainty averaged over 17 different angle values in the interval
[0, π) as a function of the number of resources N . We highlight the points with the
color code associated with the maximum value of m exploited in each strategy. Blue
points: strategies with m = 1. Green points: strategies relative to m = 1; 2. Cyan points:
strategies relative to m = 1; 2; 11. Purple points: strategies for m = 1; 2; 11; 51. Error
bars are smaller than the size of each point. Lower panel: the value of the coefficient α
and the relative confidence interval for the four inspected regions. Such a confidence
interval consists of a 3σ region, obtained for the best fit with function C/Nα. The fit
is done on batches of data as described in the main text. The continuous lines show
the average value of α in the respective region, while the shaded area is its standard
deviation. The last reported point of α corresponds to the maximum batch of data
which we can fit all together with the function C/N2α, without taking into account other
sources of noise. In both the plots the salmon, yellow and green colored areas represent
respectively regions with SQL scaling (α = 0.5), sub-SQL scaling (0.5 < α ≤ 0.75),
and a scaling approaching the Heisenberg-limit (0.75 < α ≤ 1). The red dotted line
represents the SQL = 1/(4N) (α = 0.5) while the green one is the limit = C/(4N2)
(obtained fixing α = 1 and C = 6 which has been arbitrarily chosen in order to have the
Heisenberg scaling comparison close to the experimental data in the regions of interest).
The gray dotted line is the threshold α = 0.75.

the same power law of Heisenberg scaling.
Then, we focus on the protocols which have access to the full set of states with

m = 1; 2; 11; 51, and we perform a local analysis of the scaling, studying individually
the regions defined by the order of OAM used, and characterized by different colors of
the data points in the top panel of Fig. 11.9. This is performed by fitting the scaling
coefficient with a batch procedure (as described previously) within each region. We
first report in the top panel of Fig. 11.9 the obtained uncertainty ∆θ̂. Then, we
study the overall uncertainty scaling, which shows a different trend depending on the
maximum m value we have access to. To certify locally the achieved scaling, we study
the obtained coefficient for the four different regions sharing strategies requiring
states with the same maximum value of m. In the first region (2 ≤ N ≤ 60),
since m = 1 no advantage can be obtained compared to the SQL. This can be
quantitatively demonstrated by studying the compatibility, in 3σ, of the best-fit
coefficient α with 0.5. Each of the blue points in the lower panel of Fig. 11.9 is
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indeed compatible with the red dashed line. In the second region (62 ≤ N ≤ 264),
since states with m = 2 are also introduced, it is possible to achieve a sub-SQL
scaling. When states with up to m = 11 and m = 51 are also employed (N > 264) we
observe that the scaling coefficient α > 0.75 is well above the value obtained for the
SQL. Finally, we can identify two regions (266 ≤ N ≤ 554 and 1, 772 ≤ N ≤ 2, 996)
where the scaling coefficient α obtained from a local fit is compatible, within 3σ,
with the value α = 1 corresponding to the same power law of the Heisenberg scaling.
This holds for extended resource regions of size ∼ 300 and ∼ 1, 000, respectively,
and provides a quantitative certification of the achievement of Heisenberg scaling
performances. Notably, such performances are achieved for values of mi which are
different from the optimal ones according to the method of [401], i.e. mi = 2i−1,
showing the versatility of the approach that can be effectively adapted depending
on the employed resources.

11.3 Conclusion

This chapter shows the experimental application of quantum metrology algo-
rithms both with reconfigurable integrated photonic devices and bulk architectures.
In particular, we demonstrated how the use of quantum probes increased the sensi-
tivities of the estimation protocols, exceeding the SQL and approaching the QCRB.
These experiments pave the way for new types of quantum sensors that are more
precise. Indeed, our platform allows the integration of different optical elements,
e.g. microfluidic channels [404] that enable the study of fluid solutions by exploiting
the full potential of the quantum protocols shown above. In addition, the use
of low-photon probe states allows the described techniques to be applied to the
analysis of sensitive substances that would deteriorate if irradiated with light or
other measurement methods.

Statement of Work

The work presented in this chapter was published in Valeri et. al. Phys. Rev.
Research 5, 013138, February 2023 [4] and Cimini et. al. arXiv:2110.02908 Oct
2021 [5]. The realization of the experimental apparatus and data-taking was carried
out by myself, M. Valeri and V. Cimini. The characterization of the chip and the
data analysis were carried out by M. Valeri and V. Cimini. The photonic chip used
was realized in the laboratories of Professor R. Osellame with the help of A. Crespi.
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Conclusions and perspectives

This thesis presents the development and use of integrated photonic chips for
quantum computing applications. After a brief introduction, the basic concepts of
quantum information theory and quantum photonics were explained. Subsequently,
two new protocols were proposed and tested for the characterization of linear
interferometers in terms of implemented unitary matrix and device imperfections.
The first applies a black-box approach using second-order correlation measurements
implemented with coherent light. This approach allows an interferometer to be
characterized even in the presence of phase fluctuations at the input and output of
the device, without having to use indistinguishable photons as in other protocols
proposed in the literature. This is a considerable advantage in cases where it is
difficult to find a source of indistinguishable photons. The second algorithm is specific
to integrated devices implementing a universal geometry according to Clements’
configuration since despite the diffusion of this geometry an algorithm to characterize
it had not yet been presented. The proposed algorithm attempts to reconcile the
number of measurements required with the final accuracy by using, where possible,
an analytical approach based on parameters derived from fits made on redundant
measurements.

We then demonstrated the fabrication of the first reconfigurable 32-mode chip
with three-dimensional continuous coupled geometry, testing its performance in terms
of reconfigurability and performing a bosonic sampling experiment with it. The
effectiveness of the approach for constructing compact reconfigurable interferometers
with a high number of modes has been demonstrated, but the points regarding
the possibility of constructing random unitary Haar arrays remain to be clarified.
In fact, it has been seen how the device, despite being highly reconfigurable, does
not generate a uniform type distribution. This may be due to two causes, the first
being that there are indeed unreachable matrices and the second being that the
distributions of the values of the control parameters used to drive the device are
by no means trivial. To try to solve this problem, one proposal would be to use
the characterization algorithms described above, combined with machine learning
algorithms, to model the device and try to derive the distributions of the control
parameters needed to generate random Haar units.

In the fourth part, we theoretically analyzed the Bernoulli quantum-to-quantum
factory problem, providing a computational characterization in terms of the number
of qubits used and the maximum achievable success probability. Furthermore, a
procedure for constructing the optimal quantum circuit associated with a desired
function was provided. In addition, two new variants of the problem, named re-
spectively, were proposed and analyzed, which further extend the capabilities of
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the original problem in future applications. Moreover, the possibility of imple-
menting a photonic version of the algorithm was demonstrated by presenting three
interferometers that, when chained together, allow a generic quantum-to-quantum
Bernoulli factory to be realized and its capabilities and resilience to noise to be
tested experimentally. The next step would be to be able to perform a computational
complexity analysis similar to that done previously for the qubit paradigm.

Finally, in the last part, we show the experimental realization of a multi-parameter
quantum metrology protocol applied to the estimation of three phases of an integrated
chip. We show how the use of pairs of indistinguishable photons increases the
sensitivity of the device compared to the use of single photons and also the attainment
of the theoretical ultimate limit achievable with such a device. A development of
this experiment is the integration of the presented measuring device with a sensor,
e.g. of fluids, for the application of the presented algorithms to a real case.

This work paves the way for new technological applications of integrated photonic
circuits for information and quantum computation applications.
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Appendix A

Appendix to chapter 2:
Hong-Ou-Mandel effect
probability

In this appendix, we show the calculation of the Hong-Ou-Mandel effect for a
general unitary transformation. First, we calculate the states at the outputs i and
j when two photons, respectively in the state |ϕ⟩ e |ψ⟩, are injected in the input
modes h and k of a linear optical network implementing a unitary transformation U .
We first choose an orthonormal basis to express the states on the two input modes:

|ϕ⟩h =
∑
l

αla
†
lh |0⟩

∑
l

|αl|2 = 1 |ψ⟩k =
∑
m

βma
†
mk |0⟩

∑
m

|βm|2 = 1 (A.1)

Then, the two-photon states is expanded as:

|ϕ⟩h ⊗ |ψ⟩k =
∑
l,m

αlβma
†
lha

†
mk |0⟩ (A.2)

The state after the unitary evolution is:

Ũ |ϕ⟩h ⊗ |ψ⟩k =
∑
l,m

αlβmÛa
†
lhÛ

†Ûa†
mkÛ

† |0⟩

=
∑
l,m

αlβm

(∑
r

Urha
†
lr

)(∑
s

Uska
†
ms

)
|0⟩

(A.3)

since we are interested only when the photons come out in the outputs i or j we can
see only the component where r, s ∈ {i, j}

∑
l,m

αlβm(Uiha†
li + Ujha

†
lj)(Uika

†
mi + Ujka

†
mj) |0⟩

=
∑
l,m

αlβm(UihUjka†
lia

†
mj + UjhUika

†
lja

†
mi + UihUika

†
lia

†
mi + UjhUjka

†
lja

†
mj) |0⟩

=
∑
l,m

(UihUjkαlβm + UjhUikαmβl)a†
lia

†
mj︸ ︷︷ ︸

non-collisional term

+αlβm(UihUika†
ila

†
im + UjhUjka

†
jla

†
jm)︸ ︷︷ ︸

colisional term

|0⟩

(A.4)
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In the final expression, we can recognize two terms: the first one is the non-
collisional therm which is when the two photons exit from different outputs of
the interferometer; the second one is the collisional therm which is when the two
photons exit from the same output of the interferometer. Since are interested in
the probability of measuring two photons in two different output ports i ̸= j, we
calculate the probability that the output state is in the non-collisional term

P hkij =
∑
l,m

(UihUjkαlβm + UjhUikαmβl)(UihUjkαlβm + UjhUikαmβl)∗

= |Uih|2|Ujk|2 + |Ujh|2|Uik|2 + (UihUjkU∗
jhU

∗
ik + UjhUikU

∗
ihU

∗
jk)|⟨ϕ|ψ⟩|2

(A.5)

In this expression, we observe that the indistinguishable photons scenario is
obtained for |⟨ϕ|ψ⟩|2 = 1, while the distinguishable particle case corresponds to
|⟨ϕ|ψ⟩|2 = 0. Using the definition of the HOM visibility, we find Eq. (2) of the main
text.

Vhkij = 1 −
(P hkij )I

(P hkij )D = −
UihUjkU

∗
jhU

∗
ik + UjhUikU

∗
ihU

∗
jk

|Uih|2|Ujk|2 + |Ujh|2|Uik|2
(A.6)

When residual distinguishability is present the measured visibility follows the
following equation:

Vhkij = −
UihUjkU

∗
jhU

∗
ik + UjhUikU

∗
ihU

∗
jk

|Uih|2|Ujk|2 + |Ujh|2|Uik|2
|⟨ϕ|ψ⟩|2 (A.7)
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Appendix B

Appendix to chapter 7: 3D chip
validation

In the experiment we benchmarked the integrated device by performing several
Boson Sampling experiments with three- and four-photon states. We repeated
the measurements for ten different configurations of the optical circuits for the
three-photon case, and further three configurations for the four-photon state

ρ4−photon ∼ 1
α+ β + γ

(
α |1111⟩ ⟨1111| + β |2002⟩ ⟨2002| + γ |0220⟩ ⟨0220|

)
, (B.1)

We adopted the likelihood ratio tests to assign the data to a given hypothesis. First,
the data were validated against the uniform sampler [284]. This algorithm requires
the estimation of the quantifier P = ∏

i

∑
j |Uij |2 where the index i labels the modes

in which photons are detected, the index j the input modes and U the unitary
matrix representing the circuit. The counter W initialized to zero is updated after
the measurement k according to the following rule

Wk =
{
Wk−1 + 1 if P ≥

(
n
m

)n
Wk−1 − 1 if P <

(
n
m

)n
,

(B.2)

where n and m are the numbers of photons and modes in the optical circuit. The
intuition behind this method is that the quantifier P reflects somehow the probability
to observe the outcome k. If this quantity is greater than the uniform probability
it is plausible that the event was sampled from a non-trivial distribution. The
second test applied to the Boson Sampling data regards the validation against the
distinguishable particles [223]. In this case, the quantifier is the ratio between the
probability q = |PerU(ij)|2 to detect indistinguishable particles, and the probability
d = Per |U(ij)|2 to detect distinguishable particles in the set of output modes j given
the input modes labelled by i. U(ij) stands for the sub-matrix identified by the input
labels i and output labels j and Per is the matrix permanent. By defining L = q

d ,
the counter C is updated after each outcome k from the Boson Sampling as

Ck =
{
Ck−1 + 1 if L ≥ 1
Ck−1 − 1 if L < 1,

(B.3)
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Figure B.1. 4-photon experiments
validation. We report the valida-
tions against the distinguishable par-
ticle hypothesis for the state in Eq.
(B.1). These further 4-photon experi-
ments were not reported in the main
chapter.
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Figure B.2. 4-photon experiments
validation. We report the valida-
tions against the uniform hypothesis
for the state in Eq. (B.1). These fur-
ther 4-photon experiments were not
reported in the main chapter.

Note that the expressions of p and q are related to the collision-free subspace
accessible in the reported experiment. Furthermore, both quantifiers P and L
depend on the element of the matrix U representing the interferometer.

In Fig. B.1-B.2 we report the validation tests performed for the two four-photon
experiments not included in the main chapter. In Fig. B.3-B.4 we have reported the
nine three-photon Boson Sampling validations whose slope values are reported in
Fig. 7.6.
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Figure B.3. 3-photon Boson Sampling validations against the distinguishable
particle sampler. We report the complete set of Boson Sampling experiments for
the 3-photon case states. The plots report the validation against the distinguishable
samplers for different settings of the optical circuits. The validation is successful in all
nine cases.
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Figure B.4. 3-photon Boson Sampling validations against the uniform distribu-
tion. We report the complete set of Boson Sampling experiments for the 3-photon case
states. The plots report the validation against the uniform sampler for different settings
of the optical circuits. The validation is successful in all nine cases.
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Appendix C

Appendix to chapter 8: Succes
probability of g(z) = 2z2 + z

In this appendix, we prove the equations (8.23) and (8.24) for the success
probability of the function g(z) = 2z2 + z as a function of the number of qubits used
in the implementation of the Quantum Bernoulli Factory. Starting from the general
equation (8.22) it is possible to replace the coefficients pj and qj with those of our
polynomial and obtain the equation

Pn(z) =
2(
∣∣2z2 + z

∣∣2 + 1)

(1 + |z|2)n

(∣∣∣ n+7
n(n−1) − 1

∣∣∣+ n+7
n(n−1) + 1

) =
∣∣2z2 + z

∣∣2 + 1
(1 + |z|2)n max{1, n+7

n(n−1) }
(C.1)

Now we have to integrate the success probability over the distribution of states that
can be presented to the circuit. For the Eq (8.23) we have to integrate the success
probability over the distribution of all the states uniformly. Using the Eq (1.30) we
can writhe the equation

< Pn >= 1
4π

∫ 1

−1
dh

∫ 2π

0
dϕ Pn

(√1 + h

1 − h
eiϕ
)

(C.2)

< Pn >= 1
2n+1 max{1, n+7

n(n−1) }

∫ 1

−1
dh 4(1+h)n−2(1+h)2+(1−h)n−1(1+h)+(1−h)n (C.3)

< Pn >= 1
2n+1 max{1, n+7

n(n−1)}

(
4 2n+2

(n+ 1)n(n− 1) + 2n+1

(n+ 1)n + 2n+1

(n+ 1)

)
(C.4)

< Pn >= n2 + 7
(n− 1)n(n+ 1) max{1, n+7

n(n−1)}
(C.5)

For the Eq (8.24) the procedure is similar but the set of equatorial state (state in
the form (eiϕ |0⟩ + |1⟩)/

√
2) we can write the equation as

< Pn >= 1
2π

∫ 2π

0
dϕ Pn

(
eiϕ
)

(C.6)
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that explicitly became

< Pn >= 1
2n+1πmax{1, n+7

n(n−1)}

∫ 2π

0
dϕ 6 + 4 cos(3ϕ) (C.7)

< Pn >= 6
2n max{1, n+7

n(n−1)}
(C.8)
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Acronym

BBO Beta-Barium Borat
BS Beam splitter
CRB Cramér-Rao bound
ECCT Extended Church-Turing thesis
FI Fisher Information
HL Heisemberg limit
HOM Hong-Ou-Mandel
KTP Potassium titanyl phosphate
MLE Maximum likelihood estimator
MSE Mean-square error
OAM Orbital angular momentum
QCRB Quantum Cramér-Rao bound
QFI Quantum Fisher Information
QP Q-plate
QQBF Quantum to Quantum Bernoulli factory
SFWM Spontaneous four-wave mixing
SQL Standard Quantum Limit
SLD Symmetric logarithmic derivative
SPAD Single-photon avalanche photodiodes
SPDC Spontaneous parametric down-conversion





193

Bibliography

[1] Taira Giordani, Chiara Esposito, Francesco Hoch, Gonzalo Carvacho, Daniel J.
Brod, Ernesto F. Galvão, Nicolò Spagnolo, and Fabio Sciarrino. Witnesses of
coherence and dimension from multiphoton indistinguishability tests. Physical
Review Research, 3(2), April 2021.

[2] Francesco Hoch, Simone Piacentini, Taira Giordani, Zhen-Nan Tian, Maria-
grazia Iuliano, Chiara Esposito, Anita Camillini, Gonzalo Carvacho, Francesco
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of classical simulability for noisy gaussian boson sampling. Phys. Rev. Lett.,
124:100502, Mar 2020.
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