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ABSTRACT
Finitetemperature structures of Cu, Ag, and Aumetal nanoclusters are calculated in the entire temperature range from 0 K to melting using a
computational methodology that we proposed recently [M. Settem et al., Nanoscale 14, 939 (2022)]. In this method, Harmonic Superposition
Approximation (HSA) and Parallel Tempering Molecular Dynamics (PTMD) are combined in a complementary manner. HSA is accurate
at low temperatures and fails at higher temperatures. PTMD, on the other hand, effectively samples the high temperature region and melts.
This method is used to study the size and systemdependent competition between various structural motifs of Cu, Ag, and Au nanoclusters
in the size range 1–2 nm. Results show that there are mainly three types of structural changes in metal nanoclusters, depending on whether a
solid–solid transformation occurs. In the rst type, the global minimum is the dominant motif in the entire temperature range. In contrast,
when a solid–solid transformation occurs, the global minimum transforms either completely to a different motif or partially, resulting in
the coexistence of multiple motifs. Finally, nanocluster structures are analyzed to highlight the systemspecic differences across the three
metals.
© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0159257

I. INTRODUCTION

Metal nanoclusters constitute an important branch of nan
otechnology because they exhibit size and shapedependent proper
ties. Typically, metal nanoclusters adopt1 either the noncrystalline
icosahedron (Ih) and decahedron (Dh) motifs or the crystalline
octahedron (fcc) motif, with the noncrystalline structures being
dominant at smaller sizes but becoming unfavorable at large sizes
due to the stress contribution to the energy that is proportional
to the volume.2–4 Since properties of technological interest (cat
alytic, optical, etc.) depend on the cluster structure, it is crucial to
understand the equilibrium structures of metal nanoclusters. For
this purpose, computer simulations can be very useful. Most of
the studies available in the literature focus on nding the global
energy minimum at a given size.3,5–17 Although this information
is important, it is limited in the sense that global minima refers to
the structures at 0 K. However, metal nanoclusters are expected to
be produced and observed at nite temperatures. In addition, vari
ous structural motifs coexist18,19 at a specic size and temperature.

Hence, a method to reliably calculate the equilibrium distribution of
various structural motifs in the entire temperature range is essential.

One possible approach is the Harmonic Superposition Approx
imation (HSA),20,21 which has been used to study Lennard
Jones,22–25 metal,18,26 and alloy nanoclusters.27,28 Briey, in this
method, a large number (∈103) of lowlying minima are sampled
from the potential energy surface (PES) to construct an approx
imation of the partition function. Subsequently, the temperature
dependent probability of an isomer is calculated based on the
partition function. HSA captures the structural distribution at low
temperatures fairly accurately. However, at higher temperatures,
HSA becomes progressively erroneous. This stems mainly from the
failure to accommodate the anharmonic effects, which become sig
nicant at larger temperatures. Another issue is the difculty in
capturing the melting region. In order to reconstruct the melting
region, it is necessary to sample the high energy region of the PES,
which would require one to collect a prohibitively large number
of minima. Due to these constraints, melting cannot be reliably
captured using HSA.
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Alternatively, to sample the phase space effectively, one can
simulate several replicas29 of the system that are at different tempera
tures and are allowed to exchange congurations at specic intervals
according to a Metropolislike criterion. This method is referred to
as replica exchange or parallel tempering. At higher temperatures,
the barriers between various structures are easily overcome, ensur
ing a good sampling at these temperatures. On the other hand, the
exchange of congurations allows the high temperature congu
rations to cascade to lower temperatures and, in the process, to
improve the phase space exploration at lower temperatures as well.
Both Monte Carlo30–33 and molecular dynamics34,35 can be carried
out in conjunction with parallel tempering. In parallel tempering
Monte Carlo (PTMC), generally, random displacement moves are
employed to sample congurations, which reduces the likelihood
of intermotif transition with increasing cluster size.36 In addition,
collective atomic rearrangements37 are involved during intermotif
transitions involving metallic clusters, which might not be straight
forward to incorporate into Monte Carlo sampling. As a result, in
this work, we carry out parallel tempering with molecular dynamics.

Recently, we have proposed a method19 that combines HSA
and parallel tempering leveraging the advantages offered by these
two methods to capture the structural distribution in the entire
temperature range (0 K to melting). First, we carry out parallel
temperingmolecular dynamics (PTMD)with several replicas at tem
peratures ranging from room temperature to beyond melting. A
large collection of local minima is sampled during the PTMD simu
lations, which are then fed into the HSA calculations. This combined
method offers several advantages where HSA and PTMD act in a
complementary fashion. The conventional HSA calculations require
the collection of a large number of local minima, which are obtained
using structure optimization methods.18,27 In our case, the minima
are directly obtained from PTMD simulations without the need to
explicitly search for them. HSA can capture the low temperature
solid–solid transitions, whichmight prove elusive for PTMD. On the
other hand, PTMD captures the high temperatures and the melting
regions accurately, where HSA calculations fail. As a result, the low
and hightemperature regions are accurately captured by HSA and
PTMD, respectively. In the intermediate temperature range, HSA
and PTMD have a good agreement.

In this work, we apply this method to study the size and
systemdependent structural changes with temperature in Cu, Ag,
and Au metal nanoclusters. This is crucial information given their
strong inuence on the properties of metal nanoclusters. For exam
ple, the catalytic activity of metal nanoclusters depends on the
structure type and size38–41 due to the wide variety of catalytic sites.42
In addition, the catalytic activity can be enhanced by an ensemble
of different geometrical structures in comparison to homogeneously
shaped structures.43 Hence, it is essential to gather knowledge on the
equilibrium structural distribution where various geometrical motifs
coexist.

Several theoretical works have calculated the global minimum
structures of Cu, Ag, and Au nanoclusters. Grigoryan et al.9 calcu
lated the global minima of Cu clusters up to 150 atoms using the
embedded atommethod (EAM)44 and up to 60 atoms using Gupta45
and SuttonChen46 potentials. Highly stable structures occur at the
sizes 13, 19, 55, 92, and 147, with all of them having high symmetry
icosahedral structures except 92, which is a chiral structure having T

point group symmetry. Most of the structures are icosahedra, with
the sizes 4, 17, 26, 28, 29, 91–95 having tetrahedral geometry and 75,
78, 81, 101–103 being decahedra. In the case of Ag nanoclusters of
sizes larger than 60 atoms, the decahedron is found to be the dom
inant motif.7,10,11,15 There are a few exceptions where the truncated
octahedron (fcc) and icosahedron (Ih) are the global minima. Due
to their strong relativistic effects,47 Au nanoclusters exhibit peculiar
structures. At sizes smaller than 40 atoms, Au nanoclusters adopt
either planar or hollow cagelike geometries.48–54 In comparison to
Cu and Ag, Au disfavors icosahedral structures. At the magic sizes of
55, 147, and 309, the icosahedron is not the global minimum.14,18,37
This is also evident over a larger size range (up to 1000 atoms).3
However, when the icosahedral structures are observed in Au nan
oclusters, for example, at higher temperatures,55,56 they typically
have “rosette”57,58 defects on the surface. A “rosette” defect appears
when a vertex atom is pushed out to form a sixatom ring with
the ve neighboring surface atoms, leaving behind a vacancy at the
vertex position.

Cu, Ag, and Au clusters have also been studied using density
functional theory (DFT) calculations. Generally, ideal structures are
considered since global minimum search becomes prohibitive at the
DFT level for clusters larger than ∼ 50 atoms.59 Roldán et al.60 car
ried out structural analysis of several “magic” sized octahedral Cu,
Ag, and Au clusters in the range 38–225 atoms and identied a
correlation to estimate cohesive energies in a large size range. Sim
ilarly, Kiss et al.61 studied octahedral and icosahedral Ag clusters
(consisting of 6–600 atoms) and observed that the cohesive energy
is linear with the inverse of cluster size. Oliveira et al.62 showed
that Ag icosahedra are energetically stable compared to cuboctahe
dra through density functional tight binding (DFTB) calculations of
“magic” clusters in the range 55–561 atoms.

The picture arising from experiments is more complex since, in
experiments, it is often difcult to disentangle kinetic effects from
equilibrium ones.1 Electron microscopy has been used to study the
structure of metal nanoclusters of varying sizes and temperatures.
Langlois et al.63 prepared Cu nanoparticles in a broad size range
of 1–12 nm using thermal evaporation. They observed a signicant
overlap between icosahedra and decahedra at sizes less than 8 nm,
beyond which fcc structures were observed. Volk et al.64 analyzed
Ag clusters with a size ≜7 nm grown in superuid He droplets. The
smallest particles were fcc, with decahedra at intermediate sizes and
icosahedra at large sizes. However, theoretical predictions2,3 show
that icosahedra are energetically favored at smaller sizes, while fcc
are favored at larger sizes, and large icosahedra are likely to be due
to kinetically trapped growth on top of smaller decahedra.65,66

Recently, the structural distribution of sizeselected Ag clusters
centered around 309 atoms was measured,67 nding an abundance
of fcc structures with very few icosahedra (2%). This is in contrast
to the prediction that icosahedra are the dominant motif around
the size 309.3 Wells et al.68 calculated the proportion of various
motifs in Au561, Au742, and Au923. At these sizes, fcc and decahe
dra make up 70% of the structures, while icosahedra contribute less
than 5%. The nitetemperature distribution of Au561 was calculated
by Foster et al.69 in the temperature range 20–500 ○C. Again, icosa
hedra were almost nonexistent beyond 100 ○C with less than 3%. At
temperatures greater than 125 ○C, there is an increase in the propor
tion of decahedra at the expense of fcc structures. The experiments
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establish a lack of preference for the icosahedral motif in Au nan
oclusters, in agreement with the ndings of Gupta potential andDFT
calculations.70

From a theoretical and experimental viewpoint, it is essential
to have knowledge of the equilibrium proportion of various struc
tural motifs as a function of temperature. In this work, we calculate
the structural distribution of Cu, Ag, and Au metal nanoclusters at
the sizes 90, 147, and 201, which fall in the size range of 1–2 nm.
These were chosen to highlight the size and systemdependent
structural changes. 147 and 201 are “magic” sizes, corresponding
to the perfect icosahedron (147) and the regular truncated octahe
dron (201). It is generally assumed that “magic” sized structures
have energetic stability. Our results show that this assumption is
not always true. Finally, we chose 90 to look at nonmagic sized
structures.

II. METHODS
We use the tight binding model within the second moment

approximation (TBSMA),71 which is also referred to as the Gupta45
potential or Rosato–Guillope–Legrand (RGL)72 potential, to model
the atom–atom interactions in Cu, Ag, and Au nanoclusters. The
parameters of the Gupta potential have been taken from Ref. 2.
The interaction potential of Au gives an accurate description of
the experimental cluster structures in the gas phase68 and on MgO
substrates.73 In addition, this potential agrees well with DFT cal
culations in the prediction of surface “rosette” defects in icosa
hedra57 and the tendency to disfavor icosahedra.70 Coming to
Ag and Cu, the Gupta potentials correctly predict the stability of
Mackay stacking over antiMackay stacking in icosahedral clusters
in line with the DFT calculations (see supplementary material in
Ref. 74). In Ag586, the fcc structure is energetically preferred in
comparison to the icosahedron, which is also the case according
to DFT.75

Gupta potential predicts correctly that Ag icosahedra are ener
getically stable compared to cuboctahedra, which agrees with the
DFTB calculations62 (see the plot of the energy difference between
cuboctahedron and icosahedron in supplementary material, Fig. S1).
At size 147, icosahedra and decahedra are the prominent motifs. In
order to assess the competition between these motifs, we have car
ried out DFT calculations for Cu147 and Ag147. For Au147 clusters,
we refer to the calculations performed previously.70 DFT calcu
lations were carried out using the Quantum ESPRESSO76 code.
Projected augmented wave (PAW)77 pseudopotentials were used
with the Perdew–Burke–Ernzerhof (PBE)78 exchangecorrelation
functional. An energy cutoff of 45 Ry was used for both Ag and
Cu, while a charge density cutoff of 181 Ry and 236 Ry were used
for Ag and Cu, respectively. The calculations were considered to
be converged with energy and force tolerances of 1 × 10−4 Ry and
1 × 10−3 Ry/a.u., respectively. The energy difference between dec
ahedron (Dh) and icosahedron (Ih), dened as EDh − EIh, at the
DFT/PBE level is +3.87 eV, +2.55 eV, and −2.56 eV for Cu, Ag,
and Au, respectively. The corresponding values according to the
Gupta potential are +1.57, +0.46, and −1.86 eV. Both DFT/PBE and
Gupta, therefore, show the same trend: Ih is energetically preferred
in Cu and Ag, while Dh is favored in Au. Based on these results,
we believe that Gupta potentials are reliable for analyzing struc
tural trends between Cu, Ag, and Au metal nanoclusters. The use of

this model will allow a thorough sampling of the energy landscape,
which would be hardly feasible with DFT. A detailed comparison
of Gupta’s potential with DFT calculations is provided in the Results
and Discussion section, which allows us to assess its performance and
limitations.

Before the PTMD simulations, we calculate the global mini
mum at each size using a basin hoppingMonte Carlo (BHMC)19,37,79
optimization search. For each size, we run ve independent search
simulations with at least 2.5 × 105 basin hopping steps.

The detailed procedure of the combined method of
PTMD + HSA is described in a previous study.19 Here, we
only recapitulate it briey. In the PTMD simulations, there are
two fundamental parameters: the number of replicas M and the
temperature, Tm m = 1, 2, 3, . . . ,M of each replica. All the replicas
are in a canonical ensemble (NVT), and the exchange of congu
rations between a pair of replicas is attempted at specic intervals.
The number of replicas is chosen such that we have at least 20–30%
acceptance of the replica swaps. This is achieved by calculating an
approximate caloric curve to identify the melting range and then
adjusting the number of replicas and their temperatures to achieve
the desired swap acceptance rate. All the PTMD simulations have
been carried out in the Largescale Atomic/Molecular Massively
Parallel Simulator (LAMMPS).80 We use a time step of 5 fs for the
molecular dynamics evolution, and replica swaps are attempted
every 250 ps. They are either accepted or rejected according to a
Metropolislike criterion.

We begin the PTMD simulations with all the replicas having
the same structure, either a global minimum or a low energy struc
ture. After discarding the initial phase of PTMD (∼0.5 μs), we sample
conguration at 125 ps after a swap attempt for a total time of about
1–2 μs.

The congurations sampled from PTMD simulations are also
fed into the HSA analysis. In the HSA18,27,28 method, the partition
function is given by

Z = ∑
i

e−βE0i Ztr
i Zrot

i Zvib
i

gi
, (1)

where β = 1/kBT. The summation is over all the local minima, i,
considered for the HSA. E0

i is the energy of the local minimum, i. Ztr ,
Zrot , and Zvib are the translational, rotational, and vibrational con
tributions to the partition function, respectively. It has been shown
that only the vibrational contribution is sufcient to calculate the
probability of the local minima.27 The denominator, gi, is the order
of the symmetry group of the local minimum, i. The vibrational
contribution due to a single minimum is given by

Zvib = 3N−6∏
n=1

e−βh̵ωn/2
1 − e−βh̵ωn/2 , (2)

where ωn are the 3N − 6 (N is the number of atoms in the clus
ter) frequencies of the normal modes. The probability of a local
minimum as a function of temperature is now given by

pi = e−βE0i Zvib
i /gi

 je
−βE0j Zvib

j /gj . (3)
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TABLE I. Melting point (in K) of Cu, Ag, and Au nanoclusters.

Cu90 Cu147 Cu201 Ag90 Ag147 Ag201 Au90 Au147 Au201

609 779 745 510 651 654 420 505 550

We dene the probability of a specic structure type pstruct by
summing up the probabilities of all the minima belonging to that
structure type,

pstruct = ∑
k
pk, (4)

where k represents all the minima having the same structure. Local
minima for the HSA analysis were collected from PTMD simula
tions up to an energy cutoff of 1–1.5 eV, with the exception of Cu147
and Ag147, where 2.5 eV was used. Two minima were considered to
be different if they belonged to different structure types and were
separated by at least 0.05 meV in energy. For identifying the geo
metrical motif of a given conguration, we use common neighbor
analysis (CNA)81 signatures. The structures are classied using the
same scheme that we employed for Au nanoclusters previously19,82
and categorized into decahedron (Dh), icosahedron (Ih), twin, fcc,
and amorphous structure classes. A structure that does not fall into
any of these categories is classied as a mix structure. Typically,
these structures are not well dened or contain structural features of
more than one geometrical motif. These structures will be described
in more detail while presenting the results. Furthermore, details

about the parameters used for HSA and PTMD are provided in the
supplementary material.

III. RESULTS AND DISCUSSION
We will present the results of Cu and Ag nanoclusters. We note

that the structural distribution of Au nanoclusters has been previ
ously reported by us,19 and we use it here to make a comparison
with Cu and Ag. In addition, we compare in detail the structures
of Au, Cu, and Ag, which were not reported previously. To begin
with, we discuss the nitetemperature structural distributions and
then make a comparison to highlight the differences and similarities
between Cu, Ag, and Au clusters. The melting points of all the metal
nanoclusters in the current work are reported in Table I. We identify
the melting point by rst constructing the heat capacity (CV ) curve
from PTMD simulations. The melting point is then calculated as the
peak of the CV curve.

A. Cu
Cu has a strong preference for icosahedral motifs as compared

to Ag and Au.2,3 The global minimums of Cu90, Cu147, and Cu201 are
shown in Fig. 1. The global minimums of Cu90 and Cu147 are both
icosahedra, with Cu90 having C2v point group symmetry. However,
with the EAM potential, the global minimum of Cu90 was predicted
to be an icosahedron with Cs symmetry.9 The best structure of Cu201
is a decahedron with Cs point group symmetry.

In the case of Cu90, the icosahedron (Ih) is the dominant motif
at room temperature, with a very small amount of twins, decahedra
(Dh), and mix structures [Fig. 1(a)]. The mix structures comprise

FIG. 1. Structural distribution of (a) Cu90, (b) Cu147, and (c) Cu201. PTMD and HSA results are shown in the top and middle rows. Global minimum structures are shown in
the bottom row. In the HSA results, for comparison, we report with vertical lines the range of PTMD temperatures and with a dashed line the fraction of amorphous structures
calculated from PTMD simulations.
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several different geometric types. Predominantly, themix structures
consist of icosahedralbased geometries that either have amorphous
regions or the entire structure adopts a conguration similar to the
92atom chiral structure9,83 with two missing atoms. The remaining
mix structures consist of polydecahedra (pDh), which have more
than one local vefold axis.19,37,84 With increasing temperature, the
proportion ofmix structures increases at the expense of Ih and peaks
before melting at ∼ 600 K. Qualitatively, HSA predicts similar struc
tural changes in Cu90. The agreement between HSA and PTMD is
good at room temperature, but thereafter there are quantitative dis
crepancies. The increase in mix structures is rather slow, according
toHSA. For example, at 600 K, PTMDpredicts 71.2%mix structures,
while HSA predicts only 20.6%.

At size 147 [Fig. 1(b)], the icosahedron, which is the global min
imum, dominates in the entire temperature range according to both
PTMD and HSA. This indicates a high thermal stability of the icosa
hedral motif at this size. Moving on to Cu201 [Fig. 1(c)], again, the
global minimum structure, a decahedron, dominates at room tem
perature, and its proportion decreases steadily with temperature.
Icosahedra compete with decahedra at higher temperatures, with the
maximum proportion of Ih observed at 700 K just before melting.
HSA, on the other hand, predicts a signicantly higher amount of
Ih at this temperature (77.2% vs 33.7%). Interestingly, fcc and twin
structures are almost absent in Cu90, Cu147, and Cu201 clusters in the
entire temperature range.

B. Ag
The global minimum structures of Ag90 and Ag201 (Fig. 2) are

decahedra, with both structures having Cs point group symmetry.

The ideal icosahedron is the global minimum of Ag147. These results
are consistent with the previously reported global minima at these
sizes for Ag clusters.10,11,15

Ag90 exhibits interesting structural changes [Fig. 2(a)]. From
the HSA results, it is evident that the global minimum decahe
dron undergoes a partial transition to twin and mix structures with
increasing temperature, leading to a combination of Dh + twin+ mix structures at 250 K. Considering the PTMD results, the pro
portion of Dh, twins, and mix structures remains constant up to∼ 450 K. This is a case of onetomany solid–solid transition27 where
one geometrical motif, the Dh, is replaced by a coexistence of Dh,
twins, and mix structures. Above 450 K, the proportion of mix
structures increases at the expense of Dh and twins. The mix struc
tures are a combination of polydecahedra37 and distorted icosahedra
with amorphous regions. The structural changes in Ag147 and Ag201
[Figs. 2(b) and 2(c)] are fairly straightforward. In both cases, the
global minimum motif (Ih for 147 and Dh for 201) dominates in
the entire temperature range, with other motifs nonexistent or in
extremely small proportions.

C. Au
We have recently19 reported the structural changes in Au nan

oclusters, and hence, we will only summarize them briey here (see
the supplementary material, Fig. S2). The global minimum struc
tures of Au90, Au147, and Au201 are fcc, decahedron, and fcc (ideal
truncated octahedron), respectively. At size 90, the global minimum
motif, fcc, is dominant at lower temperatures and competes with
twin andmix structures. With increasing temperature, fcc structures
decrease along with an increase in mix structures. In the case of

FIG. 2. Structural distribution of (a) Ag90, (b) Ag147, and (c) Ag201. PTMD and HSA results are shown in the top and middle rows. Global minimum structures are shown in
the bottom row. In the HSA results, for comparison, we report with vertical lines the range of PTMD temperatures and with a dashed line the fraction of amorphous structures
calculated from PTMD simulations.
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Au147, the decahedron (global minimum) remains dominant up to
melting, along with small amounts of twin and fcc structures. Above
400 K, Ih and mix structures begin to appear with mix structures
dominating close to melting. In Au201, there is a solidsolid transi
tion from the fcc global minimum (a truncated octahedron) to a Dh
at a low temperature around 200 K. Thereafter, the Dh dominates
up to melting along with a small amount of twins (∼10%).

D. Cu, Ag, and Au all together: Combined
HSA + PTMD

We stitch together HSA and PTMD results in order to get
the structural changes in the entire temperature range in a single
plot. Data for Au are taken from Ref. 19. Figure 3 compares the
available results for Cu, Ag, and Au at all temperatures and sizes.
HSA and PTMD are stitched together at 300 K. At the tempera
ture where HSA and PTMD are joined, their structural distributions
have excellent agreement except for small jumps in the case of Ag90
and Au90, where the trends are anyway consistent. This shows that
our approach of combining HSA and PTMD is fairly robust and
validated across various metal systems.

There are broadly three categories of structural changes that
can be observed: type(i) the global minimum remains the dom
inant motif up to melting, where amorphous takes over; type(ii)
solid–solid transitions occur, either completely or partially, well
below melting temperature, resulting in an entirely different dom
inant motif; type(iii) solid–solid transitions gradually occur leading
to the coexistence of multiple motifs. The cases Cu147, Ag147, and

Ag201 fall into the rst category, while Au201 falls into the second
category. All other cases fall into the third category, but with some
differences. In Au147 and Cu201, the coexistence between motifs is
present in a relatively narrow temperature range close to melting,
whereas in all clusters of size 90, coexistence is already found at low
temperatures.

The results show that ideal geometries corresponding to the
“magic” sizes are not necessarily energetically preferred. Here we
considered two “magic” sizes, 147 and 201. At size 201, the truncated
octahedron has perfect geometry. However, only Au has a truncated
octahedron as the global minimum, while the decahedron prevails
for Cu and Ag. Even in Au, the global minimum transforms to Dh,
which remains the dominant structure at nite temperatures. On
the other hand, at size 147, which corresponds to a perfect icosa
hedron, both Cu and Ag have this structure as the global minimum.
However, the decahedron is the global minimum of Au147 with some
icosahedra appearing only above 400 K. At size 90, all three systems
have a different geometrical motif as the global minimum—Ih for
Cu90, Dh for Ag90, and fcc for Au90—which remains dominant (Cu,
Au) or competes with other motifs (Ag). The structural distribution
of Cu reinforces the strong preference for an icosahedral motif in Cu
clusters.

E. Structural characterization
We have, so far, discussed how the various geometrical motifs

compete with temperature. In this section, we characterize the
structural features of the various motifs.

FIG. 3. Structural changes in the entire temperature range by combining HSA and PTMD in Cu, Ag, and Au nanoclusters. The vertical line in each plot indicates the temperature
at which HSA and PTMD are stitched together. The type of structural transformation is also indicated. A description of the various types of structural transformations is provided
in the text.

J. Chem. Phys. 159, 094303 (2023); doi: 10.1063/5.0159257 159, 0943036

© Author(s) 2023

01
M
arch

20
24
13
:06
:22



The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

Typical structures of Cu90 are shown in Fig. 4, along with
their energies relative to the global minimum. The icosahedron is
the dominant motif of Cu90, along with minor amounts of twin
and Dh. The twin structures of Cu90 typically have stacking faults
[second structure in Fig. 4(a)]. At higher temperatures, icosahedra
resembling the 92atom incomplete Mackay icosahedron with C3v
point group symmetry are observed. These structures have two sur
face vacancies at various positions on the 92atom cluster resulting
in Cu90 icosahedra. An example is shown in the third structure
in Fig. 4(a). As the temperature increases further, some of these
icosahedra undergo a twist and transform to mix structures resem
bling the 92atom chiral geometry with tetrahedral T symmetry

[the fourth structure in Fig. 4(a)]. The 92atom chiral structure is
the global minimum9,83 of Cu92 and has also been experimentally
conrmed to have T symmetry from a comparison of the photoelec
tron spectra of Na and Cu clusters.85–87 Again, the chirallike Cu90
clusters have two surface vacancies.

In the case of Ag90 [Fig. 4(b)], along with the conventional dec
ahedron (rst structure), we nd decahedra with either one (third
structure) or two (second structure) hcp islands. When the two hcp
islands are adjacent to each other, a local decahedral axis is formed
at the intersection, which can be considered a polydecahedron
(pDh)84 that has more than one decahedral axis. The twin motif,
which competes with Dh, consists of either a single hcp plane (the

FIG. 4. Structures of (a) Cu90, (b) Ag90, and (c) Au90. The energy of each structure is relative to the global minimum (0 eV). The arrow in (c) shows the relatively deeper
reentrant groove in Au compared to Cu and Ag. Atoms marked 1, 2, 3, and 4 show the surface restructuring in the Au90 decahedron.
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fourth structure) or stacking faults (the fth structure). Moving on
to Au90 [Fig. 4(c)], the twins predominantly have a single hcp plane,
differently from Cu90 and Ag90. In addition, Au90 decahedra have
deeper reentrant grooves [see the arrow in Fig. 4(c)] compared to
decahedra of Cu and Ag. This is consistent with the general trend
found in Ref. 2. The decahedron can undergo surface restructuring
resulting in a mix structure [see the fourth structure in Fig. 4(c)].
Consider the four atoms (1, 2, 3, and 4) shown before (top) and after
(bottom) restructuring. The atoms 2, 4 are pushed apart, and the
atoms 1, 3 come closer leading to a {100} like arrangement.

At size 147, we observe a gradual change in the nature of icosa
hedra fromCu to Ag to Au.With increasing temperature, the perfect
icosahedra become defective, initially with a single vertex vacancy
[the second structure in Fig. 5(a)] and, at still higher temperatures,
multiple vacancies (the third structure). These same vertex vacan
cies are also observed in Ag147 icosahedra [the second and fth

FIG. 5. Structures of (a) Cu147, (b) Ag147, and (c) Au147. The energy of each struc
ture is relative to the global minimum (0 eV). “Rosette” defects in (b) and (c) are
highlighted in blue.

structures in Fig. 5(b)]. However, along with the vertex vacancies, we
also observe “rosette”57,58 defects where the vertex atom protrudes to
join the ve nearest neighbors on the surface to form a sixatom ring.
These are highlighted in blue for Ag147 in Fig. 5(b), where either two
or three “rosette” defects occur together. Icosahedra in Au147, which
appear mainly above 400 K, almost always have “rosette” defects, as
shown in Fig. 5(c). Au147 decahedra at higher temperatures exhibit
deep reentrant grooves compared to the global minimum [second
and third structures in Fig. (5c)]. The twins in Au147 predominantly
have single hcp planes, as shown in Fig. 5(c).

Finally, at size 201, all three systems have Dh as the domi
nant motif at room temperature. In Cu201 and Ag201, the various
decahedra that are observed are all obtained by differing arrange
ments of nine additional atoms on a magic sized 192atom Marks
decahedron. The nine additional atoms are indicated in red [see
Figs. 6(a) and 6(b)]. The twins in Cu201 have a signicant amount

FIG. 6. Structures of (a) Cu201, (b) Ag201, and (c) Au201. The energy of each
structure is relative to the global minimum (0 eV). The atoms in red indicate the
additional nine atoms that are arranged on the 192atom Marks’ decahedron to
form various 201atom decahedra.
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of hcp regions that are either completely hcp or consist of stack
ing faults. At higher temperatures, we observe icosahedra, which
are incomplete 309atom icosahedra. In Au201, Dh is the domi
nant motif. In this case, the best Dh [second structure in Fig. 6(c)]
is different from the typical decahedra observed in Cu and Ag,
which are formed by adding nine atoms to the 192atom decahe
dron. Instead, the best Dh of Au201 is highly asymmetrical with deep
reentrant grooves. However, at higher temperatures, we do observe
Dh structures similar to those of Cu and Ag [the third structure
in Fig. 6(c)].

In addition to the structures discussed earlier, we also observe
structures that are not straightforward to categorize. We refer to
these as mix structures, which occur in greater proportions at the
smallest size of 90. The typical mix structures at size 90 are shown
in Fig. 7. In a polydecahedron (pDh),84 more than one decahe
dral axis is present within the same nanocluster. Examples of Cu90
and Ag90 pDh consisting of three decahedral axes are shown in the
rst image of Figs. 7(a) and 7(b). On the other hand, pDh is highly
uncommon in Au90. Another type of mix structure has an icosahe
dral region along with a disordered region. All three systems exhibit
these structures [second image in Figs. 7(a) and 7(b), and rst image
in Fig. (7c)]. A third type ofmix structure occurs when local icosahe
dral features are observed within fcc/twin [nal image in Fig. 7(a)] or
decahedron [nal image in Figs. 7(b) and 7(c)]. This type of structure
is mainly observed in Au and is less common in Cu and Ag clusters.
The proportion of mix structures is signicantly lower at the larger
sizes of 147 and 201. We observe structures similar to those at size
90, with icosahedra mixed with disordered regions being more dom
inant. A detailed analysis of mix structures in Au clusters has been
discussed previously.19

FIG. 7. Mixed structures of (a) Cu90, (b) Ag90, and (c) Au90. The large red atoms
in (a) and (b) indicate the various decahedral axes. In (a) and (b), the rst image
is a polydecahedron (pDh), and the second image is an icosahedron with a disor
dered region. The third image in (a) consists of a twin region and an icosahedral
region. The nal images in (b) and (c) show mixed structures with decahedral and
icosahedral regions coexisting.

F. Comparison with DFT
The structural distributions of Cu, Ag, and Au presented so

far correspond to the Gupta potential, which does not account for
the electronic interaction between atoms. In order to assess the
performance of Gupta’s potential, we make a comparison with
DFT calculations. We used PAW pseudopotentials with three types
of exchangecorrelation functionals—Perdew–Burke–Ernzerhof
(PBE),78 localdensity approximation (LDA),88 and PBE revised for
solids (PBEsol).89

We choose highly probable motifs (either two or more struc
tures per metal per size) depending on the structural distribution.
For instance, Ih and mix are the most dominant motifs in Cu90. In
the case of Ag90, three motifs coexist—Dh, twin, and mix. Hence,
we chose the lowest energy Ih, mix for Cu90, and Dh, twin, mix
for Ag90. All the Cu and Ag structures used for DFT calculations
are shown in Fig. 8. For a given combination of metal and size,
we measure the energy difference of each structure with respect to
the global minimum predicted by Gupta potential. These values are
reported in Table II for Gupta potential, DFT/PBE, DFT/LDA, and
DFT/PBEsol.

In the case of Cu90 and Cu147, Ih has lower energy, according to
both Gupta and DFT. However, for Cu90, Ih wins by only ∼ 0.08 eV
in comparison to ∈1 eV for all three DFT calculations. On the other
hand, Cu147 has a very good quantitative agreement with DFT. For
Cu201, Gupta potential predicts Dh to have lower energy than Ih, in
contrast to DFT. In the case of Ag90, DFT favors twin in comparison
to mix and Dh. According to DFT, the energetic ordering is Etwin≜ EDh ≜ Emix. Gupta potential, on the other hand, predicts Dh to
have the lowest energy among the three. There is a good agreement
between Gupta potential and DFT for Ag147 and Ag201.

Moving on to Au, the various structures used for DFT calcu
lations are shown in Fig. 9. In the case of Au90, we observe a lack
of consistency among the various exchangecorrelation functionals.
There is a good agreement between Gupta potential, DFT/LDA, and
DFT/PBEsol, with all three predicting a lower energy for fcc vs twin.
However, DFT/PBE predicts twin to be the lowest energy structure.
For Au147, we considered all the motifs (other than amorphous)
given their coexistence before the melting region. Au icosahedra
typically have “Rosette” defects. Hence, we also considered the regu
lar closedshell 147atom icosahedron and referred to it as Ihreg in
order to assess the competition between them. The energetic order
ing according to Gupta potential is EIhreg ∈ EIh ∈ Emix ∈ Efcc ∈ Etwin∈ EDh. First, Ihreg has higher energy than Ih according to Gupta
potential and DFT calculations conrming that Au favors defec
tive icosahedra consisting of “Rosette” defects. DFT/PBE predicts Ih
to have lower energy than Dh, while Gupta potential, DFT/LDA,
and DFT/PBEsol predict the opposite. When it comes to mix vs
Dh, Gupta potential disagrees with DFT calculations, which pre
dict mix to have lower energy than Dh. However, it is interesting
to note that the mix structure is indeed a Dh with local rearrange
ment of a few atoms near one of the reentrant grooves (see bottom of
Fig. 9). Hence, we believe that the Dh motif will also dominate at the
DFT level, in agreement with Gupta’s results. Finally, for Au201, both
Gupta potential and DFT predict the same energetic ordering: Etwin∈ EDh ∈ Efcc. However, Gupta potential has a lower energy differ
ence compared to DFT. As a result, we anticipate that the solid–solid
transformation from fcc→ Dh will be delayed and occur at a higher
temperature than predicted by Gupta potential.
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FIG. 8. Cu and Ag structures used for DFT calculations.

TABLE II. Comparison of energy differences (ΔE in eV) of various motifs for Gupta potential and DFT with different exchange
correlation functionals. In addition, the values corresponding to embedded atom method (EAM) potentials are provided in the
nal column.

System ΔE Gupta DFT/PBE DFT/LDA DFT/PBEsol EAM

Cu90 Emix − EIh 0.0828 1.09 1.10 1.19 0.2472
Cu147 Emix − EIh 1.5815 2.14 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1.8238
Cu201 EIh − EDh 0.9286 −0.507 −0.252 ⋅ ⋅ ⋅ 0.9003

Ag90 Emix − EDh 0.0252 0.159 0.139 0.149 −0.0043
Ag90 Etwin − EDh 0.0319 −0.231 −0.422 −0.325 −0.1193
Ag147 Emix − EIh 1.0019 1.51 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1.3051
Ag201 Etwin − EDh 0.1193 0.609 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.0659

Au90 Etwin − Efcc 0.0522 −0.106 0.0761 0.0641 0.1666
Au147 Etwin − EDh 0.0470 0.114 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.4785
Au147 Efcc − EDh 0.1089 0.616 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.0819
Au147 Emix − EDh 0.6411 −0.348 −0.330 −0.209 0.4746
Au147 EIh − EDh 0.9104 −0.176 0.189 0.175 −0.3893
Au147 EIhreg − EDh 1.8649 2.22 2.07 1.66 0.1919
Au201 EDh − Efcc 0.0524 0.237 1.01 0.798 0.7491
Au201 Etwin − Efcc 0.0677 0.575 ⋅ ⋅ ⋅ 1.01 0.798
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FIG. 9. Au structures used for DFT calculations.

Overall, we observe the following trends. At size 147, Gupta
potential performs fairly well, more so for Cu147 and Ag147, which
exhibit excellent quantitative agreement between Gupta potential
and DFT. In the case of Au147, Gupta’s potential does a good job.
First, it predicts that defective icosahedra are preferred with sur
face “rosettes.” Second, Ih has higher energy than Dh and mix,
according to both Gupta and DFT. The only difference is mix,
which is a distorted Dh with local rearrangement near the reen
trant groove, is energetically preferred over Dh at the DFT level.
At size 90, there is a qualitative agreement between Gupta poten
tial and DFT for Cu but not for Ag and Au. In the case of Ag90,
twin is preferred at the DFT level, while Dh is preferred according to
Gupta potential. In Au90, there is internal disagreement among DFT
exchangecorrelation functionals. However, given the very small
energy difference (absolute values are about 0.1 eV or lower), we
expect a similar competition between fcc and twin as observed with
Gupta potential. Finally, at size 201, both Ag and Au exhibit a quali
tative agreement with DFT (although they underestimate the energy
differences). In the case of Cu201, Ih is preferred at the DFT level as
opposed to Dh according to Gupta potential.

Finally, in order to understand how the embedded atom
method (EAM) pair potential model performs in comparison to the
Gupta potential, we calculated the energy differences using EAM
potentials for Cu,90 Ag,90 and Au.91 The results are reported in the
nal column of Table II. In the cases of Cu, Gupta, and EAM, they

exhibit similar performances. On the other hand, EAM seems to per
form marginally better in the case of Ag. According to EAM, Ag90
predicts twin to have lower energy compared tomix, and Dh is sim
ilar to DFT. In the case of Au, EAM performs poorly in comparison
to Gupta. The major drawback with EAM is that it predicts Ih to be
the lowest energy structure for Au147.

Based on these results, we nd that model potentials are still
a good guide to selecting the main structural motifs and discussing
general trends between metals, but in some cases they fail to select
the lowestenergy motifs in agreement with DFT.We note, however,
that there is a case, Au90, where there is qualitative disagreement
even between different types of DFT calculations. Moreover, in
general, there are quantitative discrepancies between the different
exchangecorrelation functionals, which would make it difcult to
assign precise temperaturedependent isomer probabilities even at
the DFT level.

IV. CONCLUSIONS
In this work, we have applied a computational framework that

we proposed recently19 to study the size and systemdependent
structural distributions of Cu, Ag, and Au nanoclusters. In this
method, we combine harmonic superposition approximation (HSA)
and parallel tempering molecular dynamics (PTMD) in a comple
mentary manner and calculate the structures of metal nanoclusters
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in the entire temperature range from 0 K to melting. We considered
three cluster sizes, −90, 147, and 201, in the range 1–2 nm, of which
147 and 201 are “magic” sizes.

To begin with, “magic” sizes are not necessarily “magic” in that
the global minimum is not always the ideal geometrical motif at
that size. The perfect icosahedron and truncated octahedron are the
ideal geometries at sizes 147 and 201, respectively. However, only
in three out of six cases (Cu147, Ag147, and Au201) does the global
minimum correspond to the ideal geometrical structure. The global
minima of Au147, Cu201, and Ag201 are all Marks decahedra. At size
90, all three systems have a different global minimum: icosahedron
for Cu90, decahedron for Ag90, and fcc for Au90.

The structural changes in these systems can be categorized
broadly into three groups: type(i) global minimum is also the dom
inant motif at nite temperatures up to melting; type(ii) solid–solid
transformations lead to a completely different motif; type(iii)
solid–solid transitions lead to a coexistence of two or more motifs.
The majority of the cases belong to the second and third groups,
which include Cu90, Cu201, Ag90, Au90, Au147, and Au201.

Icosahedra are extremely dominant, with almost 100% abun
dance in Cu147 and Ag147 right up to melting. Similarly, decahedra
are the dominant motif in Au201 up to melting. In the cases of
Cu90 and Au90, we nd a signicant proportion of mix structures
close to melting. Although decahedra are dominant in Cu201, we
nd signicant amounts of icosahedra beyond 400 K. Finally, in
Au147, the proportion of Dh decreases gradually, and we nd small
amounts of twin, fcc, Ih, and mix structures coexisting at higher
temperatures.

In contrast, Ag90 and Au201 undergo solid–solid transforma
tions. Ag90 exhibits a partial transformation Dh → Dh + twin+ mix between 100 and 150 K. Beyond 150 K, the proportion of
Dh, twin, and mix structures remains approximately constant up to
450 K, indicating the coexistence of multiple motifs. In the case
of Au201, fcc transforms to Dh below 200 K resulting in almost
100%Dh at room temperature, which remains dominant up to melt
ing. In both instances, the solid–solid transformation occurs well
below room temperature (≜200 K). As a result, it is nontrivial to
predict the nitetemperature structures from the global minimum
alone.

We also observed system specic differences across the three
metals. Cu has a stronger preference for icosahedral structures. This
is evident from the almost 100% abundance at sizes 90 and 147.
While at size 201, a signicant amount of icosahedra are observed
above 400 K, which peaks around 700 K with ∼33%. In the case
of Ag, icosahedra are mainly observed at the “magic” size of 147,
where they occur with almost 100% abundance. Au, on the other
hand, disfavors icosahedra, with icosahedra observed mainly at size
147 in small proportions beyond 400 K. Another interesting feature
is the gradual change in nature of “rosette” defects in icosahe
dra at size 147 from Cu to Au. “Rosette” defects are completely
absent in Cu but appear at higher temperatures in Ag. However,
typically, almost all the icosahedra in Au have “rosette” defects.
In contrast to Cu and Ag, decahedra in Au have deeper reentrant
grooves.

Finally, a comparison of the performance of the Gupta poten
tial with DFT reveals a few limitations of interatomic pair potentials.
We observe a good agreement between Gupta potential and DFT
at size 147. In other cases (Cu90, Ag90, Ag201, and Au201), the

energetic ordering of the considered motifs is the same according
to both Gupta potential and DFT, with Gupta energy differences
being underestimated. In the case of Au90, Gupta potential agrees
with DFT/LDA and DFT/PBEsol but not with DFT/PBE. Finally,
Gupta potential fares poorly in the case of Cu201 since it predicts
Dh to prevail over Ih. However, according to DFT, Ih should prevail
over Dh. Notwithstanding these limitations, interatomic pair poten
tials remain indispensable since the wide exploration of the energy
landscape of metal nanoclusters at the DFT level is simply not feasi
ble. It is instructive to rst obtain the structural distributions using
interatomic pair potentials, e.g., Gupta, as performed in the current
work, followed by DFT calculations to understand the limitations of
the structural distributions. For instance, we observed that the Gupta
potential predicts a complete solid–solid transformation from fcc→ Dh below room temperature for Au201. However, the energy
difference between Dh and fcc is lower than predicted by DFT
(0.0524 eV for Gupta potential vs ∈0.2 eV for DFT). Based on this
information, it can be inferred that the transformation from fcc→ Dh may occur at a higher temperature than predicted by the
Gupta potential. A further check of another model potential, EAM,
shows an overall performance of the same quality as the Gupta
potential, with a better agreement with DFT for Ag90 and a poorer
performance for Au clusters.

Our method can be easily applied to any size or system for
which reasonable models for atomic interactions are available. As
a result, this method enables one to estimate the equilibrium pro
portion of various geometrical motifs as a function of tempera
ture, which can then be used to compare with the experimentally
obtained structural distribution.67–69 This allows one to verify if the
experimentally observed structures are in equilibrium or kinetically
trapped metastable structures.

SUPPLEMENTARY MATERIAL
Supplementary material contains Parameters of HSA, PTMD;

Structural distribution of Au nanoclusters.
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