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Abstract—Vision Transformer (ViT) architectures are becoming increasingly popular and widely employed to tackle computer vision
applications. Their main feature is the capacity to extract global information through the self-attention mechanism, outperforming earlier
convolutional neural networks. However, ViT deployment and performance have grown steadily with their size, number of trainable
parameters, and operations. Furthermore, self-attention’s computational and memory cost quadratically increases with the image
resolution. Generally speaking, it is challenging to employ these architectures in real-world applications due to many hardware and
environmental restrictions, such as processing and computational capabilities. Therefore, this survey investigates the most efficient
methodologies to ensure sub-optimal estimation performances. More in detail, four efficient categories will be analyzed: compact
architecture, pruning, knowledge distillation, and quantization strategies. Moreover, a new metric called Efficient Error Rate has been
introduced in order to normalize and compare models’ features that affect hardware devices at inference time, such as the number of
parameters, bits, FLOPs, and model size. Summarizing, this paper firstly mathematically defines the strategies used to make Vision
Transformer efficient, describes and discusses state-of-the-art methodologies, and analyzes their performances over different
application scenarios. Toward the end of this paper, we also discuss open challenges and promising research directions.

Index Terms—Computer vision, computational efficiency, vision transformer
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1 INTRODUCTION

A RTIFICIAL intelligence (AI) solutions based on deep
learning (DL) infrastructures are becoming increas-

ingly popular in a variety of everyday life and industrial
application scenarios, such as chat-bots and perception sys-
tems [13, 44, 14, 45, 80]. Those tasks are usually based
on neural language processing (NLP) and computer vi-
sion (CV) solutions, specifically focusing on text and im-
age analysis. Although such algorithms have usually been
developed through convolutional neural networks (CNN)
models, i.e., architectures consisting of convolutional opera-
tions used to extract information at different scales, recently,
new families of neural networks such as [62, 18, 59] have
been proposed. These methodologies exhibit exceptional
performance in AI applications and consistently push their
limits. They have in common the self-attention mechanism,
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which simultaneously extracts specific information from
each input data, including text prompts and pixels, while
also considering their inter-relationships for a sensible im-
provement of the simple translation-invariant property of
the convolution operator. Generally speaking, the attention
mechanism has been introduced by Bahdanau et al. [1]
(2014) in order to address the bottleneck problem that arises
in encoder-decoder architectures to flexibly translate the
most relevant information of the encoded input sequences
into the decoder part. In NLP tasks, this issue is especially
true for lengthy and/or sophisticated sequences, while in
CV-dense prediction applications such as semantic segmen-
tation and depth estimation, this technique will lead to su-
perior reconstruction capabilities of the model’s outputs, as
shown in [9, 78, 51]. Furthermore, the attention mechanism
is then reformulated by Vaswani et al. [62] (2017) in order
to extract intrinsic features while showing the self-attention
potential in order to capture long-range dependencies.

Since their first developments, transformer models have
usually been applied to NLP scenarios such as language-
to-language translation tasks [50, 2]. Subsequently, inspired
by the remarkable performances achieved by the global
receptive field of transformer architectures in CV tasks, Dai
et al. [12] (2017) introduce the deformable convolutions in
order to overcome the fixed geometric structures of CNN
modules. Similarly, Wang et al. [67] (2018) present non-
local operation techniques for capturing long-range depen-
dencies, showing that non-local neural networks outper-
form well-known 2D and 3D convolutional architectures
for video classification tasks. Moreover, Zhang et al. [82]
(2020) propose to model long-rate dependencies via graph
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convolutional neural network. The authors introduce a dy-
namic graph message passing network (DGMN) which is
able to achieve substantial improvements with respect to
dynamic convolution operations while using fewer MAC
operations. These results are achieved thanks to the larger
receptive field and less-redundant information captured by
graph nodes. Despite these solutions, which demonstrate
the ability to improve CNN models, Dosovitskiy et al. [16]
(2021) propose the first solution in order to apply the self-
attention to bi-dimensional signals, namely vision trans-
formers (ViT). The authors design a general backbone where
the input image is divided into fixed-size patches in order
to apply the standard self-attention. This preliminary work
exhibits the capabilities and performances of transformers
also in the CV research field. However, one of the major
challenges for ViT is the computational cost of their key
element, i.e., the self-attention itself; this behavior is particu-
larly true for high-resolution and dense prediction tasks [66,
10, 78, 51]. In particular, self-attention’s computational and
memory cost increases quadratically with the image reso-
lution. Moreover, the Softmax operation computed in the
attention block makes these structures computationally de-
manding for edge and low-resource devices. These demand-
ing hardware requirements provide significant hurdles for
ViT models to infer on resource-constrained devices such
as embedded devices and autonomous systems. Further-
more, to provide a high-quality user experience, real-time
computer vision systems incorporating transformer-based
models must fulfill low latency requirements. Consequently,
due to the growing development of novel ViT architectures
with improved estimation performances (which comes at
the expense of elevated computational costs) and the need
for resource-constrained devices in real-world AI tasks, this
survey aims to give an in-depth analysis of the most recent
solutions in order to design efficient ViT models.

Generally speaking, previously proposed surveys by
Han et al. [19] (2022), Tay et al. [58] (2022), and Khan et
al. [31] (2022) mainly focus on a general overview of trans-
formers models from both NLP and CV tasks and their var-
ious application scenarios. Specifically, those earlier studies
exclusively rely on small subsections, future investigations,
or a limited amount of analyzed methodologies related to
the efficient ViT strategies. Furthermore, several works have
been recently conducted (2023) in response to the rising
need for more accurate models capable of performing tasks
in real-world settings, resulting in significant progress in
the research field. In contrast to previous surveys, Zhuang
et al. [85] (2023) recently presented a systematic overview
specifically focused on the efficient training of Transformers
models. Consequently, through the examination of several
current efforts, and in order to give a more comprehensive
overview of efficiency methodologies in ViT, we observed
the necessity of a survey entirely focused on the efficiency-
architectural domain. Precisely, as briefly mentioned also
in [19], we categorize efficient deep learning algorithms for
ViT structures into four categories by adopting the following
reported methodology:

• Compact architecture (CA) - analyzes solutions specif-
ically developed to reduce the computational cost of
self-attention in order to guarantee the ViT global

understanding of the input features while reducing
(often by attention linearization) the computational
cost of such architectures.

• Pruning (P) - focuses on strategies designed to reduce
the number of neurons and connections of ViT mod-
els in order to maintain high accuracy while avoiding
the model over parametrization and reducing the
number of computed operations (multiplications).

• Knowledge distillation (KD) - analyzes learning strate-
gies that aim to improve the performance of shallow
(student) models by sharing and compressing the
knowledge from deeper ones (teacher).

• Quantization (Q) - technologies that aim to reduce
data type, from floating point to integer, and pre-
cision, from 32-bit to a lower bit-rate, of ViT’s
weights and activation functions in order to obtain
lightweight and memory-efficient models.

Moreover, the main contributions of this work are sum-
marized as follows:

• We present a comprehensive review of efficient ViT
methodologies emphasizing the mathematical as-
pects, analyzing the proposed strategies, and com-
paring their performances on well-known bench-
mark datasets.

• We surveyed the milestones of efficient ViT strategy
(up to 2023) for the four selected efficient categories
(CA, P, KD, and Q).

• We introduce a novel evaluation metric named Effi-
cient Error Rate (EER), which is able to consider all
the parameters that can affect a general device at in-
ference time, such as the number of parameters, bits,
FLOPs, and model size, in order to compare the an-
alyzed methodologies over well-known benchmark
datasets fairly. We also identify the best strategy
that better balances EER and estimation capabilities
(accuracy).

• We finally provide some useful insight for future
development and promising research directions.

The rest of the survey is organized as follows: Section 2
reviews some general and mathematical concepts of ViT
and efficient strategies, Section 3 describes state-of-the-art
efficient deep learning solutions proposed in recent years.
Finally, Section 4 compares the estimation performances
achieved by the previously introduced methods when ap-
plied to tackle different CV tasks, and Section 5 discusses
ViT challenges and promising research directions.

2 BACKGROUND

This section aims to define preliminary notions and mathe-
matical formulations for the four categories of the analyzed
efficient techniques in order to highlight better the novel-
ties introduced in the state-of-the-art researches reported in
Section 3. Precisely, following the four subset categorization
of the survey, Section 2.1, Section 2.2, Section 2.3, and Sec-
tion 2.4, respectively formalize vision transformers, pruning,
knowledge distillation, and quantization strategies.
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2.1 Background on Vision Transformers

The development of transformer architectures has been
mainly due to their ability to capture long-range depen-
dencies and incorporate more information with respect to
fully CNN models when trained on very large datasets [60].
Those architectures are composed of two key elements:
patch embedding and feature extraction module computed
via cascaded self-attention blocks. Moreover, classification
heads or other structures, such as decoders, are stacked on
top of the encoding part in order to perform the desired
task. For instance, in the case of a general classification task,
the first element is used to process the input RGB image
before the feature extraction takes place in order to obtain a
sequence of embedded data. Subsequently, each embedded
sequence is fed into a transformer encoder composed of
multiple self-attention blocks in order to extract low-level
features and complex relationships between different ele-
ments of each input sequence. Finally, a multi-layer percep-
tion (MLP) head composed of two feed-forward functions is
used to compute the output probabilities. We report in the
following paragraphs a more detailed mathematical formu-
lation of the path embedding and self-attention mechanism.

Patch embedding: The first key element of a transformer
structure is the creation of patch embedding; in order to
obtain it, the input feature maps are usually processed as
follows: at first, the input image x ∈ RH×W×C is divided
into N patches. Similar to a word sequence in NLP tasks, a
patch is a pixel matrix containing part of the input image,
i.e., a subset of the input data. Each patch is then flattened
in order to obtain a sequence of n entities and multiplied
with a trainable embedding tensor which learns to linearly
project each flat patch to dimension d; this results in n
embedded patches of shape 1 × d, lets generally denote
them as N ∈ Rn×d. Subsequently, a trainable positional
embedding is added to the sequence of projections in order
to add the spatial representation of each patch within the
image space, let’s define the overall output embedding as z.

Self-attention: As a following step, given the patch em-
bedding sequence zn, the self-attention mechanism learns
how to gather one token ti ∈ zn with the others (tj with
j ̸= i and i, j ∈ d) into the sequence. This solution leads
to global information extraction from the input features,
which improves the fixed receptive field of well-known
convolution operations. Usually, the transformer structure
is based on a multi-head self-attention (MSA) mechanism,
which is composed of several single self-attention layers
running in parallel; we report a graphical overview of the
just introduced operations in Figure 1.

Therefore, the self-attention module can be mathemat-
ically defined as follows. Given an input vector, this op-
eration first computes three matrices: the query Q, the
key K , and the value V , respectively, with equal sizes
(dq = dk = dv). Subsequently, the operation translates the
obtained scores into probabilities, computing the softmax
function. Consequently, the Vanilla self-attention [62], also
known as softmax dot-product self-attention operation, can
be formally defined with the attention matrix A ∈ Rn×dv

as reported in Equation 1 where the output matrix A up-
dates each component of a sequence by aggregating global
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Fig. 1. Graphical overview of the vanilla self-attention and the multi-
head self-attention blocks. The O(n2) in the softmax dot-product self-
attention highlights the quadratic cost of each operation.

information from the complete input sequence.

A(Q,K, V ) = Softmax

(
Q ·KT

√
dk

)
· V (1)

However, from a computational complexity aspect, the
time and memory cost for this operation increases quadrat-
ically with the number of patches n within an image, i.e.,
O(n2). This cost is due to two dot product operations
(reported as MatMul in Figure 1), i.e., the computation of
QKT
√
dk

, which takes O(n2dk), and the second one between
the softmax probability and V which takes O(n2dv). Then,
self-attention modules are concatenated together into an
MSA in order to extract information from different areas at
the same time. Finally, the inputs and output of the MSA
module are normalized (Norm) and passed into a feed-
forward network (FNN) consisting of two feed-forward lay-
ers interleaved by a nonlinear activation function (usually
a GeLU). Then, by defining as X the input features of the
transformer module, it is possible to formulate its output
Xout as expressed in Equation 2:

XMSA = Norm(MSA(X,X)) +X

Xout = Norm(FNN(XMSA)) +XMSA
(2)

Cross-attention: Based on a similar computation to the
self-attention operation, the cross-attention mechanism is
also widely employed in vision transformer applications
after the patch embedding calculation. More in detail, the
cross-attention leverages the use of two separate embedding
sequences, computing the matrix Q from the first stream
andK and V from the second one, i.e., the patch embedding
operation is performed twice for each embedded data. This
solution allows the conditioning of deep learning models
with extra information, such as text prompts or other im-
ages.

2.2 Background on Pruning
The neural network pruning strategy, introduced by
Janowsky et al. [27] (1989) and Karnin et al. [29] (1990),
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is inspired by the synaptic pruning in the human brain.
During this procedure, only a subset of the connections,
i.e., axons and dendrites, will remain connected between
the childhood and puberty phases. In neural networks, this
solution does not require interfering with training proce-
dure and loss functions; precisely, the pruning strategy is
computed after the training phase in order to reduce the
number of neurons and connections of the network; in fact,
it is also known as post-training pruning. This procedure
is performed by setting to zero some neuron’s weights, usu-
ally, the ones with the lower estimation contribute (saliency),
i.e., neurons that have minimal impact in the final predic-
tion. Generally speaking, this strategy will result in lighter
models with respect to the original ones, which are usually
called “sparse” models due to the spare (i.e., with zeros)
matrix obtained after pruning. More in detail, under the
assumption that the used framework is able to take ad-
vantage of sparse computation on CPU/GPU devices, this
strategy will reduce the number of multiplications between
layers at inference time, saving hardware computation and
improving the model’s inference frequency. Moreover, by
defining with D the dataset, f(x,W ) the trained model,
where x is the input data (x ∈ D), andW its weights, we can
formalize the pruning algorithm as reported in Algorithm 1.

Algorithm 1 Pruning strategy
Input: f(·, ·), trainable neural newton

D, set training of data
P0/1, matrix of pruned features

1: f(·,W0)← weights initialization
2: f(x ∈ D,W ′)← train until convergence
3: f(x ∈ d ⊆ D,P0/1 ⊙W ′)← pruning

Precisely, after the training phase, the pruning strategy is
obtained by multiplying the trained weights W ′ by a diag-
onal binary matrix P0/1 ∈ {0, 1}|W

′| which is composed of
a set of pruned features p0/1 with p0/1 ∈ {0, 1}R. Moreover,
to select the latter features it is commonly used a subset
d ⊆ D in order to compute the weights’ importance score.
Consequently, after the pruning operation, only a subset of
the trained weights WP0/1

∈W ′ will not be set to zero.
However, due to the reduction of the number of neurons

and connections inside the original model, this strategy
usually leads to a reduction of the generalization capabilities
with respect to the original model. Therefore, in order to
define the best trade-off between zeroed weights (fast infer-
ence) and estimation performances, the developed pruning
strategies will mainly differ on how to identify the weights
that can be zeroed with the minor accuracy reduction, i.e.,
in how to define the p0/1−vector optimally. In order to give
a general overview, pruning techniques usually focus on
three sets of studies: (1) structure and unstructured methods,
i.e., strategies that focus on the entire set of weights or on
specific ones. (2) score computation, which are the possible
ways to compute the pruning vector and the identification
of the number of network’s weights that can be pruned.
(3) training phase, which focuses on the training-pruning (or
fine-tuning) strategy employed at the training phase.

2.3 Background on Knowledge Distillation

The knowledge distillation (KD) strategy has been intro-
duced by Hilton et al. [22] (2015) in order to reduce the
computational requirements of deep neural networks with
respect to other solutions like ensemble learning and the
mixture of experts. This choice is particularly due to the
difficult deployment of large deep neural network models
on edge devices with limited memory and computational
capacity. The basic idea behind this KD strategy is to transfer
the generalization and estimation abilities from a deep (pre-
trained) model to a shallower and lightweight one through
class probabilities. As commonly defined, we identify the
deeper model as the teacher and the shallower as the student.
Therefore, the objective of the learning strategy is to train
the student model in order to match the class probabilities
(pi) produced by the teacher; the authors define these values
as soft targets. Consequently, we can define the distillation
loss (LDstl) as reported in Equation 3 where pti and psi are
respectively the soft labels of the teacher and the student
and CE the cross-entropy loss function.

LDstl = CE(pti, p
s
i ) (3)

The described procedure allows the smaller model
to minimize the distance from the teacher’s output
distribution, i.e., learning from information that is not
provided by the ground-truth labels, and consequently,
closely mimic the behavior of the pretrained large teacher.
Moreover, by adding to the overall optimization problem
the cross-entropy loss computed between the hard labels
(classification vector) of the student and the ground truth
labels, which we define as (LClass), we can formulate the
loss function of the vanilla KD learning strategy (LKD) as
reported in Equation 4.

LKD = LClass + LDstl (4)

Furthermore, to give a better understanding of the newly
introduced learning strategy, we show in Figure 2 its block
diagram representation.

classGround truth label 

RGB Image 

+

Teacher

Student
pi

class

pi

Fig. 2. Graphical representation of the vanilla KD learning strategy.
Please refer to Section 2.3 for the used notation.

2.4 Background on Quantization

The last compression approach that we review in this
work is the quantization procedure. The quantization has
the objective of reducing the neural network parameters
(weight and activation values) from floating point precision
data types, i.e., usually 32-bit, to a lower bit representation,
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TABLE 1
Summary of all the analyzed efficient vision transformer models. We organize the modes following their categorization, i.e., compact architecture

design (CA), pruning methods (P), knowledge distillation (KD), and quantization (Q). We also underline methods that combine (+) different
strategies.

Category Model / Paper General overview Code

CA

PVT (Wang et al., 2021) Propose the SRA attention module which has
✓a computational cost R2

i time lower than MSA

Swin Transformer (Liu et al., 2021) Propose a shifted window attention (non overlap-
✓ping patches) against vanilla sliding window

SOFT (Lu et al., 2021) Introduce a softmax-free attention module
✓obtained via low-rank decomposition strategy

PoolFormer (Yu et al., 2022) Replace the attention with a non-parametric
✓pooling operation to reduce the computation

PVTv2 (Wang et al., 2022) Introduce a Linear SRA attention module which
✓leverage the pooling spatial reduction capabilities

MViTv2 (Li et al., 2022) Limited computational complexity
✓with residual pooled attention

SimA (Koohpayegani and Pirsiavash, 2022) In order to avoid exp(·) operations, authors
✓propose a softmax-free attention solution

Flowformer (Huang et al., 2022) Introduce an attention module
✓inspired by flow neural networks

Hydra Attention (Bolya et al., 2022) Linear attention based on decomposable kernel
✓strategies and an high amount of attention heads

Ortho (Huang et al., 2022) Reduce the computational complexity of MSA
✗orthogonalizing the tokens within local regions

Castling-ViT (You et al., 2023) Propose a fully-linear ViT architecture
✓thought a linear-angular attention module

EfficientViT (Cai et al., 2023) Propose a fully-linear ViT architecture designed
✓for high-resolution dense prediction tasks

CA + Q EcoFormer (Liu et al., 2023) Propose to kernelizing the attention module via
✓hash functions to reduce its computational cost

P

VTP (Zhu et al., 2021) Propose a strategy to prune
✗attention modules

DPS-ViT (Tang et al., 2022) Propose a path slimming algorithm to
✗identify and discard redundant patches

WDPruning (Yu et al., 2022) Introduce a solution to reduce both
✗weight and depth of a ViT

NViT (Yang et al., 2023) Propose an Hessian-based global
✓structured pruning algorithm

X-Pruner (Yu and Xiang, 2023) Design a layer-wise pruning algorithm
✓based on eXplainable AI masks

P + KD DynamicViT (Rao et al., 2023) Leverage to progressively and dynamically
✓prune less informative ViT tokens

KD

DeiT (Touvron et al. 2021) Introduce a distillation token into the attention
✓module to mimic teacher’s hard labels

Monifold Distillation (Hao et al., 2022) Introduce a loss function based on patch-level
✗information present in transformers modules

TinyViT (Wu et al., 2022) Introduce a new family of small ViT which
✓is trained via memory efficient KD strategy

DearKD (Chen et al., 2022) Introduce a distillation framework
✗for limited/data-free training

CivT (Ren et al., 2022) Distillation strategy based on multiple teachers
✓which extract features from different perspectives

MiniViT (Zhang et al., 2022) Introduce a weights multiplexing strategy
✓applied to ViT architectures

SMKD (Lin et al., 2023) Propose a patch-masking approach for
✓ViT applied to few-shot learning tasks

Q

- (Liu et al., 2021) Introduce a mixed-precision weights strategy
✗formulated as an optimization problem

PTQ4ViT (Yuan et al., 2022) Twin uniform strategy, which splits negative
✓and positive weight’s values into two bit-ranges

APQ-ViT (Ding et al., 2022) Popose a Matthew-effect preserving
✗scheme for ultra-low bit quantization

Auto-ViT-Acc (Lit et al., 2022) Introduce a ViT quantization strategy
✗specifically designed for FPGA devices

NoisyQuant (Liu et al., 2023) Improve previous quantization methods by adding
✗a fixed noisy factor to the date-distribution

Q + P + KD GPU-SQ-ViT (Yu et al., 2023) Introduce a GPU friendly framework
✗based on a mixed KD strategy

such as 8/6/4/2-bit precision and/or to a different data
type, i.e., integers. Thus, quantized models will significantly
save storage memory and speed up the inference process.

However, due to the strong compression, the model could
suffer severe accuracy drops or even instabilities.

The quantization function Ψ(·, ·) and the quantization
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intervals ∆ (also known as scaling factors, i.e., the way
to represent the data with the available bit-width) are the
two main critical features of this approach, which should
be carefully chosen. To give a general overview, by defying
with x a floating-point value and with k the number of
available bits, we report in Equation 5 the most popular
function, namely the uniform quantization function, where
the data range is equally split.

Ψk(x,∆) = Clamp

(
Round

(
x

∆

)
,−2k−1, 2k−1 − 1

)
(5)

Moreover, a graphical representation of the quantization
procedure from the commonly used 32-bit representation
to a general k-bit compression is reported in Figure 3.

10101010

10101010

10101010

10101010

kΨk (x,∆)

32-bit k-bit 

Fig. 3. Graphical representation of a general quantization procedure;
the floating-point 32-bit data is compressed based on the quantization
function Ψk(x,∆) to a k -bit representation.

Precisely, there exist two types of quantization methods:
the quantization-aware training (QAT) and the post-training
quantization (PTQ). The first strategy interleaves training
and quantization procedures, i.e., finetuning the quantized
model at low precision, while the second is computed after
the training phase without the need for re-training or fine-
tuning. However, for ViT architecture, the QAT strategy is
highly costly due to the re-training phases; differently, PTQ
could be a preferable solution, enabling a fast quantization
and deployment, needing a few samples (also unlabelled) to
calibrate the quantization procedure.

3 EFFICIENT VISION TRANSFORMER

This section reviews architectures and strategies proposed
in recent years in order to design efficient ViT models.
Precisely, following the four subset categorization of the
survey, Section 3.1, Section 3.2, Section 3.3, and Section 3.4,
respectively analyzes the compact ViT, pruning, knowledge
distillation and quantization strategies specifically designed
for ViT models. We report in Figure 4 a graphical overview
of the compression technique behaviors and a summary of
the reviewed models in Table 1.

3.1 Compact architecture design

Based on the mathematical basis introduced in Section 2.1,
in this paragraph, we review multiple researches focused on
architectural-like optimizations, i.e., solutions that are de-
signed to reduce the computational cost of ViT by reducing
or linearizing the cost of the self-attention module. In order
to give a better understanding of how these technologies

have developed, the proposed solutions are reviewed to
address the task according to their release date. Such a
straightforward solution will emphasize a gradual reduc-
tion of the self-attention’s computational cost. In particular,
we will point out that earlier research (2021) will reduce
the quadratic computational cost without attaining a fully-
linear design, as will be proposed in more recent studies
(2023).

A preliminary work has been conducted by Wang et
al. [65] (2021), who propose Pyramid Vision Transformer
(PVT), a versatile convolution-free (pyramidal) backbone
for dense prediction tasks. The ViT architecture uses a
progressive shrinking strategy based on a pyramidal struc-
ture in order to handle high-resolution feature maps and
reduce their computational cost. The paper introduces and
substitutes the standard multi-head attention (MSA) with
spatial-reduction attention (SRA), lowering the computa-
tional/memory complexity of attention operation. More-
over, the SRA reduces the resource consumption of ViTs
while making the PVT model flexible to learning multi-
scale and high-resolution features, i.e., working with high-
resolution images. Then, the SRA is R2

i
1 times lower

than the standard MSA; therefore, the model can han-
dle high-resolution input features with lower computa-
tional/memory requirements. Furthermore, by defining
with SR(·) the operation for reducing the spatial dimension
of the input sequence, it is possible to formally define the
single attention module ASRA of the SRA2 in Equation 6.

ASRA(Q,K, V ) = A(Q,SR(K), SR(V )) (6)

During the same year, Liu et al. [46] (2021) propose
Swin Transformer, an architecture able to achieve a linear
computation complexity to input image size. This result
is achieved by computing a local multi-head self-attention
operation, i.e., only within each (non-overlapping) window
(W-MSA). This choice avoids a global self-attention opera-
tion as proposed in Dosovitskiy et al., taking advantage of
smaller feature windows obtained aggregating neighboring
patches of the input feature maps. Moreover, the authors in-
troduce a shifted window (SW) operation computed between
consecutive self-attention layers. In regards to the standard
sliding window operation, the proposed solution, combined
with the self-attention mechanism, namely shifted W-MSA
(SW-MSA), leads to notable latency improvements in real-
world applications facilitating memory access in hardware.

Differently from previous studies, Lu et al. [49] (2021)
propose SOFT, a softmax-free transformer model. The au-
thors identify the high computational cost of vision trans-
former architectures in the softmax operation (i.e., exp(·))
computed in the self-attention layer, therefore proposing
to approximate the operation via low-rank decomposition.
Therefore, the final formulation of the softmax-free self-
attention (ASOFT ) is formulated as follows, the authors
generate Q̃ and K̃ with a convolution and average pooling
operations from the query Q and key K respectively.

ASOFT = exp
(
Q⊖ K̃

)
·
(
exp

(
Q̃⊖ K̃

))†
· exp

(
Q̃⊖K

)
(7)

1. Ri is the reduction ratio of the attention layers in Stage i.
2. SRA is then obtained as MSA concatenating h attention modules
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Fig. 4. Graphical representation of efficient ViT techniques and their optimization effects. The fundamental element on which the VITs are built is
shown on top, where the dashed orange block highlights the component on which each optimization technique mainly focuses. A graphical depiction
of how the optimizations influence the block of interest is also provided at the bottom of the image. Please refer to Section 2 for the reported variables
and their description.

The following year, Yu et al. [77] (2022) propose a
study on the impact of the token mixer in vision trans-
formers; the authors abstract the general structure into the
so-called MetaFormer structure. Furthermore, by replacing
commonly used token mixers, such as the self-attention
operation, with a non-parametric pooling (Pool) operator,
Yu et al. designed PoolFormer. Therefore, given the input
features X , the MSA module of PoolFormer (XPFMSA

) can
by formulated as reported in the following equation.

XPFMSA
= Pool(Norm(X) +X) (8)

Based on the reported formulation, thanks to the pooling
operation, the proposed model is able to achieve a linear
computational complexity to the token’s sequence length
without the addition of any learnable parameter.

Li et al. [36] (2022) propose MViTv2, an improvement of
the previously proposed MViT backbone by Haoqi Fan et
al. [17] (2021). More in detail, MViTv2 improves the pool-
ing self-attention introduced in MViT [17], with a residual

pooling connection, in order to keep a limited computa-
tional complexity and reduced memory requirements of the
attention block while increasing the information flow and
facilitate the training process. This operation is performed
by adding a pooled query tensor Pool(Q) to the output
sequence inside the MViT attention module. Therefore, by
defining the pooling self-attention AMV iT as reported in
Equation 9, its improved version proposed AMV iTv2 can
be formulated as reported in Equation 10.

AMV iT = A
(
Pool(Q), Pool(K), Pool(V )

)
(9)

AMV iTv2 = AMV iT + Pool(Q) (10)

Moreover, inspired by prior works that employ the pool-
ing operation in order to reduce the computational cost of
self-attention, Wang et al. [64] (2022) provide an enhanced
version of PVT, namely PVTv2. The innovative architecture
is designed on a novel linear spatial-reduction attention
(Linear SRA) module, which uses an average pooling to
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reduce the spatial dimension before the attention operation
rather than the convolutional one utilized in the previous
SRA module. In addition, the authors also introduce an
overlapping patch embedding to prevent losing some of the
image’s local continuity.

Motivated by the issue highlighted by Lu et al. [49]
in 2021, Koohpayegani and Pirsiavash [34] (2022) provide
an enhanced strategy to manage the exponential operation
computed by the softmax layer. The authors introduce
SimA, a softmax-free attention block, in which the softmax
layer is replaced with a l1-normalization operation in order
to normalize the query (Q̂ = ||Q||1) and key (K̂ = ||K||1)
matrices. This solution modifies the computation of vanilla
self-attention into a standard sequence of multiplications
between matrices. More in detail, similarly to Lu et al. [49],
this choice is due to the exp(·) operation computed in the
softmax layer, which, in a transformer architecture, does
most of the computation when the input feature map is
large. However, differently from Lu et al. [49], SimA is not
based on low-rank decomposition; instead, it is based on an
adaptation method in order to linearize the transformer’s
computational cost at test time. Moreover, the authors
demonstrate the effectiveness of the proposed solution ap-
plied to state-of-the-art models such as DeiT, XCiT, and CvT,
achieving on-par accuracy with respect to standard self-
attention layers. Although the overall computational com-
plexity has been reduced (it is more efficient when n >> d),
the overall cost of the proposed model is still quadratic
with respect to the number of input tokens (O(n2d)) or the
dimension of each token (O(nd2)). However, SimA is able to
dynamically choose the smallest computational complexity
based on the number of input tokens linearizing the overall
computational cost (O(nd)); the SimA attention module
ASimA can be formulated as reported in Equation 11.

ASimA =

{
Q̂(K̂TV ) if n > d

(Q̂K̂T )V otherwise
(11)

Summarizing, SimA is able to adapt its computation at the
test time in order to achieve a linear computation on the
number of tokens or on the number of channels while being
more efficient on edge and low-power devices thanks to the
softmax-free solution, i.e., lack of exp(.) operations.

Differently from all the previous studies, Huang et
al. [26] (2022) propose Flowformer, a transformer archi-
tecture based on Flow-attention modules. The optimized
attention layer is inspired by flow networks, architectures
defined as a directed graph where each edge has a capacity
and receives a flow of information, as described by Waissi et
al. [63] (1994). Precisely by non-negative and non-linear pro-
jection ϕ of flow computation capacity. The introduced oper-
ation aggregates the weights (i.e., attention maps) computed
from the queries (Q) and keys (K) over the information
values (V ), achieving a linear complexity with respect to
the number of input tokens. The authors define the capacity
of conserved information flows as Î ∈ Rn×1, the incoming
flow, and with Ô ∈ Rm×1 the outgoing flow. Therefore,
the overall flow attention module AFlow can be formulated
based on flow conservation principles [63] (competition,

aggregation and allocation) as reported in Equation 12.

Competition : V̂ ∈ Rm×d = Softmax(Ô)⊙ V

Aggregation : A ∈ Rm×d =
ϕ(Q)

I
·
(
ϕ(K)T · V̂

)
Allocation : AFlow ∈ Rn×d = Sigmoid(Î ⊙A)

(12)

Furthermore, Bolya et al. [3] (2022), inspired by the use of
decomposable kernel strategies [30] (linear in the number of
tokens) in order to reduce the computational cost of self-
attention, proposed to take a step further by developing
the Hydra Attention module. The proposed technique is
based on the concept that increasing the number of attention
heads in the MSA does not increase the computational cost.
Consequently, aligning the number of attention heads with
the features in a decomposable kernel strategy, the model
achieves computational linearity in both tokens and fea-
tures, resulting in a reduced computational cost of the atten-
tion layer. Moreover, as reported in the original paper, this
method is particularly effective for high-resolution images,
a common bottleneck for high-demanding architectures.

Huang et al. [25] (2022) propose a general-purpose
backbone called Orthogonal Transformer (Ortho), which is
able to reduce the computational cost of standard attention
mechanism with an orthogonal self-attention (AOSA). The
attention is computed orthogonalizing the tokens within
local regions, permuting them into token groups; the or-
thogonal matrix is defined as O ∈ Rn×n. Finally, the MSA
is computed group-wisely into the orthogonal space. This
solution leads to the possibility of computing the AOSA

with a lower resolution with respect to the commonly used
image space, reducing the overall computational complexity
of self-attention of a factor n0 equal to the number of
groups into which the tokens are separated. The authors
also introduce a Positional MLP in order to incorporate
position information for arbitrary input resolutions into
Ortho. Therefore, the output of the attention module can
formalized as reported in Equation 13; the authors employ
the inverse orthogonal matrix after the MSA in order to re-
cover the visual tokens from the orthogonal representations.

Xout = OT ·XMSA(O) (13)

Recently, Liu et al. [42] (2023) propose to reduce the
computational cost of self-attention by taking advantage
of an extreme quantization technique. Consequently, we
characterize this study as CA + Q since, similar to previous
models, as it aims to reduce the computing cost of the self-
attention module by leveraging the use of a quantization (Q)
methodology. The authors introduce EcoFormer, a binarized
self-attention module that extensively reduces the multiply
and accumulates (MACs) operations in standard attention
layers in order to save a considerable on-chip energy foot-
print. More in detail, by defining with Dp the number of
dimensions for each attention head and b the number of bits,
the proposed solution, based on kernelized hash functions
H , with H ∈ RDp 7→ {1,−1}b, is particularly effective
for edge devices, where the computational resources are
a bottleneck for high capacity deep learning architectures.
Therefore, inspired by the idea of kernel-based linear atten-
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tion [52], the attention equation (AEco) can be formalized as
follows.

AEco = Softmax

(
H(Q)T ·H(K)√

dk

)
· V (14)

The authors take advantage of an extreme quantization
scheme (b = 16 hashing bit), which is able to represent
feature vectors3 in binary codes. However, although the
solution is demonstrated to be energy and memory saving,
the binary compression requires specialized GPU kernels
to be piratically deployed on edge devices; therefore, these
limitations result in a bottleneck on the effective efficiency of
EcoFormer self-attention modules when employed in real-
case scenarios.

Finally, You et al. [73] (2023) introduced a novel frame-
work named Castling-ViT, which aims to be a ViT structure
composed of only linear terms. To tackle this problem,
the authors introduce a linear-angular attention module,
where angular kernels are decomposed in linear terms,
and the remaining high-order residuals are approximated
with a depth-wise convolution and an auxiliary masked-
self-attention operation, i.e., an attention module which only
focuses on a limited number of patches. Although the latter
element still has a quadratic computing cost, the authors
noted that it tends to converge to zero during the training
phase, thus being worthless during the inference phase.
Moreover, by defining the angular kernel (Sim(Q,K)) as
a similarity measurement function computed between the
queries Q and keys K , the linear-angular attention module
(ACast) can be formulated as reported in Equation 15.

ACast = Sim(Q,K) · V (15)

In contrast to previous studies focused on efficient back-
bones for general-purpose applications, Cai et al. [5] (2023)
propose EfficientViT, an efficient ViT architecture with lin-
ear computational cost designed to handle high-resolution
dense prediction tasks such as semantic segmentation and
super-resolution. The authors leverage the use of the ReLU-
based global attention [30] to achieve both the global recep-
tive field of ViT and linear computational complexity.

3.2 Pruning
This section reviews the state-of-the-art ViT pruning method
based on the background notions and mathematical for-
mulations introduced in Section 2.2. Similar to previous
analysis, we review the proposed solutions to prune ViT
architectures according to their release date. In particular,
we will emphasize how pruning algorithms evolved in
recent years over both strategies to compute the importance
score and adaptive solutions for the pruning/preserving
ratio in order to maximize the performance of the algorithm.

A preliminary study has been performed by Zhu et
al. [84] (2021), who propose VTP, a vision transformer
pruning method that is able to thin out ViT architectures
while encouraging dimension-wise sparsity. The solution
mainly focuses on MSA and FNN transformer structures in
order to identify less informative features, i.e., by reducing
the number of embedding/neuron dimensions via control

3. Weights and operations in Deep Learning models are usually
computed at floating point precision data type.

coefficients. As a common pruning strategy, VTP lays the
groundwork on a feature importance score (p). This strategy
is based on learning at training time the soft pruned features
p̂0/1 ∈ {0, 1}R, while defining the hard pruned features
p∗0/1 ∈ {0, 1}N at inference time, based on a threshold value
τ ∈ {0, 1}R, i.e., p∗0/1 = p̂0/1 ≥ τ . Then, the hard pruned
self-attention transformer block (A∗

V TP ) can be formulated
as reported in Equation 16, where P0/1 is a diagonal matrix
whose diagonal line is composed of p∗0/1-elements, i.e.,
P0/1 = diag(p∗0/1).

A∗
V TP (Q

∗,K∗, V ∗) = P0/1 ·A(Q,K, V ) (16)

Precisely, if the algorithm attributes a value of p = 0 to the
feature, it will be discarded; otherwise (p = 1), it will be
maintained.

Moreover, Tang et al. [57] (2022), inspired by a previous
approach on CNN architectures proposed in [48], intro-
duce PS-ViT, a patch slimming framework to improve the
efficiency of vision transformers structures. The proposed
solution is motivated by the common problem of overpa-
rameterization and redundant information of deep learning
algorithms. Therefore, PS-ViT mainly focuses on identifying
transformer patches with redundant information in order
to discard them and accelerate the inference process. As
common pruning algorithms, in PS-ViT, each patch in the
attention bock receives an importance score p = {0, 1}N.
Differently from VTP, the p0/1-values are learned during
the backpropagation phase with a top-down procedure, i.e.,
from from the output layer to the input one. Consequently,
the pruned attention module A∗

PS−V iT can be reformulated
as reported in Equation 17, where P0/1 is a diagonal matrix
whose diagonal line is composed of p0/1-elements.

A∗
PS−V iT (Q

∗,K∗, V ∗) = P0/1 ·A(Q,K, V ) (17)

Precisely, if the algorithm attributes a value of p = 0 to the
patch, it will be identified as redundant and will be dis-
carded; otherwise (p = 1), it will be maintained. Moreover,
Tang et al. propose a dynamic variant of the patch slimming
algorithm, named DPS-ViT, which adaptively selects the
non-redundant features at inference time depending on the
input samples.

Furthermore, Yu et al. [75] (2022), motivated by the fact
that previous pruning strategies only focus on architecture
width, develop the Width & Depth Pruning (WDPruning)
framework. The proposed solution reduces the architecture
width via a learnable saliency score threshold, similar to
previous works, while limiting the structure depth by in-
troducing multiple classifiers inside the model. WDPruning
framework has the final objective of determining an optimal
trade-off between accuracy and efficiency, with a shallower
model from both depth and width perspectives. Precisely,
the width pruning is commonly based on a diagonal binary
matrix P0/1, while the threshold (τ ) dynamically updates
the pruning ratio via the Augmented Lagrangian method
at the training phase until reaching a predefined score.
Moreover, the depth pruning procedure has the objective of
identifying the shallower classifier; this procedure is com-
puted via several classifiers plugged into the architecture,
which are evaluated at validation time in order to determine
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an optimal trade-off between estimation performances and
efficiency.

Based on a different approach with respect to previous
works, Yang et al. [70] (2023) propose a global4 structural
pruning criteria, which is able to guarantee parameter re-
distribution along the network. The authors propose to
compute the importance score (p) as the Hessian matrix
norm of the loss, which, in contrast to local pruning strate-
gies focusing on specific layers/neurons, leads to a global
pruning of the overall architecture. Moreover, this solution,
applied to the DeiT-Base model, enables the generation of
new efficient ViT models named NViT.

Recently, Rao et al. [53] (2023), extend the previously
developed DynamicViT framework [54] (2021), utilized to
increase sparsity and accelerate the inference of general
neural network structures over ViT architectures. The frame-
work bases the groundwork on [57], where only a subset of
image patches are needed for the final prediction. Therefore,
in DynamicViT, the authors propose to progressively and
dynamically5 prune less informative tokens hierarchically
based on a prediction module. The latter structure is placed
between Transformer blocks in order to individuate and dis-
card less informative tokens, while a threshold value is used
as a ratio to determine the percentage of the information to
be preserved. Moreover, in order to minimize the influence
on performance drop caused by spatial sparsification, the
authors also leverage knowledge distillation techniques in
order to guide the pruned-student model to the teacher
behavior. Precisely, the original backbone network is used as
the teacher model, while an equal structure is dynamically
pruned in order to obtain the student variant. In addition,
motivated by DynamicViT, researchers investigate methods
for handling adaptive inference approaches in ViT struc-
tures based on pruning/merging of less informative tokens;
we provide an in-depth study of such methodologies, such
as [71, 33, 4], in the supplementary material Section 6.1.

Finally, Yu and Xiang [76] (2023) proposed X-Pruner, a
layer-wise pruning algorithm that leverages eXplainable AI
(XAI) principles in the pruning strategy. The baseline idea
is to identify and prune less contributing attention units
from an explainability perspective. Specifically, the authors
introduce a learnable explainability-aware mask (M ) that
can be used to prune or unprune the model based on an
adaptive threshold value (θ). Moreover, by defining the
threshold ratio r, two hyperparameter values respectively
set to h1 = 10 and h2 = 500, and with Φ a function
that returns the top (1 − r)% sorted elements of M , the
desired mask M̂ for a generic layer can be formally defined
as reported in Equation 18.

M̂ =

{
Mtanh(h1(M − θ)) if M ∈ Φ(M |1− r)
h2tanh(h1(M − θ)) otherwise

(18)

4. Differently from local pruning, the global one focuses on all the
network’s parameters in order to prune a fraction of them.

5. In a dynamic pruning framework, during the training phase, the
model learns how to select the most/least informative tokens (based
on a score) so that at the inference phase, the model is able to classify
them according to the specific input features, thus reducing the compu-
tation and increasing the model’s throughput. In contrast, the pruning
percentage of the reference model is usually chosen a priori.

3.3 Knowledge Distillation
This section reviews knowledge distillation learning
techniques specifically designed to prove and design
lightweight ViT models. Please refer to Section 2.3 for back-
ground information. Similar to previous analysis, we review
KD solutions for ViT architectures according to their release
date. In particular, we will emphasize how the well-known
vanilla KD strategies have been first adapted to ViT architec-
tures and successively improved in order to maximize the
student’s ability to mimic the teacher’s behavior.

Touvron et al. [61] (2021) have been the first to explore
the KD learning strategy for ViT architectures by intro-
ducing a token-based strategy denoted by DeiT. The pro-
posed transformer-specific approach is based on distillation
through attention, i.e., the authors add a distillation token
into the self-attention module, which aims to reproduce the
class (hard) label estimated by the teacher. Therefore, the
token will interact with both student attention and layers
and teacher labels learning the hard labels during the back-
propagation.

Moreover, motivated by the high computational cost
of ViT and their difficult application on edge and low-
power devices, Hao et al. [20] (2022) explore the patch-level
information present in transformers modules in order to
propose a fine-grained manifold distillation method. This
manifold strategy learns a smooth manifold (M) embedded
in the original feature space to construct low-dimensional
features (ψ(F )). Precisely, the authors train the student
model to match a pretrained teacher in the patch-level man-
ifold space. The proposed solution led to the introduction
of the manifold distillation loss function (Lmf ), reported in
Equation 19.

Lmf = ||M(ψ(FS))−M(ψ(FT ))||2F (19)

Wu et al. [68] (2022) propose a new family of archi-
tectures named TinyViT. The structure of these models is
obtained via a constrained local search [24] algorithm in the
model space spanned by multiple constrained factors and
is trained with a memory-efficient KD strategy. Precisely,
the latter procedure focuses on storing sparse6 soft-labels
of deep and heavy pretrained models into storage devices.
Consequently, at training time, it will be possible to reuse
the stored information in order to replicate the vanilla KD
procedure while omitting the forward computation and
memory occupation of the large teacher model. Moreover,
the search algorithm used to generate the TinyViT architec-
ture’s family is constrained to computationally demanding
ViT elements such as the depth of the model and patch size.

Differently to previous methods that apply the KD strat-
egy from a ViT teacher to a ViT student model, Chen et
al. [8] (2022), motivated by the high number of real sam-
ples needed to train ViT architectures, propose a two-stage
learning framework, named Data-efficient EARly Knowl-
edge Distillation (DearKD). The first stage is composed of
a vanilla KD learning strategy where, inspired by [11], CNN
features extracted from both the inner and classification
layers of the models are distilled with transformer tokens.
Moreover, in the second stage, the ViT student model
is trained without distillation. However, in the case of a

6. Selecting only the top-K soft values from the classification vector.
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limited number (or data-free) of real samples, during this
second phase, the authors introduce a boundary-preserving
intra-divergence loss based on DeepInversion [72], which
helps the learning procedure to keep the easiest positive
samples away from others in the latent space without chang-
ing its boundaries.

Similar to Chen et al., Ren et al. [55] (2022), propose a KD
strategy that is not based on distilling the knowledge from
teacher and student models with similar architecture struc-
tures, i.e., two ViT, but via different structures. Precisely,
Ren et al. rely on the idea that teacher models with different
inductive biases could extract different features, i.e., looking
at the samples from different perspectives and consequently
co-advising the student transformer in order to improve its
estimation performances. Therefore, the proposed strategy
is based on vanilla KD procedure applied to two lightweight
teachers, a CNN and an involution neural network (INN)7,
which focuses on different input samples’ features, despite
that they are trained on the same dataset, leading to an
improvement of the ViT student (CivT) accuracy at training
phase.

Zhang et al. [81] (2022) propose MiniViT, a compression
strategy based on KD to generate Mini-versions of well-
known ViT models, such as Mini-Swins and Mini-DeiTs
respectively, from the original (teacher) Swin and DeiT
transformers architectures, The proposed strategy lays the
groundwork on the weight multiplexing process, which
is applied to both attention matrices and feed-forward
networks. More in detail, the process focuses on weight
sharing, transformation, and distillation from the teacher
model (t) to the student (s) one in order to improve training
stability and model performance. The described procedure
is applied over both attention matrices and feed-forward
networks. However, due to the dimensionality reduction
of the student model with respect to the teacher one, the
authors apply cross-entropy (CE) losses on the relations
among queries (Q), keys (K), and values (V) of the MSA
by defining the self-attention distillation loss Latt and to
transformer hidden states by defining the hidden-state dis-
tillation loss as Lhddn as respectively reported in Equa-
tion 21 and Equation 22. Precisely, by denoting with M1,
M2, and M3 the Q, K, and V matrices with equal sizes
(dq = dk = dv), with N the number of patches, and Xout the
output features of the feed-forward network as described
in Section 2.1, it is possible to compute the two previous
equations as following reported.

Ri,j∈{1,2,3} = Softmax

(
Mi ·MT

j√
dk

)
(20)

Latt =
1

9N
·

N∑
p=1

∑
i,j∈{1,2,3}

CE(Rs
ij,p, R

t
ij,p) (21)

Lhddn =
1

N

N∑
p=1

CE(Rs
Xout,p, R

t
Xout,p) (22)

7. INN, introduced in [35], has the ability to relate long-range spatial
relationship in an image thanks to involution kernels which are shared
across channels; differently to convolution kernels which are limited to
channels.

The train process is finally computed by combining the
counterbalance of the vanilla distillation loss function
(LDstl) and the two just introduced attention distillation
losses.

On a different application scenario, Lin et al. [38] (2023)
focus on ViT models applied for few-shot learning (FSL)
tasks on small datasets. Under these settings, ViT tends to
overfit and suffers from severe performance degradation
due to the high number of trainable parameters. Conse-
quently, the authors focus on a KD learning strategy named
supervised masked KD (SMKD), in which the student
model only learns from a masked input sample, i.e., a
reduced number of patches. Moreover, the authors intro-
duce an intra-path loss function Lpatch which compares the
student (s) and teacher (t) embedding vectors by computing
the cross-entropy loss of s/t−matching patches. The intro-
duced strategy is finally completed by adding the vanilla
KD learning procedure to the overall learning procedure.

3.4 Quantization

Based on the mathematical background introduced in Sec-
tion 2.4, and motivated by the fact that ViTs are both
memory and computation expensive during inference, this
section reviews multiple researches focused on ViT quan-
tization strategies specifically designed to reduce the costs
of memory and computation. Similar to previous analysis,
we review these efficient solutions for ViT architectures
according to their release date. In particular, we will focus
on general and hardware-specific quantization strategies de-
signed to closely match ViT full precision data distribution
with a lower bit-width.

Liu et al. [47] (2021) have been the first to explore post-
training quantization for ViT architecture. The proposed
compression strategy, based on mixed-precision weights, is
formulated as an optimization problem without taking into
account any training or fine-tuning process. Basically, the
problem has the objective of finding the optimal low-bit
quantization intervals for both weights and inputs in order
to reduce both memory storage and computational costs.
The authors focus on the FNN and MSA modules of ViT,
aiming to assign the lowest possible bit-width to each atten-
tion module in order to maximize the prediction similarity
between the full-precision model and the quantized one.

Similarly to Liu et al., Yuan et al. [79] (2022) propose an
efficient framework for post-training quantization named
PTQ4ViT. The main advantage of the proposed solution,
with respect to the previous one, is the use of a twin
uniform quantization strategy, which separately quantifies
the negative and positive values in two ranges: R1 and
R2, respectively. This choice is mainly due to the values
achieved after softmax layers and GeLU activation functions
of the attention block since their data distribution is very
unbalanced and consequently very difficult to quantify.
Therefore, based on Equation 5, and by defining the quanti-
zation intervals (scaling factors) ∆R1 and ∆R2 respectively
for the two ranges R1 and R2, we can define the k-bit twin
uniform quantization as reported in Eqution 23.

T (x,∆R1 ,∆R2) =

{
Ψk−1(x,∆R1) if x ∈ R1

Ψk−1(x,∆R2) otherwise
(23)
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Moreover, in order to guide the optimal scaling factors for
each layer for ViT, the authors propose to use the Hessian-
guided metric to determine the quantization parameters.

However, Ding et al. [15] (2022), motivated by a notable
accuracy drop at ultra-low bit-widths quantization, i.e., 4-
bit, when Hessian-guided metric is employed to measure
the quantization loss, propose a different approach named
Accurate Post-training Quantization framework for Vision
Transformer (APQ-ViT). Precisely, the authors focus on the
design of a Matthew-effect8 Preserving Quantization (MPQ)
for the softmax function of the attention block. More in
detail, APQ-ViT is composed of two phases: a quantiza-
tion loss based on a unified Blockwise Bottom-elimination
Calibration scheme to optimize the calibration metric and
the MPQ specifically tailored for ViT models. Precisely, by
defining the softmax function as softmax(·), the scaling
factor (∆MPQ) can be defined as reported in Equation 24
and the MPQ function as reported in Equation 25.

∆MPQ =
max(softmax(·))

2k − 1
(24)

Ψk(·, ·) = Clamp

(
Round

(
softmax(·)
∆MPQ

)
, 0, 2k − 1

)
(25)

Moreover, Liu et al. [43] (2023) propose a plug-and-play
quantizer-agnostic enhancement method for post-training
ViT activation functions quantization. The proposed strat-
egy, namely NoisyQuant, aims to improve previous quan-
tization methods by adding a fixed NoisyBias (Nb) sam-
pled from the Uniform distribution. Precisely, given the
output distribution of the GeLU activation function (X),
the NoisyQuant strategy can be obtained as X + Nb. This
operation, computed before the quantization, flattens the
data peaks, making the overall compression process more
friendly. Moreover, the authors demonstrate that this sort
of soft-bounds applied to the data distribution leads to a
quantized output that closely follows the original data dis-
tribution with a lower bit rate.

Quantization methods are not only focused on com-
pressing specific attention layers and respective activation
functions, i.e., general ViT modules, in order to mimic
original data distribution with lower precision data types;
some works also focus on ViT compression strategies for
specific hardware devices. This choice is mainly due to
the real-world application of quantized models; this fact
is particularly true in some scenarios like the binary com-
pression proposed in Liu et al. [42] (EcoFormer). Precisely,
when analyzing the limitations of the proposed method, the
authors state that although EcoFormer is more efficient than
previous solutions thanks to the binarization, in real-world
applications, such as when inferring on GPU platforms,
specific GPU kernel implementation, i.e., CUDA9 operations
would be required to take advantage of the proposed solu-
tion. This fact is due to the GPU device, which is unable
to perform binary computations without allocating (in any
case) a floating-point operation.

8. In mixed-precision, the Matthew-effect [23] is the situation in
which layers with higher bit-widths would be trained maturely earlier,
while the others with lower bit-widths may never have the chance to
express the desired function.

9. CUDA is a software platform that enables accelerated GPU com-
puting on multiple operating systems.

In this settings, Lit et al. [41] (2022) propose a framework,
named Auto-ViT-Acc, which is specifically designed for
quantizing ViT architectures to infer on FPGA10 powered
devices. The framework, which takes advantage of the
quantization function introduced in [7], is applied only on
FNN module of the attention block in order to increase the
FPGA resource utilization and speed the inference process.

Moreover, differently from all the previous approaches,
Yu et al. [74] (2023) propose GPUSQ-ViT, a GPU-friendly
framework that incorporates multiple compression tech-
niques. The proposed mixed strategy leverages the use of
the knowledge distillation learning technique during a pre-
liminary pruning phase and the subsequent aware-training
quantization. Precisely, in a KD learning strategy, the full
precision model, also used as a teacher, is first pruned with
16-bit floating point weights and then quantized to a fixed-
point (precision) in order to obtain the final student model.

4 EFFICIENT VISION TRANSFORMER PERFOR-
MANCES

In this section, we review and compare the estimation per-
formances of previously described efficient ViT strategies.
More in detail, following the four selected efficient cate-
gories (CA, P, KD, and Q), we compare all the models on the
ImageNet [56] classification task. Precisely, all the reported
values are extracted from the original papers and refer to the
architectures trained end-to-end on the ImageNet1K dataset.
The ImageNet1K dataset is composed of 1.3M of training
and 50K validation images covering common 1K classes
at a resolution of 224 × 224 pixels. Moreover, for the CA
efficient strategy, we report into the supplementary material,
Section 6.3, the obtained results also on two other datasets,
i.e., the COCO [40] object detection and instance segmenta-
tion dataset, and the ADE20K [83] semantic segmentation
datasets.

We evaluate the compared models with respect to the ac-
curacy metric (Top-1) for the classification, average precision
(AP), i.e., APbox and APmask for the object detection and
instance segmentation, and mean intersection over union
(mIoU) for the semantic segmentation. Moreover, we also
report into Tables 2 3 411 the data augmentation (DA)
techniques used to train the compared models. More in
detail, we identify as baseline DA strategy the one proposed
in [61] (indicated as ✓), which includes Rand-Augment,
Mixup, CutMix, and random erasing operations, excluding
Repeated Augmentation and Stochastic Depth. In the tables,
symbols ✓✓ and ✗ indicate cases with more or less DA tech-
niques compared to the baseline. Furthermore, we report the
number of trainable parameters (#Par.) and floating point
operations (FLOPs) as efficiency metrics for AC, P, and KD
strategies, as well as the weight/activation bit-widths (#Bit)
and model size (Size) for Q methods, in order to quantify
and evaluate the impact of the executed optimizations.
Moreover, inspired by Li et al. [37], we introduce a metric
that is able to measure how much a model is efficient with

10. An FPGA is a programmable logic device composed by an
integrated circuit whose logical processing functionalities are pro-
grammable.

11. We report DA techniques for CA, P, and KD categories since Q
methodologies are usually compared only on three pretrained models.
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respect to a reference baseline; we define the Efficient Error
Rate (EER) as reported in Equation 26.

EER =
1

||i||
·
∑
i

(
Mi

Ri

)
(26)

Where i ∈ {#Par., FLOPs, ...} is the set of efficiency
metrics, Mi and Ri are respectively the i−values for the
efficient model under analysis and for the reference one.
Consequently, the more efficient the proposed model, with
respect to the baseline model chosen for the specific task,
the lower the EER value will be. Furthermore, in the sup-
plementary material (Section 6.2), we present a more in-
depth examination of the proposed EER metric in order to
highlight its applicability and flexibility across diverse real-
world tasks. Moreover, the EER metric is solely measured
in the classification task since it is an application scenario in
which all the identified efficient categories (CA, P, KD, and
Q) are compared. More in detail, in the following tables, we
report as percentage value the EER computed by choosing
as baseline (R) the ViT-B/16. [16] architecture. This choice
has been derived from the fact that the reference architecture
is the shallower non-optimized model among the ViT mile-
stones originally proposed by Dosovitskiy et al. and thus
best approximates the efficient solutions under considera-
tion in terms of #Pram., FLOPs, #Bit, and Size. Generally
speaking, the ViT-B/16 model could be considered as the
upper bound of the efficient/lightweight architectures dis-
tribution in analysis. Such architecture counts 86.6 million
(M) of trainable parameters, 17.6 gigaflops (G) of operations
at 32-bit precision, and a model size of 330 megabyte (MB).
We underline that in order to have a fair and comprehensive
understanding of previously analyzed methods with respect
to the chosen evaluation metrics, models that have not been
trained/tested according to the previously reported criteria,
i.e., with different image resolutions or evaluation datasets,
will not be present in the following tables; at the same time,
all the values that are not given in the respective papers will
be denoted with the − symbol.

The rest of the section is organized as follows: Sec-
tion 4.1, Section 4.2, Section 4.3, and Section 4.4 respectively
reviews the estimation performances of CA, P, KD, and Q
strategies. Finally, Section 4.5 compares all the strategies that
best perform on the well-known classification scenario, i.e.,
over the 1K classes of the ImageNet benchmark dataset.

4.1 Results of Compact Architectures strategies
In this section, we compare the classification performances
of compact architectures (CA) previously introduced in Sec-
tion 3.1. Moreover, we report in the supplementary material
Section 6.3 their estimation performances over other object
detection, instance, and semantic segmentation tasks. We
compare the classification performances of CA methods
over the ImageNet1K dataset in Table 212. Based on the
reported accuracy values, we can notice that the MViTv2-
L model has obtained the highest estimation performances,
equal to 85.3%. In this survey, however, we are interested in
efficient DL techniques, i.e., in solutions that aim to find

12. Please refer to the supplementary material Section 6.4 for a graph-
ical representation of the model’s distributions regard to accuracy-EER
values.

TABLE 2
Quantitative comparison of CA models on ImageNet1K classification
dataset. The best results are in bold, and the best (trade-off) efficient

model is highlighted in gray.

Model #Par. FLOPs Top-1 EER DA[M] [G] [%] [%]
PVT-Tiny 13.2 1.9 75.1 13.0

✓
PVT-Small 24.5 3.8 79.8 24.9
PVT-Medium 44.2 6.7 81.2 44.5
PVT-Large 61.4 9.8 81.7 63.3
Swin-T 29 4.5 81.3 29.5

✓✓Swin-S 50 8.7 83.0 53.5
Swin-B 88 15.4 83.5 94.5
SOFT-Tiny 13 1.9 79.3 12.9

✗
SOFT-Small 24 3.3 82.2 23.2
SOFT-Medium 45 7.2 82.9 46.4
SOFT-Large 64 11.0 83.1 68.2
SOFT-Huge 87 16.3 83.3 96.5
PoolFormer-S12 12 1.9 77.2 12.3

✓
PoolFormer-S24 21 3.5 80.3 22.1
PoolFormer-S36 31 5.1 81.4 32.4
PoolFormer-M36 56 9.0 82.1 57.9
PoolFormer-M48 73 11.8 82.5 75.7
PVTv2-B2-LiSRA 22.6 3.9 82.1 24.0 ✓
MViTv2-T 24 4.7 82.3 27.2

✓
MViTv2-S 35 7.0 83.6 40.1
MViTv2-B 52 10.2 84.4 59.0
MViTv2-L 218 42.1 85.3 245.5
XCiT-T12/8 (SimA) 7 4.8 79.4 17.7

✓XCiT-T12/16 (SimA) 26 4.8 82.1 28.6
Ortho-T 3.9 0.7 74.0 4.2

✓
Ortho-S 24.0 4.5 83.4 26.6
Ortho-B 50.0 8.6 84.0 53.3
Ortho-L 88.0 15.4 84.2 94.5
Flowformer - 6.3 80.6 - -
Castling-LeViT-128 10.5 0.49 79.6 7.4

-

Castling-LeViT-192 12.7 0.82 81.3 9.6
Castling-LeViT-256 22.0 1.4 82.6 16.7
Castling-LeViT-384 45.8 2.9 83.7 34.7
Castling-MViTv2-T 24.1 4.5 84.1 26.7
Castling-MViTv2-S 34.7 6.9 84.6 39.6
Castling-DeiT-B 87.2 17.3 84.2 99.5
Castling-MViTv2-B 51.9 9.8 85.0 57.8
EfficientViT-B1 9.1 0.52 79.4 6.7

✓EfficientViT-B3 49 4.0 83.5 39.6
EfficientViT-L1 53 5.3 84.5 45.6

the best trade-off between the model’s accuracy and the
introduced EER metric. Moreover, MViTv2-L is the model
with the highest number of trainable parameters, FLOPs,
and, consequently, the EER value. Therefore, the MViTv2-
L model might be considered an outlier in comparison to
all other reported methods when looking for the Paretian
optimality13 between accuracy and EER. Moreover, based on
the same architecture, the Castling-MViTv2-B with an EER
of 4, 2× lower and similar estimation performances (85.0%)
should be preferred.

Differently, in the application scenario in which
hardware-constrained devices such as embedded single
board PC are required, the Ortho-T model with only
3.9M of trainable parameters and also a restricted amount
of FLOPs operations (0.7G) should be considered. Simi-

13. Paretian optimality/efficiency is an economic theory that de-
scribes a situation in which an improvement in the scenario of one vari-
able cannot be achieved without negatively affecting another variable.
Therefore, given our set of compared models, the Paretian efficiency
is used to identify the model in which a higher accuracy cannot be
reached without worsening the EER value, i.e., by establishing the best
accuracy-EER trade-off.
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larly, we can notice that also XCiT-T12/8 with SimA op-
timization, EfficientViT-B1, and Castling-LeViT-128 could
be viable solutions for an hardware-constrained scenario.
In particular, the two latter models, which only counts
0.52G/0.49G FLOPs, an EER of 6.7%/7.4%, and estimation
performances comparable to heavier models (Top-1 equal to
79.4%/79.6%), could be valuable architectures in scenarios
where real-time inference performances are needed.

Moreover, by comparing the two variants of PVT ar-
chitectures, the contribution provided by the pooling op-
eration, which is widely employed in many CA methods
such as PoolFormer, PVTv2, and MViT, can be highlighted.
More in detail, PVTv2, based on a linearized version of the
SRA self-attention, originally introduced in PVT, is capable
of achieving equivalent estimation performances of PVT-
Medium with a comparable EER value of PVT-Sall.

Finally, for the CA efficient category, we identify the
Paretian optimality between accuracy and the EER eval-
uation metric with the Castling-MViTv2-T model (even if
no DA techniques are provided into the original study).
Such architecture generates accurate estimations, i.e., a Top-
1 accuracy of 84.1%, which is almost comparable (−1.2%) to
the 85.3% of the heavier MViTv2-L but with an EER gain of
+9.2×. Moreover, when compared with models with similar
EER values, such as Swin-T (29.5%), MViTv2-T (27.2%),
and Ortho-S (26.6%), the identified architecture with an
EER of 26.7%, obtains more accurate performances, with
an average accuracy boost of +1.8%.

4.2 Results of Pruning strategies

In this section, we compare the estimation performances
of the pruning strategies, which are mainly introduced in
Section 3.2 and formalized in Section 2.2. We remind that P
strategies aim to minimize the number of active connections
and neurons in a neural network by setting their weight to
zero. Usually computed due to an overparametrization of
DL architectures at training time, this process will not affect
the number of model parameters (#Par.) since they will still
be saved in the network graph even with a zeroed weight. In
contrast, this strategy will be beneficial for the inference time
by lowering the amount of (non-zeroed) multiplications
required to generate the final prediction. Consequently, in
the results obtained by the compared strategies, which are
reported in Table 3, it is possible to notice that P methodolo-
gies are typically applied to well-known architectures such
as Swin and DeiT, where the same number of parameters
correlates to a lesser amount of FLOPs (please refer to
Table 2 and Table 4 for their values). More in detail, taking
the X-Pruner strategy as an example, it is possible to achieve
an average reduction of 29.9% and 51.3% respectively on
Swin and DeiT models with limited average accuracy (Top-
1) reduction of −0.8% and −2.6%.

Based on the reported results, it can be noticed that more
accurate strategies (Top-1 ≥ 83.5%) such as DP/DPS and
DynamicViT take advantage of the LV-ViT [28] structure,
which is, as reported in the original paper and even without
pruning, able to achieve better and faster estimation than
Swin and DeiT architectures. Furthermore, this fact can also
be easily noticed when comparing PS and DPS over DeiT
and LV-ViT at the same dimensionality class, i.e., S/S and

TABLE 3
Quantitative comparison of P models on ImageNet1K classification

dataset. The best results are in bold, and the best (trade-off) efficient
model is highlighted in gray. FLOPs∗ values represent the amount of

non-zeroed operations.

Model #Par. FLOPs∗ Top-1 EER DA[M] [G] [%] [%]
VTP-DeiT-B (τ = 0.2) 86.4 13.8 81.3 88.5

✓VTP-DeiT-B (τ = 0.4) 86.4 10.0 80.7 77.9
PS-DeiT-S 22 2.6 79.4 20.1

✓✓

DPS-DeiT-S 22 2.4 79.5 19.5
PS-DeiT-B 87 9.8 81.5 77.3
DPS-DeiT-B 87 9.4 81.6 76.2
PS-LV-ViT-S 26 4.7 82.4 32.8
DPS-LV-ViT-S 26 4.5 82.9 32.3
PS-LV-ViT-M 56 8.6 83.5 56.7
DPS-LV-ViT-M 56 8.3 83.7 55.9
NViT-T 6.9 1.3 76.2 7.6

✓
NViT-S 21 4.2 82.2 24.1
NViT-H 30 6.2 82.9 34.9
NViT-B 34 6.8 83.3 38.9
X-Pruner-DeiT-Ti 5 0.6 71.1 4.6

✓✓
X-Pruner-DeiT-S 22 2.4 78.9 19.5
X-Pruner-DeiT-B 87 8.5 81.2 74.1
X-Pruner-Swin-T 29 3.2 80.7 25.8
X-Pruner-Swin-S 50 6.0 82.0 45.9
DynamicViT-LV-S/05 26.9 3.7 82.0 26.0

✓
DynamicViT-LV-S/07 26.9 4.6 83.0 28.9
DynamicViT-LV-M/07 57.1 8.5 83.8 57.1
DynamicViT-LV-M/08 57.1 9.6 83.9 60.2

B/M. However, in order to determine the Paretian optimal-
ity between accuracy and EER, we identify the DynamicViT
pruning technique applied to the LV-ViT-S/07 architecture
as the best trade-off among the analyzed efficient solutions.
Moreover, as shown in Table 3, the DynamicViT-LV-S/07,
which leverages a baseline (✓) DA strategy, is able to ob-
tain high estimation performances (Top-1 = 83.0%) while
maintaining a low EER (28.9%) when compared to all the
other reported methods. In contrast, from a purely efficient
perspective, the X-Pruner strategy applied to the DeiT-Ti
structure provides discrete performances with a very low
EER, making it a suitable option in situations that require
extremely restricted computational requirements.

4.3 Results of Knowledge Distillation strategies
This section compares the estimation performances of stu-
dent models trained under knowledge distillation learning
techniques. The following analysis is mainly concerned with
the understanding of how novel or existing architecture
(student) can benefit from the knowledge of an external
supervisor (teacher) in order to generate more accurate
estimations without significantly increasing the #Par. and
FLOPs. The findings obtained by compared models, which
are mainly introduced in Section 3.3 and formalized in
Section 2.3, are quantitatively reported in Table 4.

Based on the reported results, it can be noticed that
from the preliminary studies of Touvron et al. in 2021,
the introduced DeiT architecture has been gradually en-
hanced and optimized. More in detail, this evolution can
be noticed in further depth with the Manifold Distillation
and DearKD strategies proposed in 2022. These efficient
techniques achieve an average accuracy improvement of
+1.5% and +1.7%, respectively, while keeping the number
of trainable parameters and FLOPs constant. Moreover, in
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TABLE 4
Quantitative comparison of student models trained with reviewed KD

strategies on ImageNet1K classification dataset. The best results are in
bold, and the best (trade-off) efficient model is highlighted in gray.

Model (student) #Par. FLOPs Top-1 EER DA[M] [G] [%] [%]
DeiT-Ti 5 1.3 74.5 6.6

✓✓DeiT-S 22 4.6 81.2 25.7
DeiT-B 87 17.6 83.4 100.2
Manifold-DeiT-Ti 5 1.3 76.5 6.6

✓Manifold-DeiT-S 22 4.6 82.2 25.7
Manifold-Swin-T 29 4.5 82.2 29.5
TinyViT-5M 5.4 1.3 79.1 6.8

✓TinyViT-11M 11.0 2.0 81.5 12.0
TinyViT-21M 21.0 4.3 83.1 24.3
DearKD-DeiT-Ti 5 1.3 77.0 6.6

✓DearKD-DeiT-S 22 4.6 82.8 25.7
DearKD-DeiT-B 87 17.6 84.4 100.2
CivT-Ti 6 - 74.9 -

✓CivT-S 22 - 82.0 -
Mini-DeiT-Ti 3 1.3 72.8 5.4

✓

Mini-DeiT-S 11 4.7 80.7 19.7
Mini-DeiT-B 44 17.6 83.2 75.4
Mini-Swin-T 12 4.6 81.4 20.0
Mini-Swin-S 26 8.9 83.6 40.3
Mini-Swin-B 46 15.7 84.3 71.2
DynamicViT-LV-S/05 26.9 3.7 82.0 26.0

✓
DynamicViT-LV-S/07 26.9 4.6 83.0 28.9
DynamicViT-LV-M/07 57.1 8.5 83.8 57.1
DynamicViT-LV-M/08 57.1 9.6 83.9 60.2

the application scenario of extremely stringent computa-
tional constraints, the Mini-Deit-Ti model obtained with the
MiniViT KD learning technique could be a valuable option
with a very low EER and adequate classification perfor-
mance. However, we identify as the most efficient model
between the one compared in Table 4, the TinyViT-21M stu-
dent , which is able to achieve accurate estimations (Top-1
= 83.1%) with a limited EER equal to 24.3%. Precisely, when
comparing TinyViT-21M to similar models such as DearKD-
DeiT-S, DynamicViT-LV-S/05, and DynamicViT-LV-S/07, no
other student designs achieve superior classification scores
with a restricted EER value.

4.4 Results of Quantization strategies
In this section, we compare the estimation performances of
general-purpose quantization strategies, which have been
introduced in Section 3.4 and formalized in Section 2.4. As
commonly reported in the reference papers, the different
strategies are compared to the same architecture structure;
precisely, we report the results obtained over ViT, DeiT,
and Swin architectures, respectively, in Table 5, Table 6, and
Table 7.

Differently from previous studies, these tables report the
bit-width (#Bit) in which the models are compressed for
both weights (W) and activation functions (A), as well as the
size (Size) of the model after the quantization. This choice
is due to the fundamental effect of the Q efficient strategy,
which tries to preserve the estimation performances of
originally trained models with a lower data precision, i.e.,
compressing their data from 32-bit to 8/6/4-bit. As a result,
after the Q methodology, the number of trainable parame-
ters (#Pram.) will remain constant, but the data precision of
each neuron, and hence the total size of the model, will be
reduced.

TABLE 5
Quantitative comparison of Q strategies applied to ViT models on

ImageNet1K classification dataset. The best results are in bold, and the
best (trade-off) efficient model is highlighted in gray. Values reported

with ∗ are estimated.

Model (ViT) #Bit Size Top-1 EER
W A [MB] [%] [%]

LiuQ-ViT-B 6 6 64.8 75.2 19.2
LiuQ-ViT-L 6 6 231.6 75.5 44.4
LiuQ-ViT-B 8 8 86.5 76.9 25.6
LiuQ-ViT-L 8 8 306.4 76.4 58.9
PTQ4ViT-ViT-S 6 6 16.5 78.6 11.9
PTQ4ViT-ViT-B 6 6 64.8 81.6 19.2
PTQ4ViT-ViT-S 8 8 22.2 81.0 15.8
PTQ4ViT-ViT-B 8 8 86.5 84.2 25.6
APQ-ViT-ViT-T 4 4 2.9 17.6 6.3
APQ-ViT-ViT-S 4 4 11.1 47.9 7.9
APQ-ViT-ViT-B 4 4 43.0 41.4 12.8
APQ-ViT-ViT-T 8 4 4.1∗ 38.6 9.9
APQ-ViT-ViT-S 8 4 16.5∗ 67.2 11.9
APQ-ViT-ViT-B 8 4 64.8∗ 72.5 19.2
APQ-ViT-ViT-T 4 8 4.1∗ 59.4 18.4
APQ-ViT-ViT-S 4 8 16.5∗ 72.3 11.9
APQ-ViT-ViT-B 4 8 64.8∗ 72.6 19.2
APQ-ViT-ViT-T 6 6 4.1 69.5 18.4
APQ-ViT-ViT-S 6 6 16.5 79.1 11.9
APQ-ViT-ViT-B 6 6 64.8 82.2 19.2
APQ-ViT-ViT-T 8 8 5.4 74.8 13.3
APQ-ViT-ViT-S 8 8 22.2 81.2 15.8
APQ-ViT-ViT-B 8 8 86.5 84.3 25.6
NoisyQuant-PTQ4ViT-ViT-S 6 6 16.5 78.6 11.9
NoisyQuant-PTQ4ViT-ViT-B 6 6 64.8 82.3 19.2
NoisyQuant-PTQ4ViT-ViT-S 8 8 22.2 81.1 15.8
NoisyQuant-PTQ4ViT-ViT-B 8 8 86.5 84.2 25.6

The first performed analysis regards the optimal bit-
width in order to generate efficient and accurate models.
Based on the data presented in the multiple tables, it can
be noticed that an extreme quantization, i.e., 4-bit preci-
sion, results in poor accuracy. More in detail, the APQ-
ViT quantization strategy applied to the ViT-T and DeiT-Ti
architectures, which have the smaller model’s sizes, produce
a Top-1 accuracy equal to 17.6% and 47.9%, respectively. In
contrast, the same architectures with higher (8/6) bit-width
are able to achieve adequate estimation performances with
a Top-1 up to 74.8% and 72.0% for the ViT-T and DeiT-Ti
structures respectively, while still maintaining a restricted
model size. Furthermore, by observing the heavier Swin
models, as shown in Table 7, it can be noticed that even
with an extreme quantization (4-bit), those architectures
can guarantee good performance, with a Top-1 accuracy of
77.1% and 76.5% for APQ-ViT-Swin-S and APQ-ViT-Swin-
B respectively. To summarize, severe quantization strategies
applied on small models often result in significant perfor-
mance degradation; consequently, it would be preferable
to use 6/8-bit approaches in the case of shallower mod-
els while using 4-bit compression for deeper architectures.
However, an extreme quantization strategy could benefit
in applications where computational requirements are a
bottleneck for ViT inference or on specific hardware, such
as in the case of Google Coral TPUs14.

Finally, in order to determine the Paretian efficiency be-
tween compared methodologies and architectures, we will
first identify the best trade-off solution for each given table

14. https://coral.ai/products/
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TABLE 6
Quantitative comparison of Q strategies applied to DeiT models on

ImageNet1K classification dataset. The best results are in bold, and the
best (trade-off) efficient model is highlighted in gray. Values reported

with ∗ are estimated.

Model (DeiT) #Bit Size Top-1 EER
W A [MB] [%] [%]

LiuQ-DeiT-B 4 4 43.6 75.9 12.8
LiuQ-DeiT-S 6 6 16.6 75.1 11.9
LiuQ-DeiT-B 6 6 64.3 77.5 19.1
LiuQ-DeiT-S 8 8 22.2 78.1 15.8
LiuQ-DeiT-B 8 8 86.8 81.3 25.6
PTQ4ViT-DeiT-S 6 6 16.6 76.3 11.9
PTQ4ViT-DeiT-B 6 6 64.3 80.2 19.1
PTQ4ViT-DeiT-S 8 8 22.2 79.5 15.8
PTQ4ViT-DeiT-B 8 8 86.8 81.5 25.6
APQ-ViT-DeiT-Ti 4 4 2.5 47.9 6.6
APQ-ViT-DeiT-S 4 4 11.0 43.5 7.9
APQ-ViT-DeiT-B 4 4 43.6 67.5 12.8
APQ-ViT-DeiT-Ti 8 4 3.7∗ 56.3 9.9
APQ-ViT-DeiT-S 8 4 16.6∗ 41.3 11.9
APQ-ViT-DeiT-B 8 4 64.3∗ 71.7 19.1
APQ-ViT-DeiT-Ti 4 8 3.7∗ 66.7 9.9
APQ-ViT-DeiT-S 4 8 16.6∗ 77.1 11.9
APQ-ViT-DeiT-B 4 8 64.3∗ 79.5 19.1
APQ-ViT-DeiT-Ti 6 6 3.7 70.5 9.9
APQ-ViT-DeiT-S 6 6 16.6 77.8 11.9
APQ-ViT-DeiT-B 6 6 64.3 80.4 19.1
APQ-ViT-DeiT-Ti 8 8 5.0 72.0 10.1
APQ-ViT-DeiT-S 8 8 22.2 79.8 15.8
APQ-ViT-DeiT-B 8 8 86.8 81.7 25.6
NoisyQuant-PTQ4ViT-DeiT-S 6 6 16.6 77.4 11.9
NoisyQuant-PTQ4ViT-DeiT-B 6 6 64.3 80.7 19.1
NoisyQuant-PTQ4ViT-DeiT-S 8 8 22.2 79.5 15.8
NoisyQuant-PTQ4ViT-DeiT-B 8 8 86.8 81.4 25.6

and then establish the ideal optimal quantization strategy.
Based on the reported data, we identify the NoisyQuant-
PTQ4ViT quantization approach as the best trade-off option
among compared ones. However, we emphasize that also
APQ-ViT performs quite similarly to NoisyQuant-PTQ4ViT
and may be considered a suitable alternative. Moreover,
similarly to previous study, in order to ensure a Top-1
accuracy greater than 80.0%, we identify the ViT-B, DeiT-
B, and Swin-B architectures as the best trade-off solution
for each compared table adopting the 6-bit NoisyQuant-
PTQ4Vi quantization strategy. However, we determined the
NoisyQuant-PTQ4ViT-Swin-B methodology as the most ef-
ficient model among all analyzed solutions. Specifically, the
latter architecture achieves a Top-1 accuracy equal to 84.7%
with a model size of 66.0MB; in contrast, the ViT-B and
DeiT-B variants obtain inferior classification performances
of −2.3% and −4.0% with almost equal EER values and
model sizes.

4.5 Overall classification performances
In this section, the best efficient strategies identified among
the CA, P, KD, and Q categories are compared. Moreover,
in order to provide a comprehensive and broad overview
on limitations and estimation performances, we report in
Table 8 an inter-category comparison. Precisely, we analyze
each strategy under all the evaluation metrics used in the
previous analysis, i.e., bit-width (#Bit), model size, number
of parameters (#Par.), FLOPs, accuracy (Top-1) and the EER
(EERcatg) value computed in the respective category. Fur-
thermore, by employing in the Equation 26 the set of metrics

TABLE 7
Quantitative comparison of Q strategies applied to Swin models on

ImageNet1K classification dataset. The best results are in bold, and the
best (trade-off) efficient model is highlighted in gray.

Model #Bit Size Top-1 EER
W A [MB] [%] [%]

PTQ4ViT-Swin-T 6 6 21.7 80.5 12.5
PTQ4ViT-Swin-S 6 6 37.5 82.4 15.0
PTQ4ViT-Swin-B 6 6 66.0 84.0 19.4
PTQ4ViT-Swin-T 8 8 29.0 81.2 16.9
PTQ4ViT-Swin-S 8 8 50.0 83.1 20.1
PTQ4ViT-Swin-B 8 8 88.0 85.1 25.9
APQ-ViT-Swin-S 4 4 25.0 77.1 10.0
APQ-ViT-Swin-B 4 4 44.0 76.5 12.9
APQ-ViT-Swin-S 8 4 37.5 80.6 15.0
APQ-ViT-Swin-B 8 4 66.0 82.0 19.4
APQ-ViT-Swin-S 4 8 37.5 80.6 15.0
APQ-ViT-Swin-B 4 8 66.0 81.9 19.4
APQ-ViT-Swin-S 6 6 37.5 82.7 15.0
APQ-ViT-Swin-B 6 6 66.0 84.2 19.4
APQ-ViT-Swin-S 8 8 50.0 83.2 20.1
APQ-ViT-Swin-B 8 8 88.0 85.2 25.9
NoisyQuant-PTQ4ViT-Swin-T 6 6 21.7 80.5 12.5
NoisyQuant-PTQ4ViT-Swin-S 6 6 37.5 82.8 15.0
NoisyQuant-PTQ4ViT-Swin-B 6 6 66.0 84.7 19.4
NoisyQuant-PTQ4ViT-Swin-T 8 8 29.0 81.2 16.9
NoisyQuant-PTQ4ViT-Swin-S 8 8 50.0 83.1 20.1
NoisyQuant-PTQ4ViT-Swin-B 8 8 88.0 85.2 25.9

i ∈ {#Bit, Size,#Par., FLOPs}, we generate a category-
independent EER value (EERall) that takes into account all
the compared metrics.

Based on the reported results, it is possible to notice
that DynamicViT-LV/07 and TinyViT-21M strategies are
both obtained via a KD learning technique. More in detail,
DynamicViT-LV/07 is a pruning strategy that leverages
the use of KD to dynamically and progressively shrink
the pruned-student model in order to minimize the per-
formance reduction caused by the model’s sparsification.
Even so, TinyViT-21M (student) model achieves comparable
classification performances (≃ 83%) with a smaller and
lighter model, i.e., −5.9M of trainable parameters, −0.3G
FLOPs and −23.6MB. Moreover, thanks to the memory-
efficient KD strategy introduced by Wu et al., the TinyViT-
21M strategy obtains the lower EERall value equal to 43.5%
when computed across all the reported evaluation metrics.

In contrast, when TinyViT-21M is compared with the
NoisyQuant-PTQ4ViT-Swin-B approach, it can be noticed
that having a greater number of FLOPs computed with a
lower precision (6-bit) can be beneficial for the model size
and the estimation performances. In comparison to TinyViT-
21M, NoisyQuant-PTQ4ViT-Swin-B achieves the maximum
Top-1 accuracy of 84.7%, with a tiny model of 66.0MB with
respect to TinyViT-21M (84.0MB). Precisely, the quantized
strategy achieves a Top-1 boost of +1.6% with a model that
is−21.4% smaller. However, as also underlined by Liu et al.
(EcoFormer), the use of specific CUDA kernels or optimized
interpreters may be necessary to maximize the effective per-
formance of these quantization-based algorithms. Therefore,
the NoisyQuant-PTQ4ViT-Swin-B may be an effective and
efficient strategy for specific hardware setups.

Finally, the Paretian optimality between Top-1 accuracy
and EERall is obtained by the CA strategy with the Castling-
MViTv2-T model. As shown in Table 8, the latter archi-
tecture achieves optimal estimation performances (Top-1
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TABLE 8
Quantitative comparison between best CA, P, KD, and Q identified strategies on ImageNet1K classification dataset. The best results are in bold,

and the best (trade-off) efficient model is highlighted in gray. Values reported with ∗ are estimated. EERcatg corresponds to the EER value
computed in the respective category, while EERall corresponds to the EER value computed over all the reported metrics.

Category Model #Bit Size #Par. FLOPs Top-1 EERcatg EERall

W A [MB] [M] [G] [%] [%] [%]
CA Castling-MViTv2-T 32 32 96.4 24.1 4.5 84.1 26.7 45.6
P + KD DynamicViT-LV-S/07 32 32 107.6 26.9 4.6 83.0 28.9 47.4
KD TinyViT-21M 32 32 84.0 21.0 4.3 83.1 24.3 43.5
Q NoisyQuant-PTQ4ViT-Swin-B 6 6 66.0 88.0 15.4 84.7 19.4 56.5

= 84.1%) while maintaining a suitable EERall. Precisely,
when compared with TinyViT-21M, the Castling-MViTv2-T
model achieves an accuracy boost of +1.1% at the expense
of an EERall increment of 2.1%; differently, when compared
with NoisyQuant-PTQ4ViT-Swin-B, the accuracy is reduced
by−0.6%, and the EERall is increased by +10.9%. However,
as can be seen from the reported results, the Castling-
MViTv2-T model does not excel in any of the reported
metrics (bold in Table 8); this is because the objective of
this final analysis is not to identify the best strategy for
making ViTs efficient but rather to identify the model that
best balances efficiency and classification performances in
general-purpose settings.

5 DISCUSSIONS AND CONCLUSION

In this paper, we survey the literature on efficient ViT
strategies, one of the main bottlenecks of such architectures.
The available techniques were classified into four categories:
compact architecture (CA), pruning (P), knowledge distil-
lation (KD), and quantization (Q). Moreover, we formalize
their algorithms (Section 2), we review proposed techniques
in order to highlight their strengths and weaknesses (Sec-
tion 3), and finally, we compare the model/strategy per-
formances over well-known benchmark datasets (Section 4)
in order to determine the best trade-off strategy between
estimation performances and efficiency. Furthermore, we
introduce a novel evaluation metric named Efficient Error
Rate (EER), which is used to give a general overview of the
efficiency performances of reviewed models in comparison
to a predefined and fixed non-efficient baseline solution.

In conclusion, based on what has been previously de-
termined and analyzed so far, this last section will focus
on open challenges and promising research directions that
may improve the efficiency of general-purpose ViT models.
The reviewed works are only one of the first steps toward
developing effective and efficient solutions, leaving much
room for future improvement. Therefore, we identified three
potential major limitations, which are following discussed:
application/tasks, evaluation metrics, and merging strategy.

Application/Task: As observed from the preceding analysis,
many of the compared efficient approaches solely rely on
testing their respective performances on a well-known clas-
sification task; in contrast, in CA optimizations, a variety
of scenarios have been tested. Therefore, exploring these
efficient architectures in different or more complex tasks
is necessary. Furthermore, whether these architectures can
generalize to other tasks or be robust to adversarial attacks
are fundamental notions that still need to be investigated
and explained.

Evaluation metrics: Based on the tables reported in Section 4
and on the reviewed works, the metrics used to determine
the quality of proposed solutions, such as accuracy (Top-
1/AP/mIOU), FLOPs, and number of trainable parameters,
are evaluation metrics and architecture’s values commonly
used for general-purpose tasks. Consequently, since the
development of efficient solutions aims to determine the
best trade-off between accuracy and efficiency in order to
apply ViTs in real-world scenarios, the development of spe-
cific benchmark tests based on resource-constrained devices
could aid in comparing proposed solutions in both intra and
inter-categories. More in detail, these metrics could focus
on assessing the degradation effect caused by optimization
strategies; this is because lowering the model’s computa-
tional cost and associated resource demands typically comes
at the expense of a performance decrease.

Merging strategies: The attention mechanism has played
a crucial role in the development of accurate computer
vision systems; however, the reduction/linearization of its
computational cost has not been without performance con-
sequences. According to the summary reported in Table 1,
it is also visible that compared strategies mainly focus on
determining the most efficient solution only focusing on a
specific technique, i.e., CA, P, KD, or Q. In contrast, the abil-
ity to combine multiple techniques, as exemplified in Dy-
namicViT by Rao et al., might successfully limit the accuracy
loss of shallower architecture with respect to deeper one. As
a result, since each efficient strategy leads to a reduction
of ViT computational requirements, studying solutions that
employ multiple efficient methodologies and determining
the optimal way these solutions can be integrated may be
an effective pathway for developing future efficient method-
ologies.
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