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Abstract— This paper presents a study on the "Dynamic
Load Altering Attacks" (D-LAAs), their effects on the dynamics
of a transmission network, and provides a robust control
protection scheme, based on polytopic uncertainties, invariance
theory, Lyapunov arguments and graph theory. The proposed
algorithm returns an optimal Energy Storage Systems (ESSs)
placement, that minimizes the number of ESSs placed in
the network, together with the associated control law that
can robustly stabilize against D-LAAs. The paper provides a
contextualization of the problem and a modelling approach for
power networks subject to D-LAAs, suitable for the designed
robust control protection scheme. The paper also proposes a
reference scenario for the study of the dynamics of the control
actions and their effects in different cases. The approach is
evaluated by numerical simulations on large networks.

Index Terms— Dynamic Load Altering Attacks; Energy Stor-
age Systems; Cyber-Physical security;

NOMENCLATURE

δ, θ Voltage phase angle at generator/load buses
ω, ϕ Frequency deviation at generator/load buses
M Inertia matrix of the generators
n,m number of generators and load buses
Ma,Mp sets of vulnerable and secure buses
M∗

p optimal placement
E sets of transmission line
Mg Set of generation nodes

D,DL Damping coefficient matrices
for the generators and loads

PL Power consumption at load buses
KP ,KI Generator controller gain matrices
KLG Attack gain matrix
α Decrease rate of the Lyapunov function

umax Bound on the ESS power norm
Z Impedance Matrix

0n,1n Column vectors of zeros and ones of size n
tr(·) Trace of a matrix

I. INTRODUCTION

With the evolution of power systems towards more com-
plex, intelligent, and dynamical systems, the power network
has become a critical cyber-physical system (CPS), in which
the interaction of the physical domain with the ICT compo-
nent of the system plays an evermore important role.
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The digital innovations that are at the basis of the smart
grid paradigm, such as demand-side management [1], [2]
and vehicle-to-grid services [3], introduced in the power
network several vulnerabilities that allow for the design of
new and sophisticated attacks [4]–[6], which may deteriorate
the power quality or even interrupt the service provision.

Among such cyber-attacks, Dynamic Load Altering At-
tacks (D-LAAs) [7], [8] were designed to destabilise the net-
work by controlling some compromised loads (e.g., electric
vehicles, appliances, smart factories) in a coordinated way.

The present paper proposes a control scheme to defend
against D-LAAs by using the flexibility offered by Energy
Storage Systems (ESSs). The proposed control strategy is
structured into two phases: (i) the off-line optimal placement
of ESSs over the buses of the protected transmission network;
(ii) the synthesis of an on-line control law that assures the
stability of the network against the set of considered D-
LAAs.

The remainder of the paper is organised as follows:
Section 2 presents the needed preliminaries on network
modeling and D-LAAs, together with the design of the on-
line stabilizing control law; Section 3 discusses the optimal
placement strategy of the ESSs over the network; Section
4 provides a validation scenario where a destabilizing D-
LAA is demonstrated on a simple test network in both an
uncontrolled and a controlled setting; Section 5 presents the
result of the optimal ESS placement over a standard test
network, the IEEE-14; Section 6 draws the conclusions and
highlights future works.

II. RELATED WORKS

CPSs are a contact point between computer science and
control theory. Due to the deep linkage between the cyber
and the physical domains that characterize CPSs, properties
such as stability and robustness are typically studied together
with concepts such as data integrity and intrusion detection.

The concept of security is of the utmost importance in the
CPSs literature, as several critical systems, such as utility
networks, transport infrastructures and healthcare systems,
have been modelled as CPSs. In general, a secure CPS
provides guarantees on both the integrity of its data handling
pipeline and on the safety of its physical process. In order to
assure the safe operation of a CPS it is typically required to
design a controller able to maintain certain critical quantities
(e.g., temperature, voltage, pressure, ...) within some opera-
tive bounds, even when the CPS is subject to some form of
adverse attack or event.



In this direction, CPSs have been widely modeled and
studied as linear time-invariant descriptor systems [9]–[11],
that represent the CPS dynamics with differential equations
and algebraic constraints. By properly designing the inputs
and disturbances of such systems, researchers were able
to model a wide range of attacks that may affect a CPS
[10], such as state attacks (e.g., actuator or physical attacks),
output attacks (e.g., data injection attacks) and even integrity
attacks, that compromise the control logic of a portion of a
CPS.

The cyber-attacks we consider in this work are the so-
called Dynamic Load Altering Attacks (D-LAAs) [8], a
complex dynamical attack that follows a control logic to
employ a set of compromised electrical loads (e.g., loads that
were part of a demand-side management program) with the
aim of steering the transmission network towards instability.
Several works studied such attacks, from both the defendant
[12]–[14] and attacker perspective [15], highlighting how
the diffusion of demand-side management programs and
large-scale controllable loads, such as smart factories and
EV fleets, may introduce a significant vulnerability into the
network.

This paper proposes a control scheme to defend against
D-LAAs by using the flexibility offered by (ESSs). The
proposed control strategy is structured into two phases: (i)
the off-line optimal placement of ESSs over the buses of the
protected transmission network; (ii) the synthesis of a on-line
control law that assures the stability of the network against
the set of considered D-LAAs.

III. PROBLEM FOMULATION

A. Preliminaries on Dynamic Load Altering Attacks

In this work, we will design a controller to defend against
D-LAAs, which were originally introduced in [8]. This kind
of attack is aimed at destabilising the transmission network
by controlling some vulnerable loads in a closed loop
fashion. This feedback can be obtained by the attacker by
exploiting compromised network equipment. It was shown
in [8] that a properly defined dynamic attack law is able to
steer the network towards instability in a limited amount of
time.

In the previous work [14], the authors proposed a state
feedback controller to robustly stabilize transmission net-
works against D-LAAs by employing Energy Storage Sys-
tems (ESSs) to provide a regulating action on the network. To
this end, it was shown that a transmission network vulnerable
to a set of D-LAAs of the form PLV

v (t) = −KLG
vs (t)ωs(t)

can be modelled as the parametric linear time variant system:
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 ūT , (1)

with

A1 =

 0 0 I
(−DL)−1Llg (−DL)−1Lll 0

M−1(Lgg +KI) M−1Lgl M−1(D +KP )


(2)

and

A2 =

0 0 0
0 0 (−DL)−1KLG(t)
0 0 0

 , (3)

The network model is the result of a DC (Direct Current)
linearization [16], a linearization technique based on the
following assumptions:

• angular differences are small

|δi(t)− θj(t)| ≪ 1 ∀Lgl(i, j) ̸= 0

|θi(t)− θj(t)| ≪ 1 ∀Lll(i, j) ̸= 0;

• the network is lossless;
• the bus voltage magnitudes are constant and equal to

their nominal values.
The Laplacian matrix L of the graph representation of the
network is represented by the matrix

L =


(n × n)︷︸︸︷
Lgg

(n × m)︷︸︸︷
Lgl

Llg︸︷︷︸
(m × n)

Lll︸︷︷︸
(m × m)


, composed by the following blocks:

• Lgg is diagonal;
• Lgl contains nonzero-elements in correspondence to a

direct generator bus - load bus connection;
• Llg is the transpose of Lgl;
• Lll represents the load bus connections.

The model (1) takes into account the sensitivities of the
load to the frequency variations using the diagonal damping
matrix DL, similarly, the generators damping are modelled
through diagonal matrix D. The inertia of the power system
is represented by the diagonal matrix M in which each
element is characterized by the inertia associated to the
respective generator. In what follows, we assume that the
speed control of each generator can be modeled as a PI con-
trol, thereafter, KP and KI entries represent, respectively,
the integral and proportional controller coefficients of the
generators at all generator buses [16]. Using a parametric
uncertainties model approach, the transition matrix A can
be split in two parts, the nominal dynamics of the network,
indeed not subject to attacks, and the second part, which
introduces the dynamics of the attacks and their impacts on
the dynamics of the whole system. Respectively, the nominal
and the attacked dynamics are represented by matrices A1

and A2. The term ūT represents the input of the system.
Physically, the inputs are the power deviations (injections or
withdraws) with respect to the operative point around which
the system (1) is linearized on the various buses. For our



purpose, the input of the system, ūT , can be split into two
terms: ūT = PL + u, the term PL represents the power
consumption at load buses, that can be used by the attacker to
induce a frequency deviation that then may feed a D-LLAs,
and the component u representing the ESS controlled power
that implements the state feedback control u = K[δ, θ, ω]T

to robustly stabilize the network.
Due to the structure of (1), the effects of D-LAAs can be

seen as a form of parametric uncertainty affecting the nomi-
nal transition matrix of the network A. In [14], the system (1)
was studied as a switched system with polytopic uncertainty,
and utilising the results from [17] it was proven that it was
possible to design a controller of the form u(t) = Kx(t) able
to defend against the set of considered D-LAAs, provided
that the controller knows which buses are vulnerable and
is provided with an estimation of the maximum power that
can be compromised by the attackers. The authors proved
that to determine the value of the control gain K it was
sufficient to solve the multi-objective optimization problem
(whose objectives are weighted by the parameters γ1, γ2, γ3):

max
P,Y,α,ūmax

γ1 tr(P )− γ2 ūmax + γ3 α

s. t. ∀i = 1, ..., p[
AiP + PAT

i +BY + Y TBT P
P −I/α

]
< 0[

P Y T

Y ūmaxI

]
≥ 0

P = PT

(4)

and set K = Y P−1.
A challenge faced in [14] is related to the fact that the

matrix K is in principle dense, which has some technical
implications related to the physical meaning of the product
Kx(t). In particular, to protect the network with the proposed
strategy, one would need:

1) access to the state measurements on all of the network
nodes, as the matrix K does not have any column of
zeroes (i.e., the vector x(t) is required in its entirety to
compute u = Kx(t));

2) the presence of an ESS on every network node, as the
matrix K does not have any row of zeroes (i.e., the
vector u = Kx(t) does not have any structurally zero
elements).

These two limitations significantly impact the likelihood
of deploying the control strategy of [14], as the technological
requirements imposed to the operator may be too demanding,
for both economic and logistic constraints. In a realistic
scenario, the number of installed ESSs will be limited to a
few units, and their possible locations will include a limited
subset of secured buses, Mp, previously identified.

In [14], it was show that, due to the particular structure of
the closed form K = Y P−1, it is always possible to avoid
the placement of a storage on a specific node by setting
a constraint in the optimisation problem (4), to force the

elements of the corresponding row of the matrix Y to be
zero. The open limitation affecting [14] was related to the
placement of the ESSs, as their position in the network may
have a significant impact on the defence performance. In
fact, it was assumed that the network operator was free to
deploy a storage on each of the buses in the setMp, but the
identification of an optimal criteria for determining such set
remained an open problem.

The algorithm presented in this paper aims at identifying
the optimal placement strategy for ESSs over a minimal
subset of Mp, so that their number is minimized. To do so,
the following subsection discusses a solution for the optimal
placement of ESSs.

B. Optimal ESSs placement

To determine the optimal locations to install the ESSs,
the transmission network is modelled as a weighted and
connected graph, in which the weights are given by the
impedences of the links between buses. Our goal is to find
a prioritisation criteria to sort the secured buses in the set
Mp that are candidates to host an ESS and, to this end, we
designed an ad-hoc value function.

The nature of D-LAAs is to modify the power load on the
nodes dynamically, based on measurements from a subset of
state variables. This attack modifies the power flows through
the network, in order to steer the generator frequencies
outside of their operative regions (recall that, in our setting,
for its structure the attack is based on the frequency deviation
at the generator buses). To defend against such an attack,
the optimal storage placement shall take into account two
different concepts, as the ESSs have to:

1) reduce the power flow deviations from nominal values;
2) relieve the affected generators to support their synchro-

nization.
The optimal configuration sought by the algorithm is then

characterised by a certain number of ESSs distributed over
the network, so that their distance from vulnerable buses
(i.e. potential attacks) and generators are both minimised and
balanced.

In fact, on the one hand, having ESSs displaced too far
from the vulnerable buses would imply that the contribu-
tion of the ESSs would be filtered by the power network,
requiring a considerable control effort when the attack is
located far from the defence/ESS location. On the other hand,
having ESSs located near the generators allows to unload
the on-board regulating systems of the generators, partially
uncoupling the disturbances generated on the network from
the self-regulating control actions.

Having set this criterion, we now need to define in our
setting the concept of distance between two nodes. A natural
quantity that serves the purpose of “electrical distance” when
dealing with power networks is the minimum impedance
observed on the paths that connect two nodes. To compute
this quantity it is sufficient to employ off-line an implemen-
tation of the Dijkstra algorithm, whose complexity in the
considered setting is treatable, as it is linear in the number
of buses and linearithmic in the number of lines [18].



Having these concepts in mind, the value function has
to capture the cumulative electrical distance (impedance) a
given location has with respect to the set of vulnerable nodes
and the generators. This can be obtained by setting, for every
node i ∈ |Mp|, a value index di:

di =ρa
∑

j|xj∈Ma

ϕ(Z, i, j) + ρg
∑

j|xj∈Mg

ϕ(Z, i, j) ∀i ∈ |Mp|

ρg = 1− ρa, ρa ∈ [0, 1]
(5)

whereMa andMg are the set of vulnerable and generator
nodes respectively, ϕ(Z, i, j) is the minimum impedance
between the nodes i, j, Z is the line impedance matrix and
ρa and ρg are complementary coefficients that weight the
operator’s choice for the prioritization of the distance from
vulnerable nodes and generators.

Having defined a value index di for every secured node
in the network, it is now possible to sort and prioritise their
locations for the optimal placement strategy. In the following,
we will assume the nodes in Mp to be sorted in ascending
order according to their values of di.

C. Optimisation algorithm

In the presentation above we neglected the aspects related
to determining the minimum number of ESSs to be installed.
The minimisation of ESSs is a crucial requirement for the
operator, as their cost is not negligible. In order to find
such minimum number, we propose an iterative procedure:
starting from the empty set and adding to it, one by one, the
remaining buses ordered according to their priority index di,
find the minimum number of nodes for which (4) admits a
solution.

In other words, iteratively increase I from 1 to |Mp|, until

max
P,Y,α,ūmax

γ1 tr(P )− γ2 ūmax + γ3 α

s. t. ∀i = 1, ..., p[
AiP + PAT

i +BXY +XY TBT P
P −I/α

]
< 0[

P Y TXT

XY ūmaxI

]
≥ 0

P = PT

X is diagonal
X(i, i) = xi ∀i ∈Mp and X(i, i) = 0 otherwise

(6)

becomes feasible.
The diagonal matrix X defines the structure of the con-

troller: if the element (i, i) of the matrix X is zero, then
the corresponding ith row of the control as U = Kx =
XY P−1x is zero, implying that no storage will be placed
on node i, in line with [14].

The resulting algorithm is reported in Table ??.
Once the placement is completed and the matrix K is

determined, the control law can be deployed to defend
against D-LAAs in real time.

Algorithm 1:
Result: Storage placement and controller
Sort the nodes i ∈Mp according to the value

function (5)
Initialize: I = 1; xi = 0 ∀ nodes i ∈ |Mp|
while I ≤ |Mp| do

xi = 1 ∀i ≤ I
if (4) has a solution then

K = Y P−1

Output: Set of nodes for ESSs placement,
given by I;
Defence control law, defined by its
gain K

else
I ← I + 1

end
end
Output: No placement protects from the given

attacks

It can be remarked that in principle (6) could be solved
to also directly minimize I. This direct minimization would
in turn require the solver to deal with binary decision vari-
ables in a LMI setting, significantly increasing the problem
complexity, which makes the proposed sorting-based solution
more appealing for real-world applications.

IV. REAL-TIME CONTROLLER AND D-LAA VALIDATION
SCENARIO

In this section we consider the IEEE 9 bus test system
reported in Figure 1 to validate the proposed real-time
defence control law and the capabilities of the D-LAAs. In
particular, Section IV-A describes the scenario considered
and details the attack sequence implemented, also demon-
strating how the attack is able to de-stabilize the network in
the uncontrolled case, while Section IV-B reports the effects
of the proposed real-time control law for the protection of
the network.

A. Reference Scenario

From an attack point of view, we consider a scenario in
which two different attacks are deployed: one on the node
5, driven by the frequency deviation of generator 1, and one
on the bus 9, driven by the the frequency deviation of the
generator 2. For our initial testing, we modified the standard
network by adding the presence of one ESS on the node
7. The attack gains −KLG

vs are bounded respectively by the
values of 20 and 10. In all the simulations we will consider
attacks based on a measurements from all generator buses.
The modeled sequence of attacks consists of the following:

1) an initial static load altering attack on nodes 5 and 9
of 0.1 p.u., from time t = 1s to t = 2s, to induce a
non-negligible frequency deviation in the network;

2) a D-LAA on node 5 from time t = 3s to t = 12s, with
maximum attack gain;



3) a D-LAA on node 9 from time t = 7s to t = 22s, with
maximum attack gain;

4) a static load altering attack on nodes 5 and 9 of
0.01 p.u., from time t = 21s to t = 22s, to further
perturb the network;

5) two contemporary D-LAAs on nodes 5 and 9, respec-
tively, from times t = 21s and t = 23s, up to times t =
36s and t = 40s, with their corresponding maximum
attack gains.

Figure 2 reports the attack sequence: the first plot shows
the time evolution of the static load altering attacks on nodes
5 and 9, while the second one represents the percentage of
the attack gain for the D-LAA on node 5 and the last graph
represents the same quantity for node 9.

Figure 3 shows how, for the uncontrolled case (i.e., when
the ESS is deactivated), the D-LAA, exploiting the frequency
deviation generated by the initial Static Load Altering Attack
(S-LAA) is able to induce an unstable behaviour in the
network.

Figure 4 reports the magnitude of the attacks expressed in
p.u., highlighting how power is injected in the network when
the generator is in sub synchronous and vice versa. This
counter-phase power injection, guided by a state feedback
attack, is due to the unstable eigenvalues induced in the
system by the D-LAAs [8] and is able to destabilise the
system in a few seconds. This can be esily seen from the
comparison of the Figures 3 and 4, where it is possible to
see that all the generators go out of the operational range
(|ωi| < 2) [8] around t = 9s. We mention that the linearized
model becomes inaccurate when the generators’ frequencies
are steered away from their nominal equilibrium values.

In what follows, we will consider a scenario in which
an anomaly detection system (IADS) [19]–[21] is utilised to
detect ongoing attacks from the analysis of data coming from
the Supervisory Control and Data Acquisition (SCADA)
system to provide better situational awareness to the defence
controllers. In this perspective, the ESSs are not utilised to
regulate the network if an attack is not detected, as it is
a reasonable assumption that ESSs are employed to only
defend against ongoing attacks ands compensate significant
frequency deviations. For this reason, the ESS are not to be
considered as a virtual inertia to cover the normal network
imbalance, but should be fed and maintained at some specific
value of charge [21], [22], in order to be ready to interview
in case of need.

Under the assumptions of the presence of IADS and the
independence of the control action w.r.t. the State of Charge
(SOC) of the ESS, we are then able to demonstrate the
effectiveness of the proposed state feedback controller.

B. Controlled scenario

Activating the control action for the ESS on node 7, we
demonstrate in this section that the network is successfully
stabilised and the attack is compensated.

Figure 5 shows the frequency deviations on the generators,
while Figure 6 shows the shape and the magnitude of the
attacks. The presence of the pre-emptive S-LAA from t = 1

Fig. 1: Modified IEEE 9 bus test system

Fig. 2: Attacks sequence on IEEE 9 bus test system

to t = 2 is designed in order to induce a initial unbalance in
the network, so that the following Dynamic Load Altering
Attack (D-LAA)s will meet favourable conditions to be
effective [8].

For the sake of presentation, we assume that the first
S-LAA is not recognized as an attack by the IADS, implying
that the ESS control is not activated. Exploiting the unbal-
ance generated by the S-LAA an D-LAA starts on the node
5, driven by the frequency deviation arisen on generator 1 at
time t = 3s. This attack (reported in the first plot of Figure
6) start to excite the unstable modes of the system (see the
zoom in Figure 5), as at this stage the defense strategy is not
yet activated. At t = 7, a second D-LAA arises on node 9,



Fig. 3: Frequency deviation of the uncontrolled IEEE 9 bus
test system case

driven by the the frequency deviation measured on generator
2. In this scenario, we assume that the IADS recognises
the ongoing attacks a time 7.5, activating hence the control.
The effect of the control are related to the minimization
of the frequency deviations that drive the attacks, meaning
that, due to the state feedback nature of the D-LAAs, by
regulating the network frequencies the ESSs are able also to
annihilate the attacking power. We recall that the identified
controller, obtained solving the optimization problem (4),
asymptotically stabilizes the network robustly with respect
to all the possible combinations of the considered D-LAAs.
The rejection effect that the controller attains against the D-
LAAs is shown in Figure 6.

Figure 7 reports the power injection on the controlled node
7: when at the time 7.5 the IADS recognizes the abnormal
behavior, the controller is triggered. The measured frequency
deviation generates a spike in the control effort, but after this
peak has some regulating effects on the on-going attack, the
control magnitude reduces significantly.

For the sake of comparison, Figure 8 reports the control
action if the IADS is able to recognize the anomaly in a
more efficient way, activating the control at time t = 6s.

An important difference between D-LAA and S-LAA
resides in the fact that S-LAA are not able to move the
eigenvalue of the network to the instability region [8], but
they are still necessary to introduce a frequency deviation
needed to activate the D-LAA. In the considered scenario, a
second S-LAA is then applied from time t = 21s to t = 22s

Fig. 4: D-LAA magnitude of the uncontrolled IEEE 9 bus
test system case. First plot shows the attack node 5, related to
the frequency deviation ω1 of generator 1, second plot shows
the attack on node 9 driven by the frequency deviation ω2

on generator 2

on nodes 5 and 9, with the purpose to create an addition
frequency deviation to amplify the D-LAAs. Note that the
defence strategy obtained from the optimization problem
(4) is not designed to face S-LAAs, but the asymptotic
stability property of the controlled system brings the induced
frequency deviation to zero (see zoom in Figure 5 between
time 20 and 25). The drawback of employing ESSs to
respond to such attacks consists in the request of a non-
negligible control effort from the ESS, as depicted by the
spikes of Figure 7.

V. SIMULATIONS WITH OPTIMAL ESS PLACEMENT

In this section we will demonstrate on the test network
IEEE-14 the optimal ESS placement procedure to defend
against the considered D-LAAs. With reference to Figures
9, we now consider three different classes of attacks:

1) YELLOW attacks: attacks that are spread all over the
network

2) RED attacks: attacks that are concentrated in a single
mesh of the network

3) PURPLE attacks: attacks that are concentrated on gen-
eration nodes.

The two Figures detail the attack locations on their corre-
sponding test networks.

A. Unsecured IEEE-14 bus test system

In our first testing the 14 bus test system IEEE will be
used to test the placement algorithm. We bound the gains
of all the attacks reported in 9 with a maximum value of
106. In particular, the attacks considered are color-coded as
follows:

• YELLOW attacks, that are spread over the network, on
nodes 2, 7, 11, 13



Fig. 5: Frequency deviation of the controlled IEEE 9 bus test
system case

TABLE I: ESSs placement-14 bus-Yellow and PURPLE
Attacks

Weights Yellow Attacks Purple Attacks
ρa ρg M∗

p M∗
p

1.0 0.0 {9,14} {2,5,4}
0.7 0.3 {5,9} {2,5,4}
0.5 0.5 {5,4} {2,5,4}
0.3 0.7 {5,4} {2,5,4}

• RED attacks, that are located in a single mesh, on nodes
10, 11, 13, 14

• PURPLE attacks, that are on the generator buses, on
nodes 1, 3, 6, 8.

Tables I and II report the results of the optimal placement
problem. In particular, in Table I YELLOW and PURPLE
attacks are considered for various values of ρa and ρg .
Overall, all proposed placements are similar, with minor
changes in the prioritization of the buses due to the different
definitions of di. The contribution of the weights ρa and ρg
becomes more significant in the case of protection against
RED attacks, as reported in Table II. From the table, we
can note how when the position of the generators is not
considered (i.e., ρg = 0) the number of the ESSs required
for the robust stabilization is 3, as the aggregation of the
attacks drives the placement in a limited area with the intent

Fig. 6: D-LAA magnitude of the controlled IEEE 9 bus test
system case. First plot shows the attack node 5, related to
the frequency deviation ω1 of generator 1, second plot shows
the attack on node 9 driven by the frequency deviation ω3

on generator 3

Fig. 7: Control action on node 7

of absorb/redirect the flows of power caused by the attack
as soon as they start affecting the network. Balancing the
weights (e.g., the case ρa = ρg = 0.5) the algorithm is
able to find a solution that involves the presence of only
2 ESSs, placed on buses that divide the zone under attack
(top) from the secure (bottom) one. Setting the weights as
ρa = 0.3 ρg = 0.7 moves the center-of-mass, with respect
to the electrical distance defined in (5), of the network in the
lower portion of the network. As a consequence, the network
is divided by the nodes 5 and 4 instead of 6 and 9, with the
need of an additional protection on node 2 to better defend
the generators.

VI. CONCLUSIONS AND FUTURE WORKS

This paper presented an optimization algorithm to deter-
mine the optimal placement for Energy Storage Systems
(ESSs) to protect a transmission network vulnerable to
Dynamic Load Altering Attacks. The designed algorithm
exploits the geometrical structure of the attack to synthesize
a defence control law for ESSs able to robustly stabilize the
network against any combination of the considered attacks.

The optimal placement obtained was demonstrated to be
able to protect the network against various types of attacks on



Fig. 8: Control action on node 7 - efficient IADS

Fig. 9: Unsecured IEEE-14 bus test system- In red, YEL-
LOW and PURPLE the considered attacks.

the IEEE-14 test network. Future research directions involve
the explicit inclusion of the ESS capacity and its state-of-
charge-dynamics in the placement problem.
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