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Abstract

The formalism of nonrelativistic quantum physics was originally considered in
the context of inertial frames. Here, we report on a more general framework
that includes noninertial frames and arbitrarily strong gravitational fields. We
derive from first principles the nonrelativistic limit of quantum fields in curved
spacetime.

Unique features and subtleties of the fully covariant theory in curved space-
time affect nonrelativistic quantum systems in accelerated frames when the ac-
celeration is sufficiently high. This includes the frame dependent notion of
particles, energies, vacuum states and nonrelativistic conditions. By using the
algebraic approach to quantum field theory, we detail these effects in the non-
inertial nonrelativistic regime.

The theoretical framework developed here gives predictions about the phe-
nomenology of nonrelativistic quantum systems that are put in noninertial mo-
tion. As an application, we derive the realistic model of accelerated nonrela-
tivistic atoms by using Dirac field theory in Rindler spacetime. We report on
the experimental constraints for the indirect observation of the Unruh effect by
means of atomic detectors via hyperfine structure.

Then, we address the problem of localization of quantum states and observ-
ables in inertial and accelerated frames. We show how the Born probabilistic
notion emerges in both cases as a consequence of the respective nonrelativistic
limit. As a result, we find that nonrelativistic states can be described in terms
of wave functions that quantify the probability to find particles in each space
position. Also, we report on nonlocal effects that originate from the frame de-
pendent nature of vacuum states and nonrelativistic conditions in the quantum
field theory in curved spacetime.
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Notation and conventions

Throughout the thesis we follow the following notation and conventions.

The signature of metrics is (−,+,+,+). We adopt Einstein notation over
repeated indices. Greek indices µ, ν, ρ, σ are for 4 dimensional spacetime coor-
dinates (0, 1, 2, 3), while Latin indices i, j, k for 3 dimensional space coordinates
(1, 2, 3). The index α is used for spinorial degrees of freedom. The other let-
ters l,m, n, . . . are used as bare indices and do not follow the Einstein rule of
repeated indices. Only in the case of 1+1 dimensional spacetimes, the letters
i, j, k are used as summation indices as well.

δ(t − t′) and δ3(x⃗ − x⃗′) are Dirac deltas, while δij = δij is the Kronecker
delta. We use generalized deltas δθθ′ as well when the variables θ and θ′ include
continuous and discrete degrees of freedom. Also, θ(t) is the Heaviside step
function.

Fundamental constants

c speed of light
ℏ reduced Planck constant
kB Boltzmann constant

Acronyms

QFT Quantum Field Theory
QFTCS Quantum Field Theory in Curved Spacetime
RQM Relativistic Quantum Mechanics
NRQM NonRelativistic Quantum Mechanics
NRQFTCS NonRelativistic limit of QFT in Curved Spacetime
AQFT Algebraic Quantum Field Theory
GR General Relativistic
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2 NOTATION AND CONVENTIONS

Abbreviations
Eq. Equation
Fig. Figure
Chap. Chapter
Sec. Section or subSection



Introduction

State of the art and objectives
NonRelativistic Quantum Mechanics (NRQM) is typically defined in terms of
the following postulates.

1. Single particle states are identified by wave functions ψ(x⃗) as elements of
the Hilbert space Cn ⊗ L2(R3).

2. Due to the Born interpretation of quantum mechanics, |ψ(x⃗)|2 gives the
probability to find the particle in the position x⃗, which means that states
are localized in the support of their wave functions.

3. The theory is supplied with a notion of time evolution by means of a
Hamiltonian operator Ĥ. The time evolved wave function ψ(t, x⃗) is solu-
tion of the Schrödinger equation iℏ∂0ψ(t, x⃗) = Hψ(t, x⃗), where H is the
representative of Ĥ in Cn ⊗ L2(R3).

NRQM is regarded as the limit of a more fundamental theory, namely Quan-
tum Field Theory (QFT). At variance with NRQM, QFT is consistent with
special relativity; however, the postulates 1-3 do not apply there. In particular,
single particles are defined as positive frequency modes of the field equation and
not as elements of Cn⊗L2(R3) [9]. The corresponding modal wave functions are
not associated to the probability to find particles in defined positions. Also, the
notion of time evolution is given by the hyperbolic field equation (e.g., Klein-
Gordon or Dirac equation) which can be second order in the time coordinate.
The NRQM postulates 1-3 only emerge in the nonrelativistic regime of QFT as
an approximation of the theory [10, 11, 12].

QFT describes relativistic quantum phenomena in the Minkowski frame of
a flat spacetime. More general coordinate frames or curved spacetimes are, in-
stead, considered in the so-called Quantum Field Theory in Curved Spacetime
(QFTCS) [9]. QFTCS is a well-established theory, which led to conceptual re-
sults and phenomenological predictions, including the frame-dependent content
of particles and the consequent frame-dependent notion of vacuum state, which
is at the origin of the Hawking [13] and the Unruh effect [14, 15, 16].

Here, we focus on QFT in Rindler spacetime describing the frame of an ac-
celerated observer. One of the aims of the thesis is to show the existence of a
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4 INTRODUCTION

regime in which postulates 1-3 hold for the accelerated observer. We define Non-
Relativistic limit of Quantum Field Theory in Curved Spacetime (NRQFTCS)
as the restriction of QFTCS to states with energy very close to their mass. We
demonstrate that, when such a nonrelativistic condition is satisfied, the postu-
lates 1-3 hold.

An additional goal is to compare NRQFTCS with NRQM, defined as the non-
relativistic regime in Minkowski spacetime. Some unique features of QFTCS—
such as the frame dependent notion of particles, energies and vacuum states—are
expected to appear in the context of NRQFTCS and cannot be predicted by
the sole postulates 1-3 of the nonrelativistic quantum theories. What are the
consequences of such frame dependent effects in the noninertial quantum exper-
iments? Do they produce measurable differences between the NRQM and the
NRQFTCS regimes?

NRQFTCS represents the natural framework for the description of, e.g.,
nonrelativistic systems in gravitational field or particle detectors in noninertial
motion. Remarkably, the regime is experimentally accessible with current tech-
nology. In particular, the weak gravitational effects produced by the Earth’s
gravity on nonrelativistic quantum systems was detected by experiments on ul-
tracold neutrons [17, 18, 19, 20, 21, 22, 23]. The ever-improving measurement
accuracy and the theoretical interest in describing strong gravity effects in non-
relativistic quantum systems motivate the formulation of NRQFTCS from first
principles.

As an example of nonrelativistic quantum system in noninertial motion,
we consider an accelerated atomic detector [24, 25, 26]. For a comprehensive
description of the noninertial atom, the idealized nonrelativistic Unruh-DeWitt
detector [16, 27] needs to be superseded by a more realistic model. An explicit
description of the quantum system based on bound states of atomic fields—
including nuclear, electronic and electromagnetic fields—in QFT and QFTCS is
currently lacking; conversely, the nonrelativistic semiclassical atomic theory is
well-established and gives measurable predictions in the NRQM regime. When
the atom is accelerated, NRQFTCS becomes the only accessible framework for
the description of the quantum system.

The nonrelativistic limit of quantum fields in Rindler spacetime unveils
conceptual and experimental subtleties, such as the frame dependence of the
nonrelativistic limit and particle number. Due to the different notion of time
and energies—as generators of time translations—between the Minkowski and
Rindler frame, the inertial and the accelerated observer generally do not agree
about the nonrelativistic nature of states. Also, the frame dependent content
of particles predicted by the algebraic approach to QFTCS [9, 28] imply that
the two observers do not agree about the number of particles representing the
same state either. Consequently, if the atom is prepared in the inertial frame as
a nonrelativistic system with a fixed number of electrons and nuclear particles,
it appears as made of an indefinite number of particles with different energies
in the accelerated frame. In this thesis, we show how to suppress such a frame-
dependent effect and we derive the observational limits for the detection of the
Unruh effect via first-quantized atomic detectors.
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In the last part of the thesis, we address the problem of localization in QFT,
NRQM, QFTCS and NRQFTCS. The notion of localization in QFT is charac-
terized by the lack of independence between the preparation of states over the
Minkowski vacuum |0M⟩ and the measurement of observables in disjoint regions
of space [29, 30, 31, 28]. This nonlocality originates from Bell-like quantum
correlations of |0M⟩ between the local Hilbert spaces [28, 32, 33] and does not
violate causality [32, 34, 35, 36]; however, it is incompatible with the notion
of Born localization considered by the postulate 2 of NRQM. Provably, in the
nonrelativistic limit of QFT such a nonlocal effect is suppressed and the Born
localization scheme emerges. This leads to the independence between the prepa-
ration of nonrelativistic states over |0M⟩ by an inertial experimenter (Alice) and
the measurement of observables by an inertial experimenter (Bob) in disjoint
regions.

Here, we show that the same nonlocal effect seen for QFT in Minkowski
spacetime is also present in QFTCS and is suppressed in the NRQFTCS regime.
Hence, we find that the preparation of nonrelativistic states over the Rindler
vacuum |0L, 0R⟩ carried out by an accelerated experimenter (Rachel) do not
influence measurements of nonrelativistic observables by another accelerated
observer (Rob) operating in a different region.

The frame dependent notion of vacuum states and nonrelativistic conditions
in QFTCS is crucial for the description of “hybrid” experiments. This includes
Rachel-Rob scenarios with the Minkowski vacuum |0M⟩ as the background state
and Alice-Rob scenarios over |0M⟩. In all of these cases, the aforementioned
nonlocal effect is not suppressed. Specifically, we find that nonrelativistic mea-
surements carried out by Rob are influenced by local preparation of nonrela-
tivistic Rindler particles by Rachel over the Minkowski vacuum |0M⟩ or by local
preparation of nonrelativistic Minkowski states by Alice. Such a result leads
to measurable outcomes in the NRQFTCS regime that cannot be predicted
by the sole postulates 1-3 of the nonrelativistic quantum theories and makes
NRQFTCS conceptually and physically different from NRQM.

Structure of the thesis

The thesis is divided into three parts.

• Part I gives an introduction to the nonrelativistic limit of quantum fields
and particles in flat and curved spacetimes.

– In Chap. 1, we consider scalar and Dirac fields in Minkowski and
Rindler spacetimes. By following the existent literature [9], we show
the representation of particle states as positive frequency modes of
the corresponding field equation.

– In Chap. 2, we discuss the behavior of such a modal representation in
the nonrelativistic limit of each frame. By considering particles with
energy very close to their mass, we show that postulates 1 and 3 are
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satisfied. Specifically, we find that the modal wave functions live in a
Cn⊗L2(R3) Hilbert space—up to a metric dependent measure—and
their dynamics is determined by a Schrödinger-like equation.

• While Part I is devoted to the representation and the time evolution of
nonrelativistic states, in Part II we focus on the notion of nonrelativistic
observables by considering the algebra of creators and annihilators of non-
relativistic particles. We discuss the frame dependent content of particles
in QFTCS and its consequences in the nonrelativistic regime for inertial
and accelerated observers.

– In Chap. 3, we follow the algebraic approach to QFTCS [28] to show
how particle representations of one frame can be related to the other.
For both scalar and Dirac fields, we compute the Bogoliubov trans-
formations relating Fock operators of one frame to the other and we
derive the consequent representation of the Minkowski vacuum |0M⟩
as an element of the Rindler-Fock space.

– In Chap. 4, we provide a general procedure to compute the statisti-
cal operator representing any Minkowski-Fock state as seen by the
accelerated observer. Also, we derive the explicit formulation of Min-
kowski particles in terms of Rindler-Wigner characteristic functions.

– In Chap. 5, we discuss the frame dependent notion of nonrelativistic
limit between the inertial and the accelerated observers. We show
that the two experimenters do not always agree about the nonrela-
tivistic nature of particles. We derive the condition in which such
a frame dependent effect is suppressed by constraining the relative
acceleration of the observers.

– In Chap. 6, we study accelerated atomic detectors as a practical
application for the NRQFTCS framework. By following the results
of Chap. 5, we identify the regime in which a nonrelativistic atom
prepared in the laboratory frame can be described as a first-quantized
system in the comoving accelerated frame. We show the observational
window for the detection of the Unruh effect by means of atomic
hyperfine splitting.

• Part III is reserved to the problem of localization in the inertial and the
accelerated frame.

– In Chap. 7, we review the existing literature about the localization
in QFT and its nonrelativistic limit. We follow the algebraic ap-
proach to QFT to define a fundamental notion of localization in the
fully relativistic theory. Only in the nonrelativistic regime, the Born
localization scheme—identified by postulate 2—emerges.

– In Chap. 8, we address the problem of localization in the context
of accelerated frames. The algebraic approach to QFT provides a
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fundamental notion of localization in this case as well. By consid-
ering Rindler particle operators with energy close to their mass, we
recover the Born localization scheme and the consequent postulate
2 of NRQFTCS. Also, we study the general scenario in which an
experimenter A prepares states over a background |Ω⟩ by means of
nonrelativistic local operators and an experimenter B carries out non-
relativistic local measurements in a different region. If both experi-
menters are accelerated (i.e., experimenters A and B are Rachel and
Rob, respectively) and if |Ω⟩ is the Rindler vacuum |0L, 0R⟩, then
the preparation of the state by Rachel does not influence measure-
ments by Rob. Conversely, due to the frame dependent notion of vac-
uum states and nonrelativistic conditions, the independence between
preparation of states and measurements is not guaranteed when |Ω⟩
is different from |0L, 0R⟩ or when one of the two experimenters is
inertial.

– In Chap. 9, we detail the results of Chap. 8 by considering the exam-
ple of a single particle that is prepared by an inertial observer and
is detected by an accelerated observer. The detection occurs even if
the particle is localized beyond the Rindler horizon.
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Part I

Fields and particles
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Chapter 1

QFT in flat and curved
spacetimes

In this chapter, we review the description of fields in terms of particles as positive
frequency modes of the respective field equation [9]. We focus on scalar and
Dirac fields as the simplest examples of bosonic and fermionic fields.

In Sec. 1.1, we consider the Minkowski spacetime representing an inertial
frame. In Sec. 1.2, we generalize the results to any static spacetime. In Sec. 1.3,
we study the Rindler frame as the static spacetime associated to an accelerated
observer.

1.1 Minkowski spacetime

The Minkowski spacetime is defined by the coordinates (t, x⃗) = (t, x, y, z) and
by the flat metric ηµν = diag(−c2, 1, 1, 1). We note by ηµν the inverse of ηµν .

In this section, we study Klein-Gordon fields and Dirac fields in Minkow-
ski spacetime. We provide the representation of Minkowski single particles as
positive frequency modes of the Klein-Gordon and Dirac equation, respectively.
The generalization to any Minkowski-Fock state is given by second-quantized
wave functions.

1.1.1 Scalar field

We consider a free scalar field ϕ̂ that is solution of the Klein-Gordon equation[
ηµν∂µ∂ν −

(mc
ℏ

)2]
ϕ̂ = 0, (1.1)

with m as the mass, and satisfying the canonical commutation relation[
ϕ̂(t, x⃗), ϕ̂†(t′, x⃗′)

]
= iℏ∆KG(t− t′, x⃗− x⃗′), (1.2)

11
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with

∆KG(t, x⃗) =
−i

(2π)3

∫
R3

d3k

2ω(k⃗)

[
e−iω(k⃗)t+ik⃗·x⃗ − eiω(k⃗)t−ik⃗·x⃗

]
(1.3)

as the Pauli–Jordan function (i.e., retarded minus advanced propagator) and

ω(k⃗) =

√(
mc2

ℏ

)2

+ c2 |⃗k|2 (1.4)

as the dispersion relation. For real scalar fields, we have that ϕ̂† = ϕ̂; whereas,
for complex scalar fields one has to consider the following additional commuta-
tion rule [

ϕ̂(t, x⃗), ϕ̂(t′, x⃗′)
]
= 0. (1.5)

Equations (1.1), (1.2) and (1.5) are usually derived from the Lagrangian
formulation of classical scalar fields and the canonical quantization. The Klein-
Gordon Lagrangian density is

LKG[ϕ̂] =
c

2

[
ηµν∂µϕ̂∂ν ϕ̂

† +
(mc

ℏ

)2
ϕ̂ϕ̂†

]
, (1.6)

which has the dimension of a density action, i.e., ET/L4, where E is the energy,
T the time and L the length. The conjugate momentum field is defined as

π̂ = c
δLKG

δ(∂0ϕ̂)
= −∂0ϕ̂† (1.7)

and satisfies the equal time canonical commutation relation[
ϕ̂(t, x⃗), π̂(t, x⃗′)

]
= iℏδ3(x⃗− x⃗′), (1.8a)[

ϕ̂(t, x⃗), ϕ̂(t, x⃗′)
]
=
[
ϕ̂(t, x⃗), ϕ̂†(t, x⃗′)

]
= 0, (1.8b)

[π̂(t, x⃗), π̂(t, x⃗′)] =
[
π̂(t, x⃗), π̂†(t, x⃗′)

]
= 0. (1.8c)

Real scalar fields are such that ϕ̂† = ϕ̂ and π̂† = π̂. Complex scalar fields also
satisfy the commutation relation[

ϕ̂(t, x⃗), π̂†(t, x⃗′)
]
= 0. (1.9)

The equivalence between Eqs. (1.2) and (1.8) can be proved by plugging
Eq. (1.7) in Eq. (1.8a) to obtain the differential equation

− ∂

∂t′

[
ϕ̂(t, x⃗), ϕ̂†(t′, x⃗′)

]∣∣∣∣
t′=t

= iℏδ3(x⃗− x⃗′),
[
ϕ̂(t, x⃗), ϕ̂†(t, x⃗′)

]
= 0, (1.10)

whose solution is precisely Eq. (1.2).
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Free modes

Equations (1.1) and (1.2) lead to the familiar expression for the scalar field

ϕ̂(t, x⃗) =

∫
R3

d3k
[
f(k⃗, t, x⃗)â(k⃗) + f∗(k⃗, t, x⃗)b̂†(k⃗)

]
, (1.11)

where â(k⃗) is the annihilation operator for the free particle mode

f(k⃗, t, x⃗) =

√
ℏ

(2π)32ω(k⃗)
e−iω(k⃗)t+ik⃗·x⃗ (1.12)

and b̂†(k⃗) is the creation operator for an antiparticle with momentum k⃗. â(k⃗)
and b̂(k⃗) generate the usual Minkowski-Fock space through the canonical com-
mutation relation

[â(k⃗), â(k⃗′)] = [b̂(k⃗), b̂(k⃗′)] = [â(k⃗), b̂(k⃗′)] = 0, (1.13a)

[â(k⃗), â†(k⃗′)] = [b̂(k⃗), b̂†(k⃗′)] = δ3(k⃗ − k⃗′). (1.13b)

For real scalar fields, â(k⃗) = b̂(k⃗) and, hence, no distinction between particles
and antiparticles occurs. For complex scalar fields, one has to consider the
additional commutation relation

[â(k⃗), b̂†(k⃗′)] = 0. (1.14)

The f(k⃗) modes are defined to be solutions of the Klein-Gordon equation
(1.1) and orthonormal with respect to the Klein-Gordon scalar product

(ϕ, ϕ′)KG =
i

ℏ

∫
R3

d3x [ϕ∗(t, x⃗)∂0ϕ
′(t, x⃗)− ϕ′(t, x⃗)∂0ϕ∗(t, x⃗)] . (1.15)

Equation (1.15) is time-independent for solutions of Eq. (1.1). This can be
proven by using Eq. (1.1) and the integration by parts as

d

dt
(ϕ, ϕ′)KG =

i

ℏ

∫
R3

d3x
(
ϕ∗∂20ϕ

′ − ϕ′∂20ϕ∗
)

=
i

ℏc2

∫
R3

d3x
(
ϕ∗δij∂i∂jϕ

′ − ϕ′δij∂i∂jϕ∗
)

=
i

ℏc2
δij
∫
R3

d3x [−(∂iϕ∗)(∂jϕ′) + (∂iϕ
′)(∂jϕ

∗)]

=0. (1.16)

The orthonormality of the f(k⃗) modes with respect to (ϕ, ϕ′)KG reads as

(f(k⃗), f(k⃗′))KG = δ3(k⃗ − k⃗′), (1.17a)

(f∗(k⃗), f∗(k⃗′))KG = −δ3(k⃗ − k⃗′), (1.17b)
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(f(k⃗), f∗(k⃗′))KG = 0, (1.17c)

which can be proven from Eqs. (1.12) and (1.15).
In the interaction-free theory, the Hilbert space of single particles is repre-

sented by the vector space generated by the f(k⃗) modes and supplemented by
the Klein-Gordon scalar product (1.15). The f∗(k⃗) modes have to be excluded,
in order for the Klein-Gordon scalar product to satisfy positive-definiteness
[Eq. (1.17)]. The space of single antiparticle states is analogously defined from
the field ϕ̂†. In this chapter, we only focus on particles.

The mode f(k⃗) is associated to the single particle state |⃗k⟩ = â†(k⃗)|0M⟩,
with |0M⟩ as the Minkowski vacuum defined by â(k⃗)|0M⟩ = b̂(k⃗)|0M⟩ = 0. The
function f(k⃗, t, x⃗), with varying t and x⃗, provides a representation for the state
|⃗k(t)⟩ evolved with respect to the free theory as

iℏ∂0 |⃗k(t)⟩ = ω(k⃗)|⃗k(t)⟩, (1.18)

with initial time condition |⃗k(0)⟩ = |⃗k⟩.
Any particle state |ϕ⟩ can be expanded as

|ϕ⟩ =
∞∑
n=1

1√
n!

∫
R3n

d3nknϕ̃n(kn)
n∏
l=1

â†(k⃗l)|0M⟩+ ϕ̃0|0M⟩, (1.19)

where kn = (k⃗1, . . . , k⃗n) is a 3n vector collecting nmomenta and ϕ̃n(kn) is the n-
particles wave function of |ϕ⟩ in the momentum representation, which is defined
to be symmetric with respect to the momenta variables. The representative of
the time-evolved state |ϕ(t)⟩ in the Schrödinger picture is

ϕn(t,xn) =
(
2mc2

ℏ2

)n/2 ∫
R3n

d3nknϕ̃n(kn)
n∏
l=1

f(k⃗l, t, x⃗l), (1.20)

where xn = (x⃗1, . . . , x⃗n). When n = 0, we assume ϕ0 = ϕ̃0.
Hereafter, we will refer to ϕn(t,xn) of Eq. (1.20) as the wave function of

|ϕ(t)⟩ in position space. However, we remark that ϕn(t,xn) is not associated to
the probability to find the n particles in xn = (x⃗1, . . . , x⃗n); the interpretation
that the state |ϕ(t)⟩ is localized in the support of ϕn(t,xn) is generally incorrect.
A genuine notion of localization is only provided by the algebraic formulation
of QFT, which will be detailed in Secs. 3.2.2 and 7.3. The modal localization
scheme based on the wave function ϕn(t,xn) will be rigorously defined in Sec. 7.4
and it will be shown to be incompatible with the fundamental localization in
QFT [Sec. 7.5.3].

A genuine notion of localization for ϕn(t,xn) is only recovered in the nonrel-
ativistic limit. In such a regime, the wave function ϕn(t,xn) is approximately
an element of L2(R3) and follows the interpretation of Born localization, i.e.,
ϕn(t,xn) is the probability amplitude to find the n particles in xn = (x⃗1, . . . , x⃗n).
These results will be shown, respectively, in Secs. 2.2.1 and 7.6.4. Hereafter, we
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will assume that the particle states are localized in the support of ϕn(t,xn), but
only in the context of NonRelativistic Quantum Mechanics (NRQM).

While the wave functions (1.20) give a representation for particle states, the
Klein-Gordon scalar product (1.15) represents the Hilbert product between two
single particle states in terms of their wave functions as

⟨ϕ|ϕ′⟩ = ℏ2

2mc2
(ϕ1, ϕ

′
1)KG. (1.21)

This product is time independent if evaluated on wave functions of the form
of Eq. (1.19) and, hence, leads to constant probabilities, as expected by the
quantum theory. Equation (1.21) can be proven by using Eqs. (1.17), (1.19)
and (1.20).

The time evolution of the state |⃗k⟩ is described by Eq. (1.18), which states
that |⃗k⟩ is an eigenstate of the Klein-Gordon Hamiltonian ĥKG with ω(k⃗) as
the eigenvalue. If we try to represents such a Hamiltonian in the representation
space of the modes f(k⃗), we must rely on some kind of square root of

HKG = −(ℏc)2δij∂i∂j + (mc2)2, (1.22)

since each mode f(k⃗) is a solution of

HKGf(k⃗) = [ℏω(k⃗)]2f(k⃗). (1.23)

What we mean by square root of HKG is the fact that HKG and the repre-
sentative of ĥKG share the same eigenvectors, but with different eigenvalues: if
ℏω is the eigenvalue of |⃗k⟩ with respect to ĥKG, then (ℏω)2 is the eigenvalue of
f(k⃗) with respect to HKG. We define hKG as the representative of ĥKG and we
write the following improper expression

hKG =
√
HKG. (1.24)

General modes

We now generalize the results obtained for the free modes f(k⃗) by considering
the expansion of ϕ̂ in terms of generic modes g(θ) and h(θ) with, respectively,
positive and negative frequencies. Specifically, we consider

ϕ̂(t, x⃗) =
∑
θ

[
g(θ, t, x⃗)â(θ) + h(θ, t, x⃗)b̂†(θ)

]
, (1.25)

where θ is a collection of quantum numbers which can be discrete, continuum or
both and

∑
θ is a generalized sum, eventually including integrals for continuum

variables. In the particular case of free modes, the quantum numbers θ are
momentum components (i.e., θ = θ⃗ = k⃗) and

∑
θ =

∫
R3 d

3k. The operators
â(θ) and b̂†(θ) are, respectively, the annihilator of the particle mode g(θ) and
the creator of the antiparticle mode h∗(θ). The function g(θ, t, x⃗) with varying
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t and x⃗ is, hence, the representative of the single particle state |θ⟩ = â†(θ)|0M⟩
identified by the quantum numbers θ.

The fact that g(θ) and h(θ) have positive and negative frequencies can be
expressed by

g(θ, t, x⃗) = g̃(θ, x⃗)e−iω(θ)t, (1.26a)

h(θ, t, x⃗) = h̃(θ, x⃗)eiω(θ)t, (1.26b)

with ±ω(θ) as the real frequencies. The orthonormality with respect to the
Klein-Gordon scalar product (1.15), instead, reads as

(g(θ), g(θ′))KG = δθθ′ , (1.27a)
(h(θ), h(θ′))KG = −δθθ′ , (1.27b)
(g(θ), h(θ′))KG = 0, (1.27c)

where, in this case, the deltas are generalized, as they act as Kronecker deltas
for discrete indices and as Dirac deltas for continuum variables.

The decomposition of the field into real frequencies [Eq. (1.26)] is guaranteed
by the fact that g(θ) and h(θ) are solutions of the Klein-Gordon equation (1.1).
By imposing the ansatz (1.26a), Eq. (1.1) becomes a Schrödinger equation for
g(θ) with eigenvalues proportional to ω2, i.e.,

HKGg(θ) = [ℏω(θ)]2g(θ). (1.28)

HKG is positive with respect to the Klein-Gordon scalar product (1.15) for any
positive frequency solution of the Klein-Gordon equation. Indeed, by defining

h0 = mc2, hi = ℏc∂i, (1.29)

one can prove that

(ϕ,HKGϕ
′)KG = δij(hiϕ, hjϕ

′)KG + (h0ϕ, h0ϕ
′)KG. (1.30)

In this way one can see that if ϕ is a combination of g(θ) modes, then

(ϕ,HKGϕ)KG > 0 (1.31)

and, hence, HKG has positive eigenvalues in the space of g(θ) modes. This is
compatible with the fact that the ω appearing in Eq. (1.28) is real. The same
proof can be obtained for the h∗(θ) modes by considering the field ϕ̂†.

As in Eqs. (1.19) and (1.20), we may define the wave function of any state
|ϕ⟩ by decomposing |ϕ⟩ in terms of |θ⟩ states as

|ϕ⟩ =
∞∑
n=1

1√
n!

∑
θn

ϕ̃n(θn)

n∏
l=1

â†(θl)|0M⟩+ ϕ̃0|0M⟩, (1.32)

where we have defined the vector θn = (θ1, . . . , θn) and the function ϕ̃n(θn) is
symmetric with respect to θ1, . . . , θn. In the Schrödinger picture, he state |ϕ⟩ is
represented by

ϕn(t,xn) =
(
2mc2

ℏ2

)n/2∑
θn

ϕ̃n(θn)

n∏
l=1

g(θl, t, x⃗l). (1.33)
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1.1.2 Dirac field
In this subsection, we consider a Dirac field ψ̂ in Minkowski spacetime and we
derive the modal representation of the corresponding particle states. We use
the Dirac representation for ψ̂ and its modes; hence, we identify them as a 4
dimensional vectors and any operator acting on the left as a 4× 4 matrix.

Free Dirac fields in Minkowski spacetime are solutions of the Dirac equation(
icγµ∂µ −

mc2

ℏ

)
ψ̂ = 0, (1.34)

where

γ0 =
1

c

(
I 0
0 −I

)
, γi =

(
0 σi

−σi 0

)
(1.35)

are gamma matrices, with I as 2× 2 identity matrix and

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(1.36)

as Pauli matrices. The following identities for gamma matrices will be used
throughout the thesis

{γµ, γν} = −2ηµν , (1.37a)

(γ0)† = γ0, (γi)† = −γi. (1.37b)

Free modes

The usual decomposition of ψ̂ in terms of modes with defined momenta and
spin is

ψ̂(t, x⃗) =

2∑
s=1

∫
R3

d3k
[
us(k⃗, t, x⃗)ĉs(k⃗) + vs(k⃗, t, x⃗)d̂

†
s(k⃗)

]
, (1.38)

where ĉs(k⃗) and d̂†s(k⃗) are, respectively, the annihilation operator for the par-
ticle and the creation operator for the antiparticle with momentum k and spin
number s satisfying the canonical anticommutation relations

{ĉs(k⃗), ĉs′(k⃗′)} = {d̂s(k⃗), d̂s′(k⃗′)} = {ĉs(k⃗), d̂s′(k⃗′)} = 0, (1.39a)

{ĉs(k⃗), ĉ†s′(k⃗
′)} = {d̂s(k⃗), d̂†s′(k⃗

′)} = δss′δ
3(k⃗ − k⃗′). (1.39b)

The modes us(k⃗) and vs(k⃗) are orthonormal positive and negative frequency
solutions of the Dirac equation (1.34) having the form of

us(k⃗, t, x⃗) = (2π)−3/2e−iω(k⃗)t+ik⃗·x⃗ũs(k⃗), (1.40a)

vs(k⃗, t, x⃗) = (2π)−3/2eiω(k⃗)t−ik⃗·x⃗ṽs(k⃗). (1.40b)
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The orthonormality condition is

(us(k⃗), us′(k⃗
′))C4⊗L2(R3) = δss′δ

3(k⃗ − k⃗′), (1.41a)

(vs(k⃗), vs′(k⃗
′))C4⊗L2(R3) = δss′δ

3(k⃗ − k⃗′), (1.41b)

(us(k⃗), vs′(k⃗
′))C4⊗L2(R3) = 0. (1.41c)

where
(ψ,ψ′)C4⊗L2(R3) =

∫
R3

d3xψ†(t, x⃗)ψ′(t, x⃗) (1.42)

is the Minkowski-Dirac product. Owing to Eq. (1.37), one can prove that
Eq. (1.42) is time independent for any couple of solutions of Eq. (1.34) as follows

d

dt
(ψ,ψ′)C4⊗L2(R3) =

d

dt

∫
R3

d3xψ†ψ′

=c2
d

dt

∫
R3

d3xψ†γ0γ0ψ′

=c2
∫
R3

d3x[(∂0ψ)
†γ0γ0ψ′ + ψ†γ0γ0∂0ψ

′]

=c2
∫
R3

d3x[(γ0∂0ψ)
†γ0ψ′ + ψ†γ0γ0∂0ψ

′]

=c2
∫
R3

d3x

{[(
−γi∂i − i

mc

ℏ

)
ψ
]†
γ0ψ′

+ψ†γ0
(
−γi∂i − i

mc

ℏ

)
ψ′
}

=c2
∫
R3

d3x[(∂iψ
†)γiγ0ψ′ − ψ†γ0γi∂iψ

′]

=c2
∫
R3

d3x[(∂iψ
†)γiγ0ψ′ + ψ†γiγ0∂iψ

′]

=0. (1.43)

The functions ũs(k⃗) and ṽs(k⃗) are solutions of the following equations[
ω(k⃗)γ0 − kiγi −

mc

ℏ

]
ũs(k⃗) = 0, (1.44a)[

ω(k⃗)γ0 − kiγi +
mc

ℏ

]
ṽs(k⃗) = 0, (1.44b)

ũ†s(k⃗)ũs′(k⃗) = δss′ , (1.44c)

ṽ†s(k⃗)ṽs′(k⃗) = δss′ , (1.44d)

ũ†s(k⃗)ṽs′(−k⃗) = 0. (1.44e)

One can use Eq. (1.40) and the fact that us(k⃗) and vs(k⃗) are solutions of
Eq. (1.34) to obtain Eqs. (1.44a) and (1.44b). The orthonormality conditions
(1.44c), (1.44d) and (1.44e), instead, can be checked by plugging Eq. (1.40) in
Eq. (1.41) and using Eq. (1.42).
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The index s is associated to the two independent spin degrees of freedom.
One can consider any couple of solutions of Eq. (1.44) and associate each solution
to either s = 1 or s = 2. This freedom is due to the arbitrary definition of the
spin basis for positive and negative frequency modes.

A possible basis is given by particles with defined spin along one direction.
For instance, states with spin up and down with respect to z are such that in
the particle comoving frame (i.e., the one obtained by performing a Lorentz
boost with opposite momentum −k⃗) the representatives have only one spinorial
component different from zero. In this basis, the functions ũs(k⃗) and ṽs(k⃗) are

ũs(k⃗) =
cγ0ω(k⃗)− cγiki +mc2/ℏ√

2ω(k⃗)[ω(k⃗) +mc2/ℏ]
us, (1.45a)

ṽs(k⃗) =
−cγ0ω(k⃗) + cγiki +mc2/ℏ√

2ω(k⃗)[ω(k⃗) +mc2/ℏ]
vs, (1.45b)

with

u1 =


1
0
0
0

 , u2 =


0
1
0
0

 , v1 =


0
0
1
0

 , v2 =


0
0
0
1

 . (1.46)

It can be noticed that the Dirac equation (1.34) is already put in a Schrö-
dinger equation form. Indeed, by acting on Eq. (1.34) with a ℏcγ0 matrix and
using Eq. (1.37a), one obtains

iℏ∂0ψ̂ = hMψ̂, (1.47)

with Hamiltonian
hM = −iℏc2γ0γi∂i +mc3γ0. (1.48)

It can also be noticed that hM is hermitian with respect to the C4 ⊗ L2(R3)
scalar product, in the sense that

(hMψ,ψ
′)C4⊗L2(R3) = (ψ, hMψ

′)C4⊗L2(R3). (1.49)

This can be proven by using Eq. (1.37) to obtain

(hMψ,ψ
′)C4⊗L2(R3) =

∫
R3

d3x
[(
−iℏc2γ0γi∂i +mc3γ0

)
ψ
]†
ψ′

=

∫
R3

d3x[−iℏc2(∂iψ†)γiγ0 +mc3ψ†γ0]ψ′

=

∫
R3

d3x[iℏc2(∂iψ†)γ0γi +mc3ψ†γ0]ψ′

=

∫
R3

d3xψ† (−iℏc2γ0γi∂i +mc3γ0
)
ψ′
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=(ψ, hMψ
′)C4⊗L2(R3). (1.50)

The quantum states defined as |s, k⃗⟩ = ĉ†s(k⃗)|0M⟩ are orthonormal and gen-
erate the Hilbert space of single particles. This means that any Fock state |ψ⟩
can be decomposed as

|ψ⟩ =
∞∑
n=1

1√
n!

∑
sn

∫
R3n

d3nknψ̃n(sn,kn)
n∏
l=1

ĉ†sl(k⃗l)|0M⟩+ ψ̃0|0M⟩, (1.51)

with (sn,kn) = ((s1, k⃗1), . . . , (sn, k⃗n)) as a collection of spin and momenta and
with ψ̃n(sn,kn) as a function that is antisymmetric with respect to the spin-
momenta variables. Equation (1.51) is the equivalent of Eq. (1.19) for Dirac
particles and provides the definition of ψ̃n(sn,kn) as the wave function for |ψ⟩
in the spin-momentum representation space.

Equivalently to Eq. (1.20), the representative of the time-evolved state |ψ(t)⟩
in the Schrödinger picture is

ψαn
n (t,xn) =

∑
sn

∫
R3n

d3nknψ̃n(sn,kn)
n∏
l=1

uαl
sl
(k⃗l, t, x⃗l). (1.52)

where uαs (k⃗, t, x⃗) is the α-th spinorial component of us(k⃗, t, x⃗). In Eq. (1.52), the
4 dimensional spinorial degrees of freedom are, thus, indicated by means of the
α indices collected as αn = α1 . . . αn. Single particle wave functions, instead,
can be written in the spinorial notation without indices as

ψ1(t, x⃗) =

2∑
s=1

∫
R3

d3kψ̃1(s, k⃗)us(k⃗, t, x⃗). (1.53)

The spinor ψ1 is solution of Eq. (1.47) and, hence, its time evolution is
provided by hM. Also, the Hilbert product between any couple of single particle
states |ψ⟩, |ψ′⟩ can be written in terms of the C4⊗L2(R3) product of their wave
functions as

⟨ψ|ψ′⟩ = (ψ1, ψ
′
1)C4⊗L2(R3). (1.54)

This means that the single particle content of the Dirac field can be fully de-
scribed by spin-momentum wave functions (1.53), the C4⊗L2(R3) product and
the Hamiltonian hM. We may think that C4 ⊗ L2(R3) is the representation
space of the Dirac single particle states. However, the orthonormal functions
us(k⃗) do not provide a complete basis for C4 ⊗ L2(R3), as it is possible to see
from Eq. (1.41). The actual representation space is a subspace of C4 ⊗ L2(R3),
namely the positive frequency subspace of C4 ⊗ L2(R3).

A generalization to Eqs. (1.53) and (1.54) for more than one particle can be
given by the wave functions (1.52) and by the Hilbert product

⟨ψ|ψ′⟩ =
∞∑
n=0

(ψn, ψ
′
n)C4n⊗L2(R3n), (1.55)
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where

(ψn, ψ
′
n)C4n⊗L2(R3n) =

∑
αn

∫
R3n

d3nxn[ψ∗
n(t,xn)]

αn [ψ′
n(t,xn)]

αn , (1.56a)

(ψ0, ψ
′
0)C0⊗L2(R0) = ψ∗

0ψ
′
0. (1.56b)

General modes

We now consider the decomposition of ψ̂ with respect to general modes

ψ̂(t, x⃗) =
∑
θ

[
u(θ, t, x⃗)ĉ(θ) + v(θ, t, x⃗)d̂†(θ)

]
. (1.57)

Equation (1.57) is similar to Eq. (1.25); here, however, the spin degrees of
freedom introduce an additional energy degeneracy and the modes u(θ) and v(θ)
have spinorial components. The time-dependency of u(θ) and v(θ) is identical
to Eq. (1.26) and reads as

u(θ, t, x⃗) = ũ(θ, x⃗)e−iω(θ)t, (1.58a)

v(θ, t, x⃗) = ṽ(θ, x⃗)eiω(θ)t. (1.58b)

Equation (1.58) is guaranteed by the already-proven hermicity of hM. u(θ) and
v(θ) are also defined to be orthonormal with respect to the C4⊗L2(R3) product

(u(θ), u(θ′))C4⊗L2(R3) = δθθ′ , (1.59a)
(v(θ), v(θ′))C4⊗L2(R3) = δθθ′ , (1.59b)
(u(θ), v(θ′))C4⊗L2(R3) = 0. (1.59c)

Any Fock state |ψ⟩ can be expanded with respect to the single particle basis
|θ⟩ = ĉ†(θ)|0M⟩ as in Eq. (1.32), i.e.,

|ψ⟩ =
∞∑
n=1

1√
n!

∑
θn

ψ̃n(θn)

n∏
l=1

ĉ†(θl)|0M⟩+ ψ̃0|0M⟩. (1.60)

Similarly to Eq. (1.52), the representative of state |ψ(t)⟩ in the Schrödinger
picture reads as

ψαn
n (t,xn) =

∑
θn

ψ̃n(θn)

n∏
l=1

uαl(θl, t, x⃗l). (1.61)

It is straightforward to prove Eq. (1.54) for single particles with the new
definition of ψ1(t, x⃗) given by Eq. (1.61). As a result, we obtain the description
of single particles by means of the C4⊗L2(R3) Hilbert space. The general basis
is identified by modes with quantum numbers θ. Owing to Eq. (1.59) we notice
again that the representation space is actually a subspace of C4 ⊗ L2(R3).



22 CHAPTER 1. QFT IN FLAT AND CURVED SPACETIMES

1.2 Curved spacetime
At variance with Sec. 1.1, here we consider a more general class of spacetimes
(namely, hyperbolic static spacetimes) and we extend the discussion about the
modal representation of particle states to this entire class.

Globally hyperbolic spacetimes are the class of manifolds on which the dy-
namics of fields can be written in terms of a Cauchy problem. Static spacetimes
are defined by a Lorentzian metric gµν satisfying the following property

∂0g
µν = 0, g0i = gi0 = 0. (1.62)

Hyperbolic static spacetimes appear to have a well defined notion of particles
as positive frequency solutions of the field equation [9].

We note by (T, X⃗) the coordinate system describing the manifold and by
gµν its metric. Hereafter, we will use the term “curved spacetime” to refer to
both genuinely curved spacetimes and flat spacetimes in non inertial frames
(e.g., Rindler spacetime for accelerated frames). In other words, we say that
the spacetime is curved if gµν ̸= ηµν .

1.2.1 Scalar field
Here, we consider a free scalar field Φ̂ that is solution of the Klein-Gordon
equation in curved spacetime[

c2√
−g

∂µ
(√
−ggµν∂ν

)
−
(
mc2

ℏ

)2
]
Φ̂ = 0, (1.63)

with g as the determinant of gµν , and satisfying the following commutation
relation [

Φ̂(T, X⃗), Φ̂†(T ′, X⃗ ′)
]
= iℏ∆CKG(T, X⃗, T

′, X⃗ ′), (1.64)

where ∆CKG(T, X⃗) is the solution of

c

√
−g(T, X⃗)g0µ(T, X⃗)

∂

∂X ′µ∆CKG(T, X⃗, T
′, X⃗ ′)

∣∣∣∣
T=T ′

= δ3(X⃗ − X⃗ ′), (1.65a)

∆CKG(T, X⃗, T, X⃗
′) = 0. (1.65b)

We also consider the curved Klein-Gordon scalar product

(Φ,Φ′)CKG =− ic

ℏ

∫
R3

d3X

√
−g(T, X⃗)g0µ(T, X⃗)

×
[
Φ∗(T, X⃗)∂µΦ

′(T, X⃗)− Φ′(T, X⃗)∂µΦ
∗(T, X⃗)

]
, (1.66)

which is time independent for solutions of the curved Klein-Gordon equation
(1.63); this can be proven by computing

d

dT
(Φ,Φ′)CKG =− ic

ℏ

∫
R3

d3X
[
(∂0Φ

∗)
√
−gg0µ∂µΦ′ +Φ∗∂0(

√
−gg0µ∂µΦ′)
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−(∂0Φ′)
√
−gg0µ∂µΦ∗ − Φ′∂0(

√
−gg0µ∂µΦ∗)

]
=− ic

ℏ

∫
R3

d3X
{
(∂0Φ

∗)
√
−gg0µ∂µΦ′ +Φ∗ [−∂i(√−ggiµ∂µ)

+
√
−g
(mc

ℏ

)2]
Φ′ − (∂0Φ

′)
√
−gg0µ∂µΦ∗

−Φ′
[
−∂i(

√
−ggiµ∂µ) +

√
−g
(mc

ℏ

)2]
Φ∗
}

=− ic

ℏ

∫
R3

d3X
[
(∂0Φ

∗)
√
−gg0µ∂µΦ′ + (∂iΦ

∗)
√
−ggiµ∂µΦ′

−(∂0Φ′)
√
−gg0µ∂µΦ∗ − (∂iΦ

′)
√
−ggiµ∂µΦ∗]

=− ic

ℏ

∫
R3

d3X
[
(∂νΦ

∗)
√
−ggνµ∂µΦ′ − (∂νΦ

′)
√
−ggνµ∂µΦ∗]

=0. (1.67)

Consequently, (Φ,Φ′)CKG can be used as the Hilbert product for positive fre-
quency modes.

By expanding Φ̂ in terms of modes with real frequencies with respect to the
time T , we obtain

Φ̂(T, X⃗) =
∑
θ

[
G(θ, T, X⃗)Â(θ) +H(θ, T, X⃗)B̂†(θ)

]
, (1.68)

where Â(θ) (B̂(θ)) is the annihilation operator associated to the particle (an-
tiparticle) mode G(θ) (H∗(θ)). The modes G(θ) and H(θ) are defined to be
orthonormal with respect to the curved Klein-Gordon scalar product (1.66), in
the sense that

(G(θ), G(θ′))CKG = δθθ′ , (1.69a)
(H(θ), H(θ′))CKG = −δθθ′ , (1.69b)
(G(θ), H(θ′))CKG = 0. (1.69c)

As in Eq. (1.26), the definition of positive and negative frequency modes is
expressed by

G(θ, T, X⃗) = G̃(θ, X⃗)e−iΩ(θ)T , (1.70a)

H(θ, T, X⃗) = H̃(θ, X⃗)eiΩ(θ)T . (1.70b)

At the beginning of this section, we remarked that hyperbolic static space-
times are provided with the notion of particles as positive frequency solutions
of the field equation. In general, the ansatz (1.70) can be incompatible with
Eq. (1.63) and, hence, the expansion of Φ̂ in positive and negative frequency
modes is not always possible. Sufficient condition for the validity of Eq. (1.70)
is given by Eq. (1.62). Indeed, when Eq. (1.62) holds, Eq. (1.63) becomes a
Schrödinger equation for G(θ) with eigenvalues proportional to Ω2

(ℏΩ)2G(θ) = HCKGG(θ), (1.71)
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with Hamiltonian

HCKG =g00

[
ℏ2√
−g

∂i
(√
−ggij∂j

)
− (mc)2

]
, (1.72)

that is positive with respect to the curved Klein-Gordon scalar product (1.66)
for positive frequency modes. The positivity of HCKG guarantees the existence
of real Ω for Eq. (1.71).

It is possible to prove that HCKG is positive owing to the following identity

(Φ, HCKGΦ
′)CKG = δij(HiΦ, HjΦ

′)CKG + (H0Φ, H0Φ
′)CKG, (1.73)

with

H0 = mc2e00, Hi = ℏce00eij∂j , (1.74)

where eαµ is the vierbein field defined as

eα
µeβ

νgµν = ηαβ (1.75)

and with eαµ as the inverse of eαµ. Equation (1.73), in turn, can be proven by
using the static spacetime condition (1.62), which in terms of the vierbein field
reads as

∂0eα
µ = 0, ei

0 = e0
i = 0. (1.76)

The product (1.66) in static spacetimes [Eq. (1.62)] becomes

(Φ,Φ′)CKG =− ic

ℏ

∫
R3

d3X

√
−g(X⃗)g00(X⃗)

×
[
Φ∗(T, X⃗)∂0Φ

′(T, X⃗)− Φ′(T, X⃗)∂0Φ
∗(T, X⃗)

]
. (1.77)

By integrating by parts, one obtains

(Φ, HCKGΦ
′)CKG

=− iℏc
∫
R3

d3X{Φ∗[∂0∂i
(√
−ggij∂j

)
Φ′]− [∂i

(√
−ggij∂j

)
Φ′]∂0Φ

∗}

+ i
m2c3

ℏ

∫
R3

d3X
√
−g (Φ∗∂0Φ

′ − Φ′∂0Φ
∗)

=− iℏc
∫
R3

d3X
√
−ggij [−(∂iΦ∗)∂0∂jΦ

′ + (∂jΦ
′)∂i∂0Φ

∗]

+ i
m2c3

ℏ

∫
R3

d3X
√
−g (Φ∗∂0Φ

′ − Φ′∂0Φ
∗)

=iℏc3
∫
R3

d3X
√
−gg00e00e00ηijeii

′
ej
j′ [−(∂i′Φ∗)∂0∂j′Φ

′ + (∂j′Φ
′)∂i′∂0Φ

∗]

− im
2c5

ℏ

∫
R3

d3X
√
−gg00e00e00 (Φ∗∂0Φ

′ − Φ′∂0Φ
∗)
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=δij(HiΦ, HjΦ
′)CKG + (H0Φ, H0Φ

′)CKG, (1.78)

which proves Eq. (1.73).
Seemingly, one can prove that HCKG is positive with respect to the following

scalar product

(Φ,Φ′)L2
S(R3) = −c

∫
R3

d3X

√
−g(X⃗)g00(X⃗)Φ∗(X⃗)Φ′(X⃗), (1.79)

which can be seen as the L2(R3) inner product with a metric dependent measure.
The positivity of HCKG with respect to (Φ,Φ′)L2

S(R3) can be obtained from

(Φ, HCKGΦ
′)L2

S(R3) = δij(HiΦ, HjΦ
′)L2

S(R3) + (H0Φ, H0Φ
′)L2

S(R3). (1.80)

As in Sec. 1.1.1, we interpret the Klein-Gordon equation for positive fre-
quency solutions as a Schrödinger equation

iℏ∂0G(θ) = hCKGG(θ), (1.81)

with Hamiltonian hCKG that is the square root of HCKG. The equivalent of
Eq. (1.24) in curved spacetime is

hCKG =
√
HCKG. (1.82)

In summary, the single particle description of the field is defined by the
Hamiltonian hCKG and the scalar product (Φ,Φ′)CKG. Instead, general Fock
states |Φ⟩ are represented in the Schrödinger picture by

Φn(T,Xn) =

(
2mc2

ℏ2

)n/2∑
θn

Φ̃n(θn)

n∏
l=1

G(θl, T, X⃗l), (1.83)

where Φ̃n(θn) is defined from the decomposition

|Φ⟩ =
∞∑
n=1

1√
n!

∑
θn

Φ̃n(θn)

n∏
l=1

Â†(θl)|0C⟩+ Φ̃0|0C⟩, (1.84)

and is symmetric with respect to θ1, . . . , θn. The state |0C⟩ is the vacuum in
the curved spacetime defined by Â(θl)|0C⟩ = B̂(θl)|0C⟩ = 0.

1.2.2 Dirac field
Here, we detail the quantum Dirac field theory on a globally hyperbolic static
spacetime.

The free field Ψ̂ is solution of the curved spacetime Dirac equation (see for
instance Ref. [37]) (

iceα
µγαDµ −

mc2

ℏ

)
Ψ̂ = 0, (1.85)
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with

Dµ = ∂µ + Γµ, Γµ(T, X⃗) = −1

2
σαβωαβµ, (1.86)

the spin connection

ωαβµ = ηαγe
γ
ν(∂µeβ

ν + Γνµρeβ
ρ), (1.87)

the Christoffel symbols

Γρµν =
1

2
gρσ(∂νgσµ + ∂µgνσ − ∂σgµν) (1.88)

and the generators of the Clifford algebra

σµν =
1

4
[γµ, γν ]. (1.89)

We consider the product

(Ψ,Ψ′)C4⊗L2
D(R3) = c

∫
R3

d3X

√
−g(T, X⃗)eα

0(T, X⃗)Ψ†(T, X⃗)γ0γαΨ′(T, X⃗).

(1.90)
It has been proven [38] that when the metric is static, (Ψ,Ψ′)C4⊗L2

D(R3) is time
independent for solutions of Eq. (1.85).

As a consequence of condition (1.62), Eq. (1.76) holds, together with

∂0Γ
ρ
µν = 0, Γ0

ij = Γi0j = Γij0 = 0. (1.91)

Correspondingly, we have that

∂0ωαβµ = 0, ωij0 = ωi0j = ω0ij = 0, (1.92)

which leads to

∂0Γµ = 0, Γ0 = −1

4
ω0i0σ

0i, Γi = −
1

8
ωjkiσ

jk. (1.93)

By taking in count Eq. (1.37b), we also find that Γ0 is hermitian while Γi
antihermitian, i.e.,

Γ†
0 = Γ0, Γ†

i = −Γi. (1.94)

Moreover, Eq. (1.90) becomes

(Ψ,Ψ′)C4⊗L2
D(R3) =

1

c

∫
R3

d3X

√
−g(X⃗)e0

0(X⃗)Ψ†(T, X⃗)Ψ′(T, X⃗), (1.95)

as a consequence of Eqs. (1.37a) and (1.76). Equation (1.95) implies that
(Ψ,Ψ′)C4⊗L2

D(R3) can be seen as the inner product of C4 ⊗ L2(R3) but with
a metric dependent measure.
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In a static spacetime, the Hamiltonian hCD associated to the curved Dirac
equation (1.85) is hermitian with respect to the scalar product (Ψ,Ψ′)C4⊗L2

D(R3).
Such a Hamiltonian can be obtained from[

ice0
0γ0(∂0 + Γ0) + icei

jγi(∂j + Γj)−
mc2

ℏ

]
Ψ̂ = 0, (1.96)

which leads to

hCD = −iℏc2e00eijγ0γi(∂j + Γj) +mc3e00γ
0 − iℏΓ0. (1.97)

Indeed, by acting with ℏce00γ0 on the left of Eq. (1.96) and using Eq. (1.37a),
one obtains

iℏ∂0Ψ̂ = hCDΨ̂. (1.98)

The proof for the hermicity of hCD with respect to (Ψ,Ψ′)C4⊗L2
D(R3) arises

from the fact that (Ψ,Ψ′)C4⊗L2
D(R3) is time independent for solutions of the

curved Dirac equation (1.85) and, hence, for solutions of Eq. (1.98), which means
that

0 =iℏ
d

dt
(Ψ,Ψ′)C4⊗L2

D(R3)

=− (iℏ∂0Ψ,Ψ′)C4⊗L2
D(R3) + (Ψ, iℏ∂0Ψ′)C4⊗L2

D(R3)

=− (hCDΨ,Ψ
′)C4⊗L2

D(R3) + (Ψ, hCDΨ
′)C4⊗L2

D(R3). (1.99)

The hermicity of hCD guarantees the separation of the field into positive and
negative frequency modes as

Ψ̂(T, X⃗) =
∑
θ

[
U(θ, T, X⃗)Ĉ(θ) + V (θ, T, X⃗)D̂†(θ)

]
, (1.100)

with

U(θ, T, X⃗) = e−iΩ(θ)T Ũ(θ, X⃗), (1.101a)

V (θ, T, X⃗) = eiΩ(θ)T Ṽ (θ, X⃗). (1.101b)

The positive frequency modes U(θ), the product (Ψ,Ψ′)C4⊗L2
D(R3) and the Hamil-

tonian hCD define the Dirac single particle space in curved spacetime.
A general Fock state |Ψ⟩ is represented in the Schrödinger picture by

Ψαn
n (T,Xn) =

∑
θn

Ψ̃n(θn)

n∏
l=1

Uαl(θl, T, X⃗l). (1.102)

where Ψ̃n(θn) comes from the decomposition

|Ψ⟩ =
∞∑
n=1

1√
n!

∑
θn

Ψ̃n(θn)

n∏
l=1

Ĉ†(θl)|0C⟩+ Ψ̃0|0C⟩. (1.103)
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The inner product between two states |Ψ⟩, |Ψ′⟩ can be obtained from a gener-
alization of (Ψ,Ψ′)C4⊗L2

D(R3) for states with arbitrary number of particles

⟨Ψ|Ψ′⟩ =
∞∑
n=0

(Ψn,Ψ
′
n)C4n⊗L2

D(R3n), (1.104)

with

(Ψn,Ψ
′
n)C4n⊗L2

D(R3n) =
1

cn

∑
αn

∫
R3n

d3nXn

n∏
l=1

[√
−g(X⃗l)e0

0(X⃗l)

]
× [Ψ∗

n(T,Xn)]
αn [Ψ′

n(T,Xn)]
αn , (1.105a)

(Ψ0,Ψ
′
0)C0⊗L2

D(R0) =Ψ∗
0Ψ

′
0. (1.105b)

1.3 Rindler spacetime
In Sec. 1.2, we gave a description of fields and particles in hyperbolic static
spacetimes. In this section, we consider the Rindler spacetime as a particular
example of hyperbolic static spacetime.

By definition, the Rindler coordinates (T, X⃗) = (T,X, Y, Z) describe an
accelerated frame with acceleration α in a flat manifold. By assuming that the
acceleration of the Rindler observer is along the direction of z, the coordinate
transformation between the inertial (t, x⃗) and the accelerated frame (T, X⃗) is

t =
eaZ

ca
sinh(caT ), x = X, y = Y, z =

eaZ

a
cosh(caT ), (1.106)

with a = α/c2. The corresponding metric in the accelerated frame is

gµν(T, X⃗) = diag
(
−c2e2aZ , 1, 1, e2aZ

)
. (1.107)

We assume that a is positive, so that the coordinates (t, x⃗) in Eq. (1.106)
cover the right wedge in the Minkowski frame identified by z > c|t|. Then, we
say that the right Rindler spacetime is defined by the coordinate transformation
(1.106) and the metric (1.107) with a > 0.

The spacelike hypersurfaces with constant T are Cauchy surfaces for the right
Rindler frame; however, they are not Cauchy surfaces for the entire Minkowski
spacetime. For this reason, one usually considers the left Rindler frame in
addition to the right Rindler frame. The coordinates and metric of the left
Rindler frame are defined by replacing a with −a in Eqs. (1.106) and (1.107).
This new coordinate system covers the left wedge z < −c|t|. The union of the
left and the right Rindler frames gives the entire Rindler frame. We find that
the hypersurface t = 0 is a Cauchy surface for both the Minkowski and the
Rindler frame.

In summary, the coordinate transformation between the Minkowski and the
Rindler frame is

t = tν(T, X⃗), x⃗ = x⃗ν(T, X⃗), (1.108)
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where ν ∈ {L,R} is the variable associated to the left (L) and the right (R)
wedges and x⃗ν(T, X⃗) is such that

z = zν(T, X⃗), x⃗⊥ = X⃗⊥, (1.109)

where x⃗⊥ = (x, y) and X⃗⊥ = (X,Y ) are the transverse coordinates in each
frame. The functions tν(T, X⃗) and zν(T, X⃗) appearing in Eqs. (1.108) and
(1.109) are

tν(T, X⃗) =
esνaZ

ca
sinh(caT ), (1.110a)

zν(T, X⃗) = sν
esνaZ

a
cosh(caT ), (1.110b)

where sν is such that sL = −1 and sR = 1. The spacetime metric in the right
wedge is given by Eq. (1.107); conversely, the left wedge metric is obtained by
replacing a with −a in Eq. (1.107).

Due to the decomposition of the Rindler spacetime into the left and the
right wedge, the scalar field in the Rindler spacetime is described by the couple
Φ̂ν = (Φ̂L, Φ̂R), while the Dirac field by Ψ̂ν = (Ψ̂L, Ψ̂R). Fields in opposite
wedges are defined independently, in the sense that scalar (Dirac) fields in one
wedge always commute (anticommute) with fields in the other wedge.

In this section, we study the fields Φ̂ν and Ψ̂ν and we show their decom-
position in terms of real frequency modes. This will provide the corresponding
modal representation of Rindler-Fock states.

1.3.1 Scalar field
In the case of scalar fields in the right Rindler spacetime, Eq. (1.63) becomes{

−∂20 + c2∂23 + c2e2aZ
[
∂21 + ∂22 −

(mc
ℏ

)2]}
Φ̂R = 0. (1.111)

An explicit decomposition of Φ̂R is known [39] and can be obtained by consider-
ing the frequency Ω and the transverse momentum components K⃗⊥ = (K1,K2)

as the quantum numbers θ = θ⃗ = (Ω, K⃗⊥). The decomposition is

Φ̂R(T, X⃗) =

∫ ∞

0

dΩ

∫
R2

d2K⊥

[
F (Ω, K⃗⊥, T, X⃗)ÂR(Ω, K⃗⊥)

+F ∗(Ω, K⃗⊥, T, X⃗)B̂†
R(Ω, K⃗⊥)

]
, (1.112)

with

F (Ω, K⃗⊥, T, X⃗) = F̃ (Ω, K⃗⊥, Z)e
iK⃗⊥·X⃗⊥−iΩT , (1.113a)

F̃ (Ω, K⃗⊥, Z) =
1

2π2c

√
ℏ
a

∣∣∣∣sinh(βΩ2
)∣∣∣∣KiΩ/ca

(
κ(K⃗⊥)

eaZ

a

)
, (1.113b)
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and β = 2π/ca. The functions appearing in Eq. (1.113b) are

κ(K⃗⊥) =

√(mc
ℏ

)2
+ |K⃗⊥|2 (1.114)

and Kζ(ξ) as the modified Bessel function of the second kind [Appendix A].
It can be noticed that, in the right Rindler spacetime, g00 = −c

√
−g and,

hence,

(Φ,Φ′)CKG = (Φ,Φ′)KG, (Φ,Φ′)L2
S(R3) = (Φ,Φ′)L2(R3). (1.115)

The modes F (Ω, K⃗⊥) defined in Eq. (1.113a) are orthonormal with respect to
the scalar product (Φ,Φ′)CKG, in the sense that

(F (θ⃗), F (θ⃗′))CKG = δ3(θ⃗ − θ⃗′), (1.116a)

(F ∗(θ⃗), F ∗(θ⃗′))CKG = −δ3(θ⃗ − θ⃗′), (1.116b)

(F (θ⃗), F ∗(θ⃗′))CKG = 0. (1.116c)

As a consequence of Eq. (1.115), the modes F (Ω, K⃗⊥) are also orthonormal with
respect to (Φ,Φ′)KG.

In the left wedge, Φ̂L can be decomposed as Φ̂R with Z replaced by −Z. In-
deed, the Klein-Gordon equation in Rindler spacetime (1.111) is invariant under
the transformation a 7→ −a, Z 7→ −Z and the orthonormality condition (1.116)
also holds for the modes F (Ω, K⃗⊥, T, X⃗⊥,−Z) in the left wedge. Therefore, by
considering both wedges, the field Φ̂ν(T, X⃗) is

Φ̂ν(T, X⃗) =

∫ ∞

0

dΩ

∫
R2

d2K⊥

[
Fν(Ω, K⃗⊥, T, X⃗)Âν(Ω, K⃗⊥)

+F ∗
ν (Ω, K⃗⊥, T, X⃗)B̂†

ν(Ω, K⃗⊥)
]
, (1.117)

with
Fν(Ω, K⃗⊥, T, X⃗) = F (Ω, K⃗⊥, T, X⃗⊥, sνZ). (1.118)

Particle wave functions are defined as

Φn(T,νn,Xn) =

(
2mc2

ℏ2

)n/2∑
θn

Φ̃n(νn,θn)

n∏
l=1

F (θ⃗l, T,Xl, Yl, sνlZl), (1.119)

where (νn,θn) = ((ν1, θ⃗1) . . . , (νn, θ⃗n)) is a collection of quantum numbers in-
cluding wedges ν ∈ {L,R} and energy-momentum degrees of freedom θ⃗ =

(Ω, K⃗⊥). The function Φ̃n(νn,θn) is defined from the decomposition

|Φ⟩ =
∞∑
n=1

1√
n!

∑
νn,θn

Φ̃n(νn,θn)

n∏
l=1

Â†
νl
(θ⃗l)|0L, 0R⟩+ Φ̃0|0L, 0R⟩, (1.120)



1.3. RINDLER SPACETIME 31

with |0L, 0R⟩ as the Rindler vacuum.
Particle states that are only made by right Rindler particles are such that

Φn(T,νn,Xn) = 0 if νl = L for some l ∈ {1, . . . , n}. For simplicity, they can be
described by the wave function

Φn(T,Xn) =

(
2mc2

ℏ2

)n/2∑
θn

Φ̃n(θn)

n∏
l=1

F (θ⃗l, T, X⃗l), (1.121)

with Φ̃n(θn) defined by

|Φ⟩ =
∞∑
n=1

1√
n!

∑
θn

Φ̃n(θn)

n∏
l=1

Â†
R(θ⃗l)|0L, 0R⟩+ Φ̃0|0L, 0R⟩. (1.122)

1.3.2 Dirac field

In this subsection, we study the Dirac field in Rindler coordinates Ψ̂ν(T, X⃗)
defined by the Rindler-Dirac equation[

e−sνaZ
(
icγ0∂0 + sνi

ca

2
γ3 + icγ3∂3

)
+ icγ1∂1 + icγ2∂2 −

mc2

ℏ

]
Ψ̂ν = 0.

(1.123)
We derive the orthonormal positive and negative frequency modes Uνs(Ω, K⃗⊥)

and Vνs(Ω, K⃗⊥) that are solutions of Eq. (1.123), have the form of

Uνs(Ω, K⃗⊥, T, X⃗) = eiK⃗⊥·X⃗⊥−iΩT Ũνs(Ω, K⃗⊥, Z), (1.124a)

Vνs(Ω, K⃗⊥, T, X⃗) = e−iK⃗⊥·X⃗⊥+iΩT Ṽνs(Ω, K⃗⊥, Z) (1.124b)

and generate Dirac fields in Rindler spacetime as

Ψ̂ν(T, X⃗) =

2∑
s=1

∫ ∞

0

dΩ

∫
R2

d2K⊥

[
Uνs(Ω, K⃗⊥, T, X⃗)Ĉνs(Ω, K⃗⊥)

+Vνs(Ω, K⃗⊥, T, X⃗)D̂†
νs(Ω, K⃗⊥)

]
. (1.125)

The orthonormality condition for such modes is

(Uνs(Ω, K⃗⊥), Uνs′(Ω
′, K⃗ ′

⊥))ν = δss′δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′
⊥), (1.126a)

(Vνs(Ω, K⃗⊥), Vνs′(Ω
′, K⃗ ′

⊥))ν = δss′δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′
⊥), (1.126b)

(Uνs(Ω, K⃗⊥), Vνs′(Ω
′, K⃗ ′

⊥))ν = 0, (1.126c)

with
(Ψ,Ψ′)ν =

∫
R3

d3XesνaZΨ†(T, X⃗)Ψ′(T, X⃗) (1.127)

as Rindler-Dirac product.
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The operators Ĉ†
νs(Ω, K⃗⊥) and D̂†

νs(Ω, K⃗⊥) appearing in Eq. (1.125) create
particles and antiparticles of the ν wedge with spin number s, frequency Ω and
transverse momentum K⃗⊥ and satisfy the anticommutation rules

{Ĉνs(Ω, K⃗⊥), Ĉ
†
ν′s′(Ω

′, K⃗ ′
⊥)} = δνν′δss′δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′

⊥), (1.128a)

{D̂νs(Ω, K⃗⊥), D̂
†
ν′s′(Ω

′, K⃗ ′
⊥)} = δνν′δss′δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′

⊥), (1.128b)

{Ĉνs(Ω, K⃗⊥), Ĉν′s′(Ω
′, K⃗ ′

⊥)} = 0, (1.128c)

{D̂νs(Ω, K⃗⊥), D̂ν′s′(Ω
′, K⃗ ′

⊥)} = 0, (1.128d)

{Ĉνs(Ω, K⃗⊥), D̂ν′s′(Ω
′, K⃗ ′

⊥)} = 0, (1.128e)

{Ĉνs(Ω, K⃗⊥), D̂
†
ν′s′(Ω

′, K⃗ ′
⊥)} = 0. (1.128f)

By extending the definition of the variable Ω also for negative values, one
may define the function

Wνs(Ω, K⃗⊥, T, X⃗) =

{
Uνs(Ω, K⃗⊥, T, X⃗) if Ω > 0

Vνs(−Ω,−K⃗⊥, T, X⃗) if Ω < 0
, (1.129)

that includes both positive and negative frequency solutions of the Rindler-
Dirac equation (1.123). Equation (1.125) can now be written in the following
equivalent ways

Ψ̂ν(T, X⃗) =

2∑
s=1

∫
R
dΩ

∫
R2

d2K⊥Wνs(Ω, K⃗⊥, T, X⃗)

×
[
θ(Ω)Ĉνs(Ω, K⃗⊥) + θ(−Ω)D̂†

νs(−Ω,−K⃗⊥)
]
, (1.130a)

Ψ̂ν(T, X⃗) =

2∑
s=1

∫
R
dΩ

∫
R2

d2K⊥Wνs(−Ω,−K⃗⊥, T, X⃗)

×
[
θ(−Ω)Ĉνs(−Ω,−K⃗⊥) + θ(Ω)D̂†

νs(Ω, K⃗⊥)
]
, (1.130b)

with θ as the Heaviside step function. The orthonormality condition (1.126)
with respect to the modes Wνs(Ω, K⃗⊥) is

(Wνs(Ω, K⃗⊥),Wνs′(Ω
′, K⃗ ′

⊥))ν = δss′δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′
⊥). (1.131)

Notice that Eq. (1.129) is compatible with Eq. (1.124). Indeed, one may
define the function W̃νs(Ω, K⃗⊥, Z) such that

Wνs(Ω, K⃗⊥, T, X⃗) = eiK⃗⊥·X⃗⊥−iΩT W̃νs(Ω, K⃗⊥, Z) (1.132)

and that

W̃νs(Ω, K⃗⊥, Z) =

{
Ũνs(Ω, K⃗⊥, Z) if Ω > 0

Ṽνs(−Ω,−K⃗⊥, Z) if Ω < 0
. (1.133)
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The modes Wνs(Ω, K⃗⊥) are solutions of the Rindler-Dirac equation (1.123);
hence, W̃νs(Ω, K⃗⊥, Z) satisfies the differential equation[

e−sνaZ
(
Ωγ0 + sνi

a

2
γ3 + iγ3∂3

)
−
(
K1γ

1 +K2γ
2 +

mc

ℏ

)]
W̃νs(Ω, K⃗⊥, Z) = 0. (1.134)

By multiplying Eq. (1.134) with cγ0 on the left and using Eq. (1.37a), one
obtains [

e−sνaZ
(
Ω

c
+ sνi

ca

2
γ0γ3 + icγ0γ3∂3

)
−sνiκ(K⃗⊥)Gν(K⃗⊥)

]
W̃νs(Ω, K⃗⊥, Z) = 0, (1.135)

with
Gν(K⃗⊥) = −

sνic

κ(K⃗⊥)
γ0
(
K1γ

1 +K2γ
2 +

mc

ℏ

)
, (1.136)

and κ(K⃗⊥) given by Eq. (1.114).
The spinor W̃νs(Ω, K⃗⊥, Z) can be decomposed into eigenvectors of cγ0γ3

with eigenvalues ±1 by using the projections

P± =
1

2
(1± cγ0γ3). (1.137)

The projected modes W̃±
νs(Ω, K⃗⊥, Z) are such that

W̃νs(Ω, K⃗⊥, Z) = W̃+
νs(Ω, K⃗⊥, Z) + W̃−

νs(Ω, K⃗⊥, Z), (1.138a)

W̃±
νs(Ω, K⃗⊥, Z) = P±W̃νs(Ω, K⃗⊥, Z), (1.138b)

cγ0γ3W̃±
νs(Ω, K⃗⊥, Z) = ±W̃±

νs(Ω, K⃗⊥, Z). (1.138c)

By using Eqs. (1.37a) and (1.136) one can prove that

γ0γ3Gν(K⃗⊥) = −Gν(K⃗⊥)γ
0γ3. (1.139)

Hence, the projections P± and the matrix Gν(K⃗⊥) are related by

P±Gν(K⃗⊥) = Gν(K⃗⊥)P∓, (1.140)

which can be proved by using Eqs. (1.137) and (1.139). By projecting Eq. (1.135)
with respect to P± and using Eqs. (1.138b), (1.138c) and (1.140), one obtains
the following coupled equations for W̃+

νs(Ω, K⃗⊥, Z) and W̃−
νs(Ω, K⃗⊥, Z)

e−sνaZ
[
Ω

c
± i
(
sν
a

2
+ ∂3

)]
W̃±
νs(Ω, K⃗⊥, Z)

=sνiκ(K⃗⊥)Gν(K⃗⊥)W̃
∓
νs(Ω, K⃗⊥, Z). (1.141)
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Equation (1.141) can be decoupled by applying e−sνaZ [Ω/c∓ i(sνa/2+ ∂3)]
on the left, leading to

e−sνaZ
[
Ω

c
∓ i
(
sν
a

2
+ ∂3

)]{
e−sνaZ

[
Ω

c
± i
(
sν
a

2
+ ∂3

)]}
W̃±
νs(Ω, K⃗⊥, Z)

=− κ2(K⃗⊥)G
2
ν(K⃗⊥)W̃

±
νs(Ω, K⃗⊥, Z). (1.142)

The derivative operator on left side of Eq. (1.142) can be computed as[
Ω

c
∓ i
(
sν
a

2
+ ∂3

)]{
e−sνaZ

[
Ω

c
± i
(
sν
a

2
+ ∂3

)]}
=e−sνaZ

{
±sνia

[
Ω

c
± i
(
sν
a

2
+ ∂3

)]
+

(
Ω

c

)2

+
(
sν
a

2
+ ∂3

)2}

=e−sνaZ

[
±sνia

Ω

c
− a2

4
+

(
Ω

c

)2

+ ∂23

]

=e−sνaZ

[(
Ω

c
± sνi

a

2

)2

+ ∂23

]
. (1.143)

The right side of Eq. (1.142), instead, can be computed by using Eqs. (1.37a),
(1.136) and (1.114),

G2
ν(K⃗⊥) =−

c2

κ2(K⃗⊥)
γ0
(
K1γ

1 +K2γ
2 +

mc

ℏ

)
γ0
(
K1γ

1 +K2γ
2 +

mc

ℏ

)
=− c2

κ2(K⃗⊥)
γ0γ0

(
−K1γ

1 −K2γ
2 +

mc

ℏ

)(
K1γ

1 +K2γ
2 +

mc

ℏ

)
=− 1

κ2(K⃗⊥)

(
−K1γ

1 −K2γ
2 +

mc

ℏ

)(
K1γ

1 +K2γ
2 +

mc

ℏ

)
=− 1

κ2(K⃗⊥)

[
−K2

1γ
1γ1 −K2

2γ
2γ2 +

(mc
ℏ

)2
−K1K2{γ1, γ2}

]
=− 1

κ2(K⃗⊥)

[
K2

1 +K2
2 +

(mc
ℏ

)2]
=− 1. (1.144)

By using Eqs. (1.143) and (1.144) in Eq. (1.142), one obtains

e−sν2aZ

[(
Ω

c
± sνi

a

2

)2

+ ∂23

]
W̃±
νs(Ω, K⃗⊥, Z) = κ2(K⃗⊥)W̃

±
νs(Ω, K⃗⊥, Z).

(1.145)
The solutions of Eq. (1.145) that converge to 0 for sνZ → +∞ have the

form of
W̃±
νs(Ω, K⃗⊥, Z) = K(±sνΩ, K⃗⊥, sνZ)W

±
νs(Ω, K⃗⊥), (1.146)
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where

K(Ω, K⃗⊥, Z) = KiΩ/ca−1/2

(
κ(K⃗⊥)

eaZ

a

)
(1.147)

and Kζ(ξ) is the modified Bessel function of the second kind. An integral rep-
resentation for Kζ(ξ) can be found in Appendix A.1. Notice that Eq. (1.145)
is a necessary but not sufficient condition for the modes W̃±

νs(Ω, K⃗⊥, Z). In-
deed, Eq. (1.145) is a decoupled second order differential equation originated
from the first order differential equation (1.141). Hence, we now look for the
spinor functions W±

νs(Ω, K⃗⊥) of Eq. (1.146) such that W̃±
νs(Ω, K⃗⊥, Z) satisfies

Eq. (1.141).
The first order derivatives of W̃±

νs(Ω, K⃗⊥, Z) that appear in Eq. (1.141) can
be computed by using the following recurrence relation for Bessel functions [40]

∂ξKζ(ξ)−
ζ

ξ
Kζ(ξ) = −Kζ+1(ξ) (1.148)

and the fact that Kζ(ξ) is even with respect to the order ζ, which means that

∂ξKζ(ξ)−
ζ

ξ
Kζ(ξ) = −K−ζ−1(ξ). (1.149)

By considering ξ = κ(K⃗⊥) exp(sνaZ)/a and ζ = ±sνiΩ/ca−1/2, one may write
Eq. (1.149) in terms of the functions K(Ω, K⃗⊥, Z) [Eq. (1.147)] as

e−sνaZ

κ(K⃗⊥)

(
sν∂3 ∓ sνi

Ω

c
+
a

2

)
K(±sνΩ, K⃗⊥, sνZ) = −K(∓sνΩ, K⃗⊥, sνZ),

(1.150)
which, multiplied with ±sνiκ(K⃗⊥), becomes

e−sνaZ
[
Ω

c
± i
(
sν
a

2
+ ∂3

)]
K(±sνΩ, K⃗⊥, sνZ)

=∓ sνiκ(K⃗⊥)K(∓sνΩ, K⃗⊥, sνZ). (1.151)

By using Eqs. (1.146) and (1.151) in Eq. (1.141) one obtains the following linear
equation for W±

νs(Ω, K⃗⊥)

W±
νs(Ω, K⃗⊥) = ∓Gν(K⃗⊥)W

∓
νs(Ω, K⃗⊥). (1.152)

The two equations appearing in Eq. (1.152) are equivalent. This can be
proven by acting on Eq. (1.152) with ±Gν(K⃗⊥) and by using Eq. (1.144). Hence,
one can consider a single spinor function Wνs(Ω, K⃗⊥) such that

W±
νs(Ω, K⃗⊥) =

[
Gν(K⃗⊥)

](1∓1)/2

Wνs(Ω, K⃗⊥). (1.153)

Notice that each spinor W±
νs(Ω, K⃗⊥) is eigenvector of cγ0γ3 with eigenvalue

±1 [Eqs. (1.138c) and (1.146)]. Hence the following identity must be considered
together with Eq. (1.153)

cγ0γ3W±
νs(Ω, K⃗⊥) = ±W±

νs(Ω, K⃗⊥). (1.154)
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Equations (1.153) and (1.154) are outnumbered. Indeed, one may consider one
of the two equations appearing in Eq. (1.154) and obtain the other by using
Eq. (1.153). For instance, by choosing cγ0γ3W+

νs(Ω, K⃗⊥) = W+
νs(Ω, K⃗⊥), one

can use Eq. (1.139) and (1.153) to prove that

cγ0γ3W−
νs(Ω, K⃗⊥) =cγ

0γ3Gν(K⃗⊥)Wνs(Ω, K⃗⊥)

=cγ0γ3Gν(K⃗⊥)W
+
νs(Ω, K⃗⊥)

=− cGν(K⃗⊥)γ
0γ3W+

νs(Ω, K⃗⊥)

=−Gν(K⃗⊥)W
+
νs(Ω, K⃗⊥)

=−Gν(K⃗⊥)Wνs(Ω, K⃗⊥)

=−W−
νs(Ω, K⃗⊥). (1.155)

Both equations appearing in Eq. (1.154) are equivalent to the following single
equation

cγ0γ3Wνs(Ω, K⃗⊥) = Wνs(Ω, K⃗⊥). (1.156)

The third identity defining Wνs(Ω, K⃗⊥) comes from the orthonormality con-
dition (1.131). The product (Wνs(Ω, K⃗⊥),Wνs′(Ω

′, K⃗ ′
⊥))ν can be computed by

using Eqs. (1.127), (1.132), (1.138a), (1.146) and the orthogonality condition
between eigenstates of cγ0γ3 with different eigenvalues. Explicitly, the product
reads as

(Wνs(Ω, K⃗⊥),Wνs′(Ω
′, K⃗ ′

⊥))ν = ei(Ω−Ω′)T
∑
σ=±

∫
R3

d3XesνaZei(K⃗
′
⊥−K⃗⊥)·X⃗⊥

× K∗(σsνΩ, K⃗⊥, sνZ)K(σsνΩ
′, K⃗ ′

⊥, sνZ)
[
Wσ
νs(Ω, K⃗⊥)

]†
Wσ
νs′(Ω

′, K⃗ ′
⊥).

(1.157)

By using Eqs. (1.37) and (1.136), one can prove that Gν(K⃗⊥) is antihermitian

G†
ν(K⃗⊥) =

sνic

κ(K⃗⊥)

[
γ0
(
K1γ

1 +K2γ
2 +

mc

ℏ

)]†
=

sνic

κ(K⃗⊥)

(
−K1γ

1 −K2γ
2 +

mc

ℏ

)
γ0

=
sνic

κ(K⃗⊥)
γ0
(
K1γ

1 +K2γ
2 +

mc

ℏ

)
=−Gν(K⃗⊥). (1.158)

Equations (1.144) and (1.158) imply that Gν(K⃗⊥) is also unitary

G†
ν(K⃗⊥)Gν(K⃗⊥) = 1. (1.159)

By using Eqs. (1.153) and (1.159) one can prove that for any σ = ±,[
Wσ
νs(Ω, K⃗⊥)

]†
Wσ
νs′(Ω

′, K⃗ ′
⊥) = W†

νs(Ω, K⃗⊥)Wνs′(Ω
′, K⃗ ′

⊥), (1.160)
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which means that Eq. (1.157) reads as

(Wνs(Ω, K⃗⊥),Wνs′(Ω
′, K⃗ ′

⊥))ν = ei(Ω−Ω′)TW†
νs(Ω, K⃗⊥)Wνs′(Ω

′, K⃗ ′
⊥)

×
∑
σ=±

∫
R3

d3XesνaZei(K⃗
′
⊥−K⃗⊥)·X⃗⊥K∗(σsνΩ, K⃗⊥, sνZ)K(σsνΩ

′, K⃗ ′
⊥, sνZ).

(1.161)

Furthermore, one can use the following property for the Bessel function

K∗
ζ (ξ) = Kζ∗(ξ), (1.162)

with ξ ∈ R. A proof for Eq. (1.162) can be obtained by considering the integral
representation for the Bessel function [Appendix A.1]. In terms of the functions
K(Ω, K⃗⊥, Z), Eq. (1.162) reads as

K∗(Ω, K⃗⊥, Z) = K(−Ω, K⃗⊥, Z), (1.163)

which can be plugged in Eq. (1.161) to give

(Wνs(Ω, K⃗⊥),Wνs′(Ω
′, K⃗ ′

⊥))ν = ei(Ω−Ω′)TW†
νs(Ω, K⃗⊥)Wνs′(Ω

′, K⃗ ′
⊥)

×
∑
σ=±

∫
R3

d3XesνaZei(K⃗
′
⊥−K⃗⊥)·X⃗⊥K(−σsνΩ, K⃗⊥, sνZ)K(σsνΩ

′, K⃗ ′
⊥, sνZ).

(1.164)

By computing the integral with respect to X and Y in Eq. (1.164), one
obtains

(Wνs(Ω, K⃗⊥),Wνs′(Ω
′, K⃗ ′

⊥))ν = 4π2δ2(K⃗⊥ − K⃗ ′
⊥)e

i(Ω−Ω′)T

×W†
νs(Ω, K⃗⊥)Wνs′(Ω

′, K⃗ ′
⊥)
∑
σ=±

∫
R
dZesνaZ

× K(−σsνΩ, K⃗⊥, sνZ)K(σsνΩ
′, K⃗⊥, sνZ). (1.165)

The integral with respect to Z, instead, can be computed by using the following
identity for Bessel functions∫ ∞

0

dξ
[
K−iζ−1/2(ξ)Kiζ′−1/2(ξ) +Kiζ−1/2(ξ)K−iζ′−1/2(ξ)

]
=
π2δ(ζ − ζ ′)
cosh(πζ)

.

(1.166)
A proof for Eq. (1.166) can be found in Appendix A.1.1. By replacing ξ, ζ and
ζ ′ with κ(K⃗⊥)e

sνaZ/a, sνΩ/ca and sνΩ
′/ca, respectively, in Eq. (1.166), one

obtains the identity∑
σ=±

∫
R
dZesνaZK(−σsνΩ, K⃗⊥, sνZ)K(σsνΩ

′, K⃗⊥, sνZ)

=
π2caδ(Ω− Ω′)

κ(K⃗⊥)

[
cosh

(
β

2
Ω

)]−1

, (1.167)
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with β = 2π/ca. Equation (1.167) can be plugged in Eq. (1.165) to give

(Wνs(Ω, K⃗⊥),Wνs′(Ω
′, K⃗ ′

⊥))ν = δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′
⊥)

× 4π4ca

κ(K⃗⊥)
W†
νs(Ω, K⃗⊥)Wνs′(Ω

′, K⃗ ′
⊥)

[
cosh

(
β

2
Ω

)]−1

, (1.168)

which is equivalent to Eq. (1.131) only when the following condition is met

W†
νs(Ω, K⃗⊥)Wνs′(Ω

′, K⃗ ′
⊥) = δss′

κ(K⃗⊥)

4π4ca
cosh

(
β

2
Ω

)
. (1.169)

Equation (1.169) suggests the definition of the spinor function W̃νs(Ω, K⃗⊥)
such that

Wνs(Ω, K⃗⊥) =
1

2π2

√
κ(K⃗⊥)

ca
cosh

(
β

2
Ω

)
W̃νs(Ω, K⃗⊥). (1.170)

The equations defining W̃νs(Ω, K⃗⊥) are given by Eqs. (1.156) and (1.169) and
explicitly read as

cγ0γ3W̃νs(Ω, K⃗⊥) = W̃νs(Ω, K⃗⊥), (1.171a)

W̃†
νs(Ω, K⃗⊥)W̃νs′(Ω, K⃗⊥) = δss′ . (1.171b)

For fixed ν, Ω and K⃗⊥ and for varying s = {1, 2}, the spinors W̃νs(Ω, K⃗⊥) are
an orthonormal basis for the eigenspace of cγ0γ3 with eigenvalue 1. Hence, the
only freedom left by Eq. (1.171) is about the arbitrary choice for the spin basis
W̃νs(Ω, K⃗⊥).

Any change of basis W̃νs(Ω, K⃗⊥) 7→ ¯̃Wνs′(Ω, K⃗⊥) is defined by an unitary
matrix M̄νss′(Ω, K⃗⊥) (with matrix indices s and s′), as

¯̃Wνs(Ω, K⃗⊥) =

2∑
s′=1

M̄νss′(Ω, K⃗⊥)W̃νs′(Ω, K⃗⊥), (1.172a)

M̄νss′(Ω, K⃗⊥) = W̃†
νs′(Ω, K⃗⊥)

¯̃Wνs(Ω, K⃗⊥). (1.172b)

Notice that for any basis W̃νs(Ω, K⃗⊥) satisfying Eq. (1.171), also the spinor
functions W̃ν̄s(−Ω, K⃗⊥) (with ν̄ as the opposite of ν, i.e., ν̄ = L if ν = R and
ν̄ = R if ν = L) satisfy Eq. (1.171). By acknowledging this symmetry, we prove
the existence of the change of basis Mνss′(Ω, K⃗⊥) such that

W̃ν̄s(−Ω, K⃗⊥) =

2∑
s′=1

Mνss′(Ω, K⃗⊥)W̃νs′(Ω, K⃗⊥), (1.173a)

Mνss′(Ω, K⃗⊥) = W̃†
νs′(Ω, K⃗⊥)W̃ν̄s(−Ω, K⃗⊥). (1.173b)
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The unitarity of Mνss′(Ω, K⃗⊥) reads as

2∑
s′′=1

M∗
νs′′s(Ω, K⃗⊥)Mνs′′s′(Ω, K⃗⊥) = δss′ , (1.174a)

2∑
s′′=1

M∗
νss′′(Ω, K⃗⊥)Mνs′s′′(Ω, K⃗⊥) = δss′ . (1.174b)

Hereafter we do not specify any particular solution of Eq. (1.171). Instead,
we consider a general basis W̃νs(Ω, K⃗⊥) for the eigenspace of cγ0γ3 with eigen-
value 1. In Sec. 3.5.3, we will show that for different choices of W̃νs(Ω, K⃗⊥),
different Rindler-Fock representations of the Minkowski vacuum exist. Then, by
tracing the left wedge, the dependency of W̃νs(Ω, K⃗⊥) will disappear [Sec. 3.5.4].
Only in Sec. 3.5.5, we will discuss different choices for the spin basis W̃νs(Ω, K⃗⊥).

In conclusion, the positive and negative frequency modes for Dirac fields in
Rindler spacetimes are

Uνs(Ω, K⃗⊥, T, X⃗) = eiK⃗⊥·X⃗⊥−iΩT W̃νs(Ω, K⃗⊥, Z), (1.175a)

Vνs(Ω, K⃗⊥, T, X⃗) = e−iK⃗⊥·X⃗⊥+iΩT W̃νs(−Ω,−K⃗⊥, Z), (1.175b)

with

W̃νs(Ω, K⃗⊥, Zν(z)) =
∑
σ=±

K(σsνΩ, K⃗⊥, sνZ)
[
Gν(K⃗⊥)

](1−σ)/2
Wνs(Ω, K⃗⊥).

(1.176)
To obtain Eq. (1.176), use Eqs. (1.138a), (1.146) and (1.153). The explicit
expression of K(Ω, K⃗⊥, Z), Gν(K⃗⊥) and Wνs(Ω, K⃗⊥) can be obtained, respec-
tively, from Eqs. (1.147), (1.136) and (1.170), with W̃νs(Ω, K⃗⊥) as solutions of
Eq. (1.171).
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Chapter 2

Non relativistic limit of QFT
and QFTCS

This chapter is based on and contains material from Ref. [1].

2.1 Introduction

The study of gravitational effects in quantum mechanics is driven by the search
for a bridge between general relativity and the quantum theory. In the last
twenty years, a remarkable series of experiments reported evidence of gravita-
tional effects on the discrete spectrum of neutron bouncing [17, 18, 19, 20, 21,
22, 23]. These experiments confirmed the prediction of neutron wave functions
having the form of Airy functions in the presence of an homogeneous gravity
field.

The reported observations can be explained by the NonRelativistic Quan-
tum Mechanics (NRQM) with an external gravitational Newtonian potential.
This theoretical approach is the first step to analyze phenomena in the regime
of Non-Relativistic Quantum Field Theory in Curved Spacetime (NRQFTCS),
ignoring the back-reaction of quantum particles on the gravitational field and
any eventual quantum nature of gravity. In Fig. 2.1, we represent the approach
by two vertexes (NRQM and NRQFTCS).

Despite being the most direct attack on the problem, the former approach
can be inconsistent or too simplified. Indeed, the NRQM description of quan-
tum particles approximates the fully-relativistic Quantum Field Theory (QFT)
into a non-covariant theory. Therefore, in NRQM, we ignore the relativistic
nature of fields. As a result, we may miss some interactions between matter
and gravity arising from covariance, e.g., spin-gravity couplings for Dirac fields.
A nonrelativistic theory cannot furnish General Relativistic (GR) corrections.
On the other hand, the experimental precision may eventually increase to the
point that these GR corrections become detectable.

41
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Figure 2.1: The links between Quantum Field Theory (QFT), NonRelativis-
tic Quantum Mechanics (NRQM), Quantum Field Theory in a Curved Space
Time (QFTCS), and its nonrelativistic limit (NRQFTCS). The path NRQM→
NRQFTCS is not rigorous as it ignores the relativistic nature of the fields.

By looking at Fig. 2.1, we identify these steps with the path QFT→ NRQM
→ NRQFTCS. The fully-relativistic QFT is approximated by NRQM in the
nonrelativistic limit, and, then, by considering gravitational effects, one stud-
ies the NRQFTCS regime. The nonrelativistic limit (QFT → NRQM) can-
cels out information before the gravitational effects are introduced (NRQM →
NRQFTCS).

Another way to address the problem exists. Instead of introducing the gravi-
tational effects after the nonrelativistic limit, we may consider them before such
a limit. In this way, we are able to take track of the GR corrections on the
gravity-matter interaction avoiding the inconsistencies. The procedure relies on
the Quantum Field Theory in Curved Spacetime (QFTCS), which is the descrip-
tion of fully-relativistic quantum fields affected by a gravitational field. QFTCS
also ignores the back-reaction of the field on the metric (i.e., the gravity is not
quantum), but it is the simplest attempt to a quantum theory that takes into
account a non-flat metric. We identify the new approach in Fig. 2.1 through
the path QFT→ QFTCS→ NRQFTCS, and corresponds to the nonrelativistic
limit of a fully-relativistic quantum field theory in a curved spacetime.

The most known predictions of QFTCS are the Hawking [13], and Unruh ef-
fect [14, 15, 16], which have never been directly observed due to their inaccessible
energy scales. Conversely, the neutron-bouncing experiments [17, 18, 19, 20, 21,
22, 23] prove that the NRQFTCS regime is nowadays experimentally accessible.
This circumstance motivates the study of the nonrelativistic limit of QFTCS.
For instance, in a recent work [41], the problem of quantum bouncing particles
in a gravitational field is discussed in the context of QFTCS. By solving the
Dirac equation in Rindler spacetime with bouncing boundary conditions, the
authors found GR corrections to the energy spectrum of the neutrons in a grav-
itational field. Others considered related scenarios: authors in [38, 42] found
the perturbations of the energy levels of an atom placed in curved spacetime;
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in [43], a generalized Schwarzschild metric is used to investigate GR corrections
with gravitational spin-orbit coupling. These results were derived from solving
the Dirac equation in Rindler spacetime in a nonrelativistic limit and, hence,
by following the path QFTCS → NRQFTCS.

Here, we report on a general procedure to perform the nonrelativistic limit for
bosonic and fermionic fields in a static spacetime. We consider complex scalar
and Dirac fields and provide the nonrelativistic description of quantum particles
in terms of wave functions, scalar product, and Hamiltonian. As detailed in
the next section, the nonrelativistic limit of QFT in Minkowski spacetime is
well-established. Despite early investigation [38, 42, 44, 43], the case of curved
spacetime has not been extensively considered.

It is known that, in the Minkowski spacetime, the time evolution of free non-
relativistic single particles can be approximately described by the free Hamil-
tonian, which has the same form for both scalar and Dirac fields. Indeed, the
Klein-Gordon and the Dirac equation asymptotically lead to the same nonrel-
ativistic Schrödinger equation. For a Dirac field, the spinorial components—
obeying the same Schrödinger equation—are decoupled and can be treated as
spectral degeneracy. Therefore, without a spin-dependent interaction or enough
experimental precision, a Minkowski observer cannot distinguish the time evolu-
tion of a nonrelativistic scalar particle from a Dirac particle. This also happens
if one introduces a first-order correction due to a weak gravitational field. In the
case of a Rindler spacetime with a nearly flat metric and for nonrelativistic par-
ticles, the first correction introduced in the Schrödinger equation corresponds
to the Newtonian gravitational potential, with no difference between scalar and
Dirac field.

By considering GR corrections, the difference between scalar and Dirac fields
appears. In this chapter, we show that metrics not approximated by the flat
spacetime lead to a non-vanishing difference between the Schrödinger equations
arising from the Klein-Gordon and Dirac equation in curved spacetime. A spin-
metric coupling occurs, and the observer can distinguish between a scalar and a
Dirac particle. We also show that for approximately flat metrics, such coupling
can be observed at different orders. For sufficiently large curvature, the precision
required to distinguish between scalar and Dirac fields is lower than the one
needed in flat spacetime.

The chapter is organized as follows. In Sec. 2.2 we give a review for the
nonrelativistic limit of scalar and Dirac fields in the Minkowski spacetime. We
also show how nonrelativistic particles are approximately solutions to the same
Schrödinger equation. Sec. 2.3, is devoted to the curved case. We derive the
nonrelativistic limit of fields in a static spacetime and we show how the approx-
imated Schrödinger equations differ in the two cases. Finally, we detail these
results for the case of Rindler metric in Sec. 2.4. Conclusions are drawn in
Sec. 2.5.
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2.2 Minkowski spacetime

In the standard formulation of NRQM, states are represented by time-evolved
wave functions satisfying the Schrödinger equation. If we ignore internal degrees
of freedom, representatives of states are elements of the L2(R3) Hilbert space.
This is known as the Schrödinger position representation. We wonder if the
same representation can be obtained in the nonrelativistic regime of QFT.

The nonrelativistic limit of QFT in Minkowski spacetimes is well under-
stood and discussed in the literature. In different textbooks one can find the
usual procedure to recover NRQM as the limiting case of QFT [10, 11, 12]. In
these works, one can see how the fully-relativistic Klein-Gordon equation can
be approximated by the familiar Schrödinger equation with vanishing potential.
Consequently, one may assume that solutions of the Klein-Gordon equation can
be identified as relativistic wave functions (i.e., representatives of relativistic
states), in analogy to the standard approach to NRQM. However, this is not
possible, since the Klein-Gordon equation is second order in the time derivative
and, hence, does not provide conservation of probability [10]. Also, one cannot
use the Klein-Gordon scalar product as the Hilbert product between relativis-
tic states, because it is positive definite only for positive frequency solutions
[Eq. (1.17)]. The issue is solved if one only considers positive frequency modes
as representatives of particle states.

In Sec 1.1, we derived the representation space of relativistic particles in
terms of positive frequency modes. There, the Hilbert product between states is
represented by the Klein-Gordon scalar product between the respective modes.
In the present section, we show how the standard representation of states in
NRQM is recovered by the nonrelativistic limit. In particular, we demonstrate
that positive frequency solutions of the Klein-Gordon equation are approxi-
mated by solutions of the Schrödinger equation and that the Klein-Gordon
scalar product is approximated by the standard L2(R3) scalar product between
wave functions.

In addition to spin-less scalar fields ϕ̂, we consider Dirac fields ψ̂ [10] as
well. Also, we extend the results to interacting relativistic fields and obtain
Schrödinger equations with non-vanishing potential.

Additionally, we revise the nonrelativistic limit of flat QFT by considering
generic solutions of the Klein-Gordon equation (i.e., modes with not defined mo-
mentum). In this way, we address a problem that arises when one switches from
the flat to the curved case. In Ref. [45], it has been argued that the difficulty
around the definition of wave functions in QFT comes from the problematic def-
inition of position particle states. Conversely, states with defined momentum
are well-defined in both NRQM and QFT and have been used to connect the
two theories. This fact does not occur in curved spacetimes, where particles are
defined as solutions of the curved Klein-Gordon equation and, hence, do not
have defined momentum. Therefore, one may be interested in recovering the
nonrelativistic limit of QFT by avoiding modes with defined momentum. In
this section, we perform such limit with generic modes in flat spacetimes. The
curved scenario will be then discussed in the next section.
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2.2.1 Scalar field

Here, we study the scalar field ϕ̂. We start by considering the case without
interaction and we use the decomposition in positive and negative frequency
modes with fixed momenta which was detailed in Sec. 1.1.1. The positive fre-
quency modes f(k⃗) form a basis for the Hilbert space of single particles, while
the Klein-Gordon product between modes represents the inner product between
the corresponding states. By considering the nonrelativistic limit, we show that
the Klein-Gordon scalar product can be approximated by the usual L2(R3) in-
ner product of NRQM and the evolution of states is approximately described
by the free Schrödinger equation. In this way, we recover the nonrelativistic
description of free particles in terms of wave functions, scalar product and free
Hamiltonian.

Then, we derive the analogue description of nonrelativistic particles starting
from the general decomposition of the field in terms of positive and negative
frequency modes g(θ) and h(θ), which are not necessarily associated to parti-
cles with fixed momenta. Also, we estimate the errors for the nonrelativistic
approximations.

Finally, we describe the interacting case by a non-vanishing external poten-
tial. We represent a generic particle state as a time-dependent combination of
free-evolving modes. We show that in the nonrelativistic limit, these wave func-
tions are approximately solutions of a Schrödinger equation with a potential.
Also, we show that the product of two single particle states can be approximated
by the L2(R3) product of their wave functions.

Free modes

In Sec. 1.1.1, we derived the representation of particles in terms of the wave
functions ϕ̃n(kn) and ϕn(t,xn) by means of Eqs. (1.19) and (1.20). One can use
this representation to define the nonrelativistic condition as a constraint for the
support of ϕ̃n(kn).

The nonrelativistic regime is characterized by energies that are very close to
the mass energy and, hence, by momenta k⃗ satisfying∣∣∣∣∣ℏω(k⃗)mc2

− 1

∣∣∣∣∣ ≲ ϵ. (2.1)

Here, ϵ ≪ 1 is the nonrelativistic parameter representing the maximum ratio
between the nonrelativistic energy E = ℏω − mc2 and the mass energy mc2.
We say that |ϕ⟩ is nonrelativistic if the corresponding wave function ϕ̃n(kn) is
non-vanishing only for momenta k⃗ satisfying Eq. (2.1). Explicitly, this means
that

ϕ̃n(kn) ≈ 0 if there is an l ∈ {1, . . . , n} such that

∣∣∣∣∣ℏω(k⃗l)mc2
− 1

∣∣∣∣∣≫ ϵ. (2.2)
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When Eq. (2.1) holds, the frequency dispersion relation (1.4) can be approx-
imated by

ω(k⃗) ≈ mc2

ℏ
+

ℏ|⃗k|2

2m
, (2.3)

and, hence, Eq. (1.12) becomes

f(k⃗, t, x⃗) ≈ ℏ√
(2π)32mc2

exp

(
−imc

2t

ℏ
− iℏ|⃗k|

2t

2m
+ ik⃗ · x⃗

)
. (2.4)

This means that f(k⃗) is approximately solution of

iℏ∂0f(k⃗) ≈ HMf(k⃗), (2.5)

with Hamiltonian

HM = mc2 − ℏ2

2m
δij∂i∂j . (2.6)

Equivalently, Eq. (2.5) can be obtained by using Eq. (2.1) to approximate
the second-order time derivative of f(k⃗, t, x⃗) as1

−∂20f(k⃗, t, x⃗) =ω2(k⃗)f(k⃗, t, x⃗)

=

(
mc2

ℏ

)2
{
1 +

[
ℏω(k⃗)
mc2

− 1

]}2

f(k⃗, t, x⃗)

=

(
mc2

ℏ

)2
{
1 + 2

[
ℏω(k⃗)
mc2

− 1

]
+O(ϵ2)

}
f(k⃗, t, x⃗)

=
mc2

ℏ

[
2i∂0 −

mc2

ℏ
+
mc2

ℏ
O(ϵ2)

]
f(k⃗, t, x⃗). (2.7)

The mode f(k⃗) is solution of the Klein-Gordon equation (1.1). By plugging
Eq. (2.7) into Eq. (1.1) we obtain Eq. (2.5).

As a result, we find that any state satisfying Eq. (2.2) is characterized by a
time-dependent wave function (1.20) that is solution of the Schrödinger equation

iℏ∂0ϕn ≈
n∑
l=1

(
mc2 − ℏ2

2m
∇2
x⃗l

)
ϕn, (2.8)

where

∇2
x⃗ = δij

∂

∂xi
∂

∂xj
. (2.9)

In this way, we obtain the familiar Schrödinger description of time evolution in
NRQM.

1Hereafter we use the notation such that |O(ϵ)| ≲ ϵ.
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QFT NRQM
Inner product ⟨ϕ|ϕ′⟩ (ℏ2/2mc2)(ϕ1, ϕ′1)KG (ϕ1, ϕ

′
1)L2(R3)

Hamiltonian hKG HM

Table 2.1: Inner product (first line) and Hamiltonian (second line) for free scalar
single particles. The left column is for the fully relativistic theory (QFT), while
the right one is for the nonrelativistic limit (NRQM).

It can be noticed that HM is hermitian with respect to both the Klein-
Gordon scalar product (1.15) and the L2(R3) inner product, which is defined
as

(ϕ, ϕ′)L2(R3) =

∫
R3

d3xϕ∗(t, x⃗)ϕ′(t, x⃗). (2.10)

Indeed, by integrating by parts, one can prove that

(HMϕ, ϕ
′)KG = (ϕ,HMϕ

′)KG, (2.11a)
(HMϕ, ϕ

′)L2(R3) = (ϕ,HMϕ
′)L2(R3). (2.11b)

By using Eq. (2.1), it is straightforward to prove that for nonrelativistic
modes, the Klein-Gordon scalar product (1.15) can be approximated by the
L2(R3) inner product, with the only exception given by a 2mc2/ℏ2 factor, i.e.,

(f(k⃗), f(k⃗′))KG ≈
2mc2

ℏ2
(f(k⃗), f(k⃗′))L2(R3). (2.12)

By using Eqs. (1.20), (1.21), (2.2) and (2.12), we can derive the same approxi-
mation for nonrelativistic single particle states

⟨ϕ|ϕ′⟩ ≈ (ϕ1, ϕ
′
1)L2(R3). (2.13)

This approximation can be also extended to the case of general numbers of
particles

⟨ϕ|ϕ′⟩ ≈
∞∑
n=0

(ϕn, ϕ
′
n)L2(R3n), (2.14)

where

(ϕn, ϕ
′
n)L2(R3n) =

∫
R3n

d3nxnϕ∗n(t,xn)ϕ
′
n(t,xn), (2.15a)

(ϕ0, ϕ
′
0)L2(R0) = ϕ∗0ϕ

′
0. (2.15b)

While in the fully relativistic theory, single particles are described by the
inner product (1.21) and the Hamiltonian hKG [Eqs. (1.22) and (1.24)], non-
relativistic single particles can be approximately described by the L2(R3) inner
product and the Hamiltonian HM. This difference is shown schematically by
Table 2.1. The Schrödinger equation (2.8) and the inner product (2.14) are
the familiar ingredients for the description of free Fock states in the position
representation according to NRQM.
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General modes

It can be noticed that, in order to obtain Eqs. (2.5) and (2.12), we used the
explicit form of the free modes f(k⃗) and considered the nonrelativistic limit
of such functions. Conversely, it is possible to obtain the same result without
looking at the explicit expression of f(k⃗, t, x⃗) and rely on the general definition
of positive frequency modes g(θ).

Here, we prove that, in the nonrelativistic limit, ϕn is approximately solution
of the free Schrödinger equation (2.8) by showing that g(θ) is approximately
solution of the free single particle Schrödinger equation

iℏ∂0g(θ) ≈ HMg(θ). (2.16)

Owing to Eqs. (1.33) and (2.16), one can check that Eq. (2.8) holds also for
wave functions defined by Eq. (1.33).

The proof for Eq. (2.16) follows from the fact that g(θ) is solution of Eq. (1.1)
and, in the nonrelativistic limit∣∣∣∣ℏω(θ)mc2

− 1

∣∣∣∣ ≲ ϵ, (2.17)

the second-order time derivative of Eq. (1.1) acting on g(θ) is approximately
replaced by a first-order time derivative. Indeed, by using Eq. (1.26a), we
obtain

−∂20g(θ) =ω2(θ)g(θ)

=

(
mc2

ℏ

)2{
1 +

[
ℏω(θ)
mc2

− 1

]}2

g(θ)

=

(
mc2

ℏ

)2{
1 + 2

[
ℏω(θ)
mc2

− 1

]
+O(ϵ2)

}
g(θ)

=
mc2

ℏ

[
2i∂0 −

mc2

ℏ
+
mc2

ℏ
O(ϵ2)

]
g(θ). (2.18)

Finally, by using Eq. (2.18) in the Klein-Gordon equation (1.1), we obtain

iℏ∂0g(θ) =
[
HM +mc2O(ϵ2)

]
g(θ), (2.19)

which leads to the Schrödinger equation (2.16).
From Eq. (2.19) one can also derive the error associated to the approximation

(2.16). The difference between the nonrelativistic Hamiltonian HM and the
exact fully-relativistic Hamiltonian hKG acting on nonrelativistic states is of the
order of

HM − hKG = mc2O(ϵ2). (2.20)

The equivalent of Eq. (2.12) for the g(θ) modes is

(g(θ), g(θ′))KG ≈
2mc2

ℏ2
(g(θ), g(θ′))L2(R3), (2.21)
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which can be obtained by using Eq. (1.26a) and the approximation (2.17). The
error associated to Eq. (2.21) comes directly from having replaced the time
derivative of the modes with mc2/ℏ times such modes. The relative error is,
hence, of the order of ϵ, in the sense that

(g(θ), g(θ′))KG =
2mc2

ℏ2
(g(θ), g(θ′))L2(R3)[1 +O(ϵ)]. (2.22)

Equations (2.16) and (2.21) result again in the familiar description of free
single particle states in the position representation, as before. In this case,
however, g(θ) represents a generic basis |θ⟩ for the single particles space. The
description of nonrelativistic Fock states is given again by Eqs. (2.8) and (2.14),
with the definition of wave functions in a generic basis provided by Eq. (1.33).

Interaction

Here, we consider interacting scalar fields. We adopt the interaction picture in
QFT, which means that the field ϕ̂(t, x⃗) is free (i.e. solution of the Klein-Gordon
equation (1.1)), while any quantum state |ϕ(t)⟩ is time-evolved with respect to
an interacting potential V̂ (t) as

iℏ∂0|ϕ(t)⟩ = V̂ (t)|ϕ(t)⟩. (2.23)

In the interaction picture, the field ϕ̂ can still be expanded in terms of g(θ) and
h(θ) modes as in Eq. (1.25) and the Hilbert state can still be defined as the
Fock space generated by the orthonormal free single particle states |θ⟩.

We show that, in the nonrelativistic limit, states, scalar products and Hamil-
tonian can be represented identically to the free case, with the only exception
given by an extra term in the Hamiltonian. To see this, we use the modes
g(θ, t, x⃗) as representatives of |θ(t)⟩ evolved with respect to the free theory.

A generic particle state |ϕ(t)⟩ is expanded as

|ϕ(t)⟩ =
∞∑
n=1

1√
n!

∑
θn

ϕ̃n(θn, t)

n∏
l=1

â†(θl)|0M⟩+ ϕ̃0(t)|0M⟩. (2.24)

Here, the n-particles wave function ϕ̃n is time dependent as a consequence of
the time evolution of |ϕ(t)⟩ in the interaction picture given by Eq. (2.23). This
leads to a differential equation for ϕ̃n, that reads as

iℏ∂0ϕ̃n(θn, t) =
∞∑
m=0

∑
θ′
m

⟨θn|V̂ (t)|θ′
m⟩ϕ̃m(θ′

m, t). (2.25)

The representative of the state |ϕ(t)⟩ in the Schrödinger picture is

ϕn(t,xn) =
(
2mc2

ℏ2

)n/2∑
θn

ϕ̃n(θn, t)

n∏
l=1

g(θl, t, x⃗l). (2.26)
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Here, differently from Eq. (1.33), ϕ̃n is time dependent accordingly to Eq. (2.25).
For interacting particles we still define nonrelativistic states as the ones

such that ϕ̃n(θn, t) is non-vanishing only for nonrelativistic frequencies ω(θ).
However, we also require potential energies that are very small with respect to
the mass term. We therefore consider the following condition

|⟨θn|V̂ (t)|θ′
m⟩| ≲ ϵmc2, (2.27)

so that Eq. (2.25) is of order ϵmc2ϕ̃n.
Owing to Eq. (2.25), it is straightforward to prove that Eq. (2.8) still holds,

but with an additional potential term, i.e.,

iℏ∂0ϕn(t,xn) ≈
n∑
l=1

(
mc2 − ℏ2

2m
∇2
x⃗l

)
ϕ(t,xn)

+
∑
θn

(
2mc2

ℏ2

)n/2 ∞∑
m=0

∑
θ′
m

⟨θn|V̂ (t)|θ′
m⟩ϕ̃m(θ′

m, t)

n∏
l=1

g(θl, t, x⃗l). (2.28)

Equation (2.28) can be identified as the NRQM Schrödinger equation for parti-
cles with potential. It can be noticed that the error associated to Eq. (2.28) is
still of the order ϵ2mc2 [Eq. (2.20)], since the interacting part of Eq. (2.28) has
been exactly derived and the error associated to the time evolution only comes
from the free part.

It is also possible to prove that Eq. (2.13) holds for nonrelativistic interacting
single particles. In this case, Eq. (2.27) plays an important role. Indeed, it
suppresses the terms coming from the time derivative of ϕ̃n [Eq. (2.25)] that
appear as extra terms in Eq. (2.13). Moreover, the fact that ℏ∂0ϕ̃n is of order
ϵmc2ϕ̃n means that the relative error associated to the approximation (2.13) is
still of order ϵ, as for the free case [Eq. (2.22)].

The need for Eq. (2.27) implies that in order to have the same description
of nonrelativistic particles for free and interacting systems, we have to assume
that the energy potential is small if compared to the mass term. The fact that
the energy of the particles is close to their mass energy [Eq. (2.17)] and that
the potential energy is very small with respect to the mass [Eq. (2.27)] means
that also the kinetic energy of the particles is small. In this way we recover the
definition of nonrelativistic particles in terms of their velocity.

2.2.2 Dirac field

In the previous subsection, we derived the familiar position representation of
states, scalar product and Hamiltonian in the nonrelativistic limit of scalar
fields. A very similar result holds for Dirac fields ψ̂.

The fully relativistic theory of Dirac fields has been provided in Sec. 1.1.2.
Here, we show that nonrelativistic Dirac particles can be described by wave
functions, scalar product and Hamiltonian as prescribed by NRQM. Specifically,
the representation space of single particles is C2⊗L2(R3) and the time evolution
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is given by a Schrödinger equation similar to Eq. (2.28). The difference with
the scalar theory relies on the two spin degrees of freedom and the possibility
to have interaction-spin coupling in the energy potential.

This subsection is organized as Sec. 2.2.1. We start from the free theory and
derive the NRQM description of nonrelativistic particles with fixed momenta.
We also show that the time evolution of these states can be approximately
described by the Schrödinger equation (2.8). Then, we use the general decom-
position of the field in positive and negative frequencies to derive the same
C2 ⊗ L2(R3) representation space, but with a general basis. Finally, we detail
the interacting case and show that Eq. (2.28) still holds, but with a potential
operator that can generally break the spin degeneracy.

Free modes

We start by considering the free Dirac modes defined by Eqs. (1.40) and (1.45).
By taking the limit (2.3), we obtain

us(k⃗, t, x⃗) ≈
1√
(2π)3

exp

(
−imc

2t

ℏ
− iℏk

2t

2m
+ ik⃗ · x⃗

)
us. (2.29)

From Eq. (2.29) it is immediate to see that the us(k⃗) modes cover the subspace
of C4 ⊗ L2(R3) with vanishing third and fourth spinorial components. More
specifically, one can prove that

v†s′us(k⃗) = u†s′′us(k⃗)O(ϵ
1/2). (2.30)

This leads to a new representation for nonrelativistic particle states, where
the wave functions (1.52) and the Hilbert product (1.42) can be considered
with spinorial α indices running through only the first two components. The
representation space for nonrelativistic particles can, then, be identified with
C2 ⊗ L2(R3).

Moreover, the time evolution of us(k⃗) becomes

iℏ∂0us(k⃗) ≈ HMus(k⃗), (2.31)

which means that the spinorial components of us(k⃗) are approximately decou-
pled and are solutions of Eq. (2.5). It is also possible to notice that HM is
hermitian with respect to the scalar product (ψ,ψ′)C4⊗L2(R3), in the sense that

(HMψ,ψ
′)C4⊗L2(R3) = (ψ,HMψ

′)C4⊗L2(R3). (2.32)

This can be seen from the fact that

HM =
h2M
2mc2

+
mc2

2
, (2.33)

and, hence,

(HMψ,ψ
′)C4⊗L2(R3) =

1

2mc2
(hMhMψ,ψ

′)C4⊗L2(R3) +
mc2

2
(ψ,ψ′)C4⊗L2(R3)
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QFT NRQM
Inner product ⟨ψ|ψ′⟩ (ψ1, ψ

′
1)C4⊗L2(R3) (ψ1, ψ

′
1)C2⊗L2(R3)

Hamiltonian hM HM

Table 2.2: Inner product (first line) and Hamiltonian (second line) for free Dirac
single particles. The left column is for the fully relativistic theory (QFT), while
the right one is for the nonrelativistic limit (NRQM).

=
1

2mc2
(hMψ, hMψ

′)C4⊗L2(R3) +
mc2

2
(ψ,ψ′)C4⊗L2(R3)

=
1

2mc2
(ψ, hMhMψ

′)C4⊗L2(R3) +
mc2

2
(ψ,ψ′)C4⊗L2(R3)

=(ψ,HMψ
′)C4⊗L2(R3). (2.34)

Equation (2.33), on the other hand, can be derived from Eq. (1.37a) as

h2M
2mc2

+
mc2

2
=− (ℏc)2

2m
γ0γiγ0γj∂i∂j +

mc4

2
γ0γ0

− iℏc
3

2
(γ0γiγ0 + γiγ0γ0)∂i +

mc2

2

=
(ℏc)2

2m
γ0γ0γiγj∂i∂j +mc2

=− ℏ2

2m
ηij∂i∂j +mc2

=HM. (2.35)

The result is that, in the nonrelativistic limit, single particles are described as
elements of C2⊗L2(R3), where uαs (k⃗, t, x⃗) is the wave function of a particle with
momentum k⃗ and spin number s and with spinorial index α running through the
first two values. The states are also approximately evolved with respect to the
Hamiltonian HM. These facts are listed in Table 2.2 on the right column and
can be compared with the relativistic case, which is shown on the left column.

We have been able to derive the familiar description of Dirac particles in
NRQM. General Fock states can be obtained from the singe particle represen-
tation space C2 ⊗ L2(R3) and from the Schrödinger equation

iℏ∂0ψαn
n ≈

n∑
l=1

(
mc2 − ℏ2

2m
∇2
x⃗l

)
ψαn
n . (2.36)

General modes

We now want to provide the same description of nonrelativistic states but start-
ing from the general real frequency Dirac modes (1.58).

We identify the representation space of nonrelativistic particles as the one in
which the third and fourth spinorial components are always vanishing. Indeed,
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it is possible to prove the equivalent of Eq. (2.30) for the u(θ) modes, that reads
as

v†su(θ) = u†s′u(θ)O(ϵ
1/2). (2.37)

The proof of Eq. (2.37) follows from the fact that u(θ) is solution of the Dirac
equation [

cγ0ω(θ) + icγi∂i −
mc2

ℏ

]
u(θ) = 0 (2.38)

and is combination of modes with nonrelativistic momenta, which means that

ℏ∂iu(θ) = mcu(θ)O(ϵ1/2). (2.39)

By acting with u†s on the left of Eq. (2.38), one obtains

mc2

ℏ
ϵu†su(θ) + ic

2∑
s′=1

u†sγ
ivs′v

†
s′∂iu(θ) = 0, (2.40)

which together with Eq. (2.39) leads to Eq. (2.37).
It is known that the components of any solution of the Dirac equation are

also solution of the Klein-Gordon equation (1.1) with the same mass. This fact
can be proven by multiplying Eq. (1.34) with icγµ∂µ +mc2/ℏ on the left and
using the anticommutation relation (1.37a). Consequently, the modes u(θ) are
solutions of the Klein-Gordon equation[

c2ηµν∂µ∂ν −
(
mc2

ℏ

)2
]
u(θ) = 0. (2.41)

We can, at this point, use the same arguments of Sec. 2.2.1 that led to Eq. (2.16)
in order to prove that

iℏ∂0u(θ) ≈ HMu(θ), (2.42)

which is the equivalent of Eq. (2.31) for the mode u(θ). The error associated to
the approximation (2.42) can be identified with the equivalent of Eq. (2.20) for
Dirac fields

HM − hM = mc2O(ϵ2). (2.43)

From Eqs. (2.20) and (2.43) one can derive the error made by considering
scalar and Dirac states identical in their time evolution [Eqs. (2.16) and (2.42)],
which is of the order of

hKG − hM = mc2O(ϵ2). (2.44)

Equation (2.44) implies that corrective terms of Eqs. (2.16) and (2.42) that spoil
the difference between scalar and Dirac fields in the Minkowski spacetime can
be found at the order of ϵ2.

An additional error associated to the nonrelativistic limit comes from con-
sidering the third and the fourth spinorial component of u(θ) as vanishing quan-
tities. Such an approximation allowed us to replace the exact C4⊗L2(R3) scalar
product with the C2⊗L2(R3) scalar product. The relative error can be obtained
from Eq. (2.37) and is of the order of ϵ, as in the scalar case [Eq. (2.22)].
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Interaction

Finally, we consider interacting Dirac fields and by following the same steps of
Sec. 2.2.1 we conclude that interacting particle states can still be described in
the representation space of free particles. The difference between the interacting
and the free theory is only given by the presence of a potential energy in the ap-
proximated Schrödinger equation. Such a term may introduce spin interactions
that cannot appear in the scalar theory.

The representative of any state |ψ(t)⟩ in the Schrödinger picture is

ψαn
n (t,xn) =

∑
θn

ψ̃n(θn, t)

n∏
l=1

uαl(θl, t, x⃗l), (2.45)

where, differently from Eq. (1.61), ψ̃n(θn, t) is time dependent. The time evo-
lution of Eq. (2.45) in the nonrelativistic limit is given by

iℏ∂0ψαn
n (t,xn) ≈

n∑
l=1

(
mc2 − ℏ2

2m
∇2
x⃗l

)
ψαn
n (t,xn)

+
∑
θn

∞∑
m=0

∑
θ′
m

⟨θn|V̂ (t)|θ′
m⟩ψ̃m(θ′

m, t)

n∏
l=1

uαl(θl, t, x⃗l), (2.46)

where, in this case, ⟨θn|V̂ (t)|θ′
m⟩ are the matrix elements of a potential V̂ (t) that

comes from a Dirac interacting Lagrangian. The quantum numbers θ contain
spinorial degrees of freedom as well, and, hence, ⟨θn|V̂ (t)|θ′

m⟩ may break the
spin degeneracy present in the free theory. As explained in Sec. 2.2.1, we obtain
Eq. (2.46) by considering the nonrelativistic condition for potential energies
(2.27).

2.3 Curved spacetime

At variance with Sec. 2.2, here we consider the coordinates (T, X⃗) and the
metric gµν representing a hyperbolic static spacetime. The aim of this section
is to derive a description for nonrelativistic states of scalar (Φ̂) and Dirac (Ψ̂)
fields in curved spacetime.

We use the description of fully-relativistic particle states presented in Sec. 1.2
and we derive the corresponding nonrelativistic limit. We show how the rep-
resentation of nonrelativistic states changes from the Minkowski to the curved
case. We also derive the Schrödinger equation for particles affected by the met-
ric and the consequent precision needed to distinguish between scalar and Dirac
fields.

2.3.1 Scalar field
The field considered in the present subsection is scalar. As in Sec. 2.2.1, we start
by considering the relativistic theory of particles for the free scalar field Φ̂. We
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QFTCS NRQFTCS
Inner product ⟨Φ|Φ′⟩ (ℏ2/2mc2)(Φ1,Φ

′
1)CKG (Φ1,Φ

′
1)L2

S(R3)

Hamiltonian hCKG HCS

Table 2.3: Inner product (first line) and Hamiltonian (second line) for free scalar
single particles in curved spacetime. The left column is for the fully relativistic
theory (QFTCS), while the right one is for the nonrelativistic limit (NRQFTCS).

derive the nonrelativistic limit and show that the product between states can be
approximated by the L2(R3) inner product with a metric-dependent measure.
Also, we show that the quantum states are solutions of a metric-dependent
Schrödinger equation. Finally, we extend the theory to the interacting case by
introducing a potential energy in the Schrödinger equation.

In Sec. 1.2.1, we showed that each positive frequency mode G(θ) is associ-
ated to a single particle state and the Klein-Gordon product in curved spacetime
(Φ1,Φ

′
1)CKG is used as the Hilbert product for the single particle space. Fur-

thermore, hCKG is the Hamiltonian describing the dynamics. This result is
summarized in the left column of Table 2.3.

In the curved spacetime, we characterize the nonrelativistic regime by means
of the condition ∣∣∣∣ℏΩ(θ)mc2

− 1

∣∣∣∣ ≲ ϵ, (2.47)

with ϵ≪ 1 as the nonrelativistic parameter. Here, we demonstrate that G(θ) is
approximately solution to the Schrödinger equation

iℏ∂0G(θ) ≈ HCSG(θ), (2.48)

with Hamiltonian

HCS =
mc2

2

(
1− g00

c2

)
+

ℏ2g00
2mc2

√
−g

∂i
(√
−ggij∂j

)
(2.49)

and that the curved Klein-Gordon scalar product (Φ,Φ′)CKG is approximated
by

(G(θ), G(θ′))CKG ≈
2mc2

ℏ2
(G(θ), G(θ′))L2

S(R3). (2.50)

In this way, we show that the nonrelativistic single particle description of the
field is defined by the Hamiltonian HCS and the scalar product (Φ,Φ′)L2

S(R3).
The result can be seen as the equivalent of Eqs. (2.16) and (2.21) in curved
spacetime and are summarized by the right column of Table 2.3.

Notice that HCS is hermitian with respect to (Φ1,Φ
′
1)CKG and (Φ,Φ′)L2

S(R3),
since it is equivalent to

HCS =
HCKG

2mc2
+
mc2

2
(2.51)

and HCKG is hermitian with respect to both products.
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The nonrelativistic description of states with general numbers of particles
is given by the wave function Φn of Eq. (1.83), the Fock extension of the
(Φ,Φ′)L2

S(R3) scalar product

⟨Φ|Φ′⟩ ≈
∞∑
n=0

(Φn,Φ
′
n)L2

S(R3n), (2.52)

and the Schrödinger equation

iℏ∂0Φn(T,Xn) ≈
n∑
l=1

{
mc2

2

[
1− g00(X⃗l)

c2

]
+

ℏ2g00(X⃗l)

2mc2
∇2
X⃗l

}
Φn(T,Xn),

(2.53)
where, in this case,

(Φn,Φ
′
n)L2

S(R3n) = (−c)n
∫
R3n

d3nXn

n∏
l=1

[√
−g(X⃗l)g

00(X⃗l)

]
Φ∗
n(Xn)Φ

′
n(Xn),

(2.54a)

(Φ0,Φ
′
0)L2

S(R0) = Φ∗
0Φ

′
0 (2.54b)

and
∇2
X⃗

=
1√
−g(X⃗)

∂

∂Xi

[√
−g(X⃗)gij(X⃗)

∂

∂Xj

]
. (2.55)

A way to approximate Eq. (1.63) as a Schrödinger equation is to replace the
second-order time derivative with a first-order time derivative. In the nonrela-
tivistic limit, we find that

− ∂20G(θ) =
mc2

ℏ

[
2i∂0 −

mc2

ℏ
+
mc2

ℏ
O(ϵ2)

]
G(θ), (2.56)

which is the equivalent of Eq. (2.18) in curved spacetime. By using Eq. (2.56)
and the fact that G(θ) is a solution of Eq. (1.63), we obtain

iℏ∂0G(θ) = [HCS +mc2O(ϵ2)]G(θ), (2.57)

which leads to the Schrödinger equation (2.48). The error associated to such an
approximation is

HCS − hCKG = mc2O(ϵ2). (2.58)

Equation (2.50) can be proven from Eqs. (1.70), (1.77) and by replacing the
frequencies with mc2/ℏ. The relative error associated to such approximation is
of the order of ϵ as in Eq. (2.22), i.e.,

(G(θ), G(θ′))CKG =
2mc2

ℏ2
(G(θ), G(θ′))L2

S(R3)[1 +O(ϵ)]. (2.59)

Finally, the interacting theory can be described similarly to Sec. 2.2.1. The
only modification from the free theory is given by wave functions Φ̃n(θn, T ) that
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are now time dependent and, hence, generate an extra term in the Schrödinger
equation

iℏ∂0Φn(T,Xn) ≈
n∑
l=1

{
mc2

2

[
1− g00(X⃗l)

c2

]
+

ℏ2g00(X⃗l)

2mc2
∇2
X⃗l

}
Φn(T,Xn)

+

(
2mc2

ℏ2

)n/2∑
θn

∞∑
m=0

∑
θ′
m

⟨θn|V̂ (T )|θ′
m⟩Φ̃m(θ′

m, T )

n∏
l=1

G(θl, T, X⃗l). (2.60)

In order to obtain such a result, we consider the condition

⟨θn|V̂ (T )|θ′
m⟩ = mc2O(ϵ). (2.61)

Then by following the same arguments of Sec. 2.2.1 we obtain Eq. (2.60).

2.3.2 Dirac field
Here, we consider Dirac fields Ψ̂ and we derive the representation of nonrela-
tivistic single particles. We also show that nonrelativistic Fock states are ap-
proximately solutions of a Schrödinger equation that is different from the one
obtained in Sec. 2.3.1 for scalar fields. Such a difference is noticeable at any
order, unless the metric is almost flat and the limit gµν → ηµν is controlled by
the nonrelativistic parameter ϵ. In that case, the difference between the scalar
and Dirac Hamiltonians is not vanishing only at some orders. We discuss the
situation in which these orders differ from the one seen for the Minkowski case
[Eq. (2.44)].

In Sec. 1.2.2 we showed that the single particle space is generated by the
U(θ) modes and is supplemented by the (Ψ,Ψ′)C4⊗L2

D(R3) product. It can be
noticed that even in the nonrelativistic limit (2.47), such a representation is not
equivalent to C2 ⊗ L2(R3), at variance with the flat case. This occurs for two
reasons: (i) (Ψ,Ψ′)C4⊗L2

D(R3) is metric dependent; (ii) the curved Dirac equa-
tion (1.85) in the nonrelativistic limit (2.47) does not lead to vanishing spinorial
components for U(θ) modes. The familiar NRQM prescription of position rep-
resentation through the C2 ⊗ L2(R3) space cannot be restored in the curved
case.

Single particles are also described by the Hamiltonian hCD. Here, we find an
approximation for hCD in the nonrelativistic limit by following the same steps of
Sec. 2.2.2. We use the fact that U(θ) is a solution of the curved Dirac equations
(1.85) which leads to the following Klein-Gordon-like equation [46][

c2√
−g

Dµ

(√
−ggµνDν

)
−
(
mc2

ℏ

)2

− c2

4
R

]
U(θ) = 0, (2.62)

with R as the Ricci scalar. A detailed proof for Eq. (2.62) is reported in Ap-
pendix A of Ref. [1]. In static spacetimes, Eq. (2.62) becomes{

c2g00 (∂0 + Γ0)
2
+

c2√
−g

(∂i + Γi)
[√
−ggij (∂j + Γj)

]
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−
(
mc2

ℏ

)2

− c2

4
R

}
U(θ) = 0. (2.63)

By using the fact that U(θ) is a solution of the curved Dirac equation (1.98),
we obtain

− ℏ2∂20U(θ) =

{
ℏ2g00√
−g

(∂i + Γi)
[√
−ggij (∂j + Γj)

]
−g00
c2

[
(mc2)2 +

(ℏc)2

4
R

]
− i2ℏΓ0hCD + ℏ2Γ2

0

}
U(θ). (2.64)

The left hand side of Eq. (2.64) can be computed by using again the fact that
U(θ) is a solution of the curved Dirac equation (1.98), which means that

− ℏ2∂20U(θ) = h2CDU(θ). (2.65)

By plugging Eq. (2.65) in Eq. (2.64), we obtain

h2CD =
ℏ2g00√
−g

(∂i + Γi)
[√
−ggij (∂j + Γj)

]
− g00

c2

[
(mc2)2 +

(ℏc)2

4
R

]
− i2ℏΓ0hCD + ℏ2Γ2

0. (2.66)

The second-order time derivative appearing in Eq. (2.62) is the same as the
one appearing in Eq. (1.63). Moreover, Eq. (2.56) is valid also for Dirac modes
U(θ) in the nonrelativistic limit. For these reasons, Eq. (2.65) is equivalent to

mc2
[
2iℏ∂0 −mc2 +mc2O(ϵ2)

]
U(θ) = h2CDU(θ). (2.67)

If we now define the Hamiltonian

HCD =
h2CD
2mc2

+
mc2

2
, (2.68)

Eq. (2.67) becomes

iℏ∂0U(θ) = [HCD +mc2O(ϵ2)]U(θ). (2.69)

Equation (2.69) leads to the Schrödinger equation

iℏ∂0U(θ) ≈ HCDU(θ), (2.70)

with an error given by
HCD − hCD = mc2O(ϵ2). (2.71)

From Eq. (2.68) one can see that the Hamiltonian HCD is hermitian with respect
to (Ψ,Ψ′)C4⊗L2

D(R3) and can be used for the time evolution of nonrelativistic
states.

In summary, single particles are described by the inner product in curved
spacetime (Ψ,Ψ′)C4⊗L2

D(R3) and their time evolution is given by the Hamiltonian
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QFTCS NRQFTCS
Inner product ⟨Ψ|Ψ′⟩ (Ψ1,Ψ

′
1)C4⊗L2

S(R3) (Ψ1,Ψ
′
1)C4⊗L2

S(R3)

Hamiltonian hCD HCD

Table 2.4: Inner product (first line) and Hamiltonian (second line) for free Dirac
single particles in curved spacetime. The left column is for the fully relativistic
theory (QFTCS), while the right one is for the nonrelativistic limit (NRQFTCS).

hCD, which, in the nonrelativistic limit, can be replaced by HCD. These results
are shown schematically by Table 2.4.

By comparing Eq. (2.66) with Eq. (1.72) we can write

h2CD = HCKG + 2mc2∆H (2.72)

and, hence,
HCD = HCS +∆H, (2.73)

with

∆H =
ℏ2g00
2mc2

{
[∂i(
√
−ggijΓj)]√
−g

+ gijΓi(2∂j + Γj)−
R

4

}
− i ℏ

mc2
Γ0hCD +

ℏ2

2mc2
Γ2
0. (2.74)

In the case of curved metrics (i.e., gµν ̸= ηµν), the difference between HCS and
HCD is non-vanishing. At variance with the flat case, the spinorial decoupling
does not occur and Dirac particles evolve differently from scalar states.

In the case of Minkowski spacetime (i.e., gµν = ηµν), ∆H is identically
vanishing and the difference between scalar and Dirac fields is detectable only
at the order of ϵ2 [Eq. (2.44)]. We wonder if this is also true for a quasiflat
spacetime (gµν ≈ ηµν). By considering the limit gµν → ηµν regulated through
the nonrelativistic parameter ϵ, different scenarios occur for different orders of
magnitude of ∆H/(mc2) with respect to ϵ. For instance, if ∆H is of an order
lower than ϵ2mc2, the difference between hCKG and hCD is also of an order lower
than ϵ2mc2. In that case, one can distinguish between scalar and Dirac fields
with less precision than the one needed for the flat case [Eq. (2.44)].

In Sec. 2.4, we will provide an example in which the difference between the
two Hamiltonians can be observed. In particular, we will consider an accelerated
observer whose acceleration is sufficiently high to detect nonvanishing values of
∆H with less precision than the one needed for an inertial observer.

For completeness we provide the nonrelativistic theory of states different
from single particles. The Schrödinger equation for Ψn(T,Xn) is equivalent to
Eq. (2.53) with extra terms coming from a non-vanishing ∆H

iℏ∂0Ψαn
n (T,Xn) ≈

n∑
l=1

{
mc2

2

[
1− g00(X⃗l)

c2

]
+

ℏ2g00(X⃗l)

2mc2
∇2
X⃗l

}
Ψαn
n (T,Xn)
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+

n∑
l=1

∆Hαl
βl
(X⃗l)Ψ

α1...βl...αn
n (T,Xn). (2.75)

Finally, regarding the theory with interaction, we may use the same argu-
ments of Sec. 2.2.2 to conclude that the only modification from the free theory
is given by an extra term in the Schrödinger equation

iℏ∂0Ψαn
n (T,Xn) ≈

n∑
l=1

{
mc2

2

[
1− g00(X⃗l)

c2

]
+

ℏ2g00(X⃗l)

2mc2
∇2
X⃗l

}
Ψαn
n (T,Xn)

+

n∑
l=1

∆Hαl
βl
(X⃗l)Ψ

α1...βl...αn
n (T,Xn)

+
∑
θn

∞∑
m=0

∑
θ′
m

⟨θn|V̂ (T )|θ′
m⟩Ψ̃m(θ′

m, T )

n∏
l=1

Uαl(θl, T, X⃗l). (2.76)

2.4 Rindler spacetime
As an example of hyperbolic static spacetime, here we consider the right Rindler
frame, defined at the beginning of Sec. 1.3. We adopt the theory of Sec. 2.3 with
metric gµν given by Eq. (1.107) to derive the nonrelativistic limit of Rindler
particles. We discuss the cases in which the time evolution of scalar and Dirac
fields differs.

2.4.1 Scalar field
Here, we consider the scalar field Φ̂R. Firstly, we derive the nonrelativistic limit
of single particles by means of the condition

Φ̃n(θn) ≈ 0 if there is an l ∈ {1, . . . , n} such that
∣∣∣∣ℏΩ(θl)mc2

− 1

∣∣∣∣≫ ϵ. (2.77)

Owing to the particular form of the Rindler metric, we find that the scalar prod-
uct between nonrelativistic single particles can be approximated by the L2(R3)
inner product. In this way, we show that nonrelativistic Rindler-Fock states can
be equivalently treated as if they were in a flat spacetime, but with a modified
free Schrödinger equation. Such modifications depend on the magnitude of the
acceleration. By constraining α with respect to the nonrelativistic parameter ϵ,
we show how the Schrödinger equation is further approximated by the familiar
Schrödinger-Newton equation.

In Sec. 1.3.1, we showed the set of positive frequency modes in the right
Rindler frame labeled by the quantum numbers θ = θ⃗ = (Ω, K⃗⊥), where Ω

is the frequency (i.e., Ω(θ) = Ω) and K⃗⊥ is the transverse momentum. The
explicit form of such modes is given by Eq. (1.113). Equation (2.77) is, then,
equivalent to

Φ̃n(θn) ≈ 0 if there is an l ∈ {1, . . . , n} such that

∣∣∣∣∣ℏe⃗1 · θ⃗lmc2
− 1

∣∣∣∣∣≫ ϵ, (2.78)
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with e⃗1 = (1, 0, 0).
When Ω satisfies the nonrelativistic condition (2.47), F (Ω, K⃗⊥) is approxi-

mately solution of
iℏ∂0F (Ω, K⃗⊥) ≈ HCSF (Ω, K⃗⊥), (2.79)

with

HCS = − ℏ2

2m

[
∂23 + e2aZ

(
∂21 + ∂22

)]
+
mc2

2

(
1 + e2aZ

)
. (2.80)

Equations (2.79) and (2.80) can be checked by using Eq. (1.107) in Eqs. (2.48)
and (2.49).

Moreover, in the nonrelativistic limit, the Klein-Gordon product can be ap-
proximated by Eq. (2.50). In the case of Rindler modes, we find that

(F (Ω, K⃗⊥), F (Ω
′, K⃗ ′

⊥))CKG ≈
2mc2

ℏ2
(F (Ω, K⃗⊥), F (Ω

′, K⃗ ′
⊥))L2

S(R3). (2.81)

Owing to Eq. (1.115), Eq. (2.81) can be also replaced by

(F (Ω, K⃗⊥), F (Ω
′, K⃗ ′

⊥))CKG ≈
2mc2

ℏ2
(F (Ω, K⃗⊥), F (Ω

′, K⃗ ′
⊥))L2(R3). (2.82)

This means that nonrelativistic Rindler single particles can be treated identically
to Minkowski particles, but with a different free Schrödinger equation (2.79).

Quasi-inertial regime

A further approximation for Eq. (2.79) can be obtained by considering

ℏa
mc

≲ ϵ3/2, (2.83a)

a|Z| ≲ ϵ, (2.83b)

ℏ|K⃗⊥|
mc

≲ ϵ1/2 (2.83c)

in addition to the nonrelativistic condition (2.47), with ϵ representing the max-
imum ratio between the nonrelativistic energy E = ℏΩ − mc2 and the mass
energy mc2. Notice that the limit expressed by Eqs. (2.47) and (2.83) is equiva-
lent to the regime in which the speed of light c goes to infinity while the variables
Z, K⃗⊥, α, E are kept fixed.

Equation (2.83b) is to be intended as the condition in which states are mostly
localized close to the position Z = 0 with respect to the Rindler length scale
a−1. Explicitly, this means that we only consider states |Φ⟩ whose wave function
Φn(T,Xn) is such that

Φn(T,Xn) ≈ 0 if there is an l ∈ (1, . . . , n) such that a|e⃗3 · X⃗l| ≫ ϵ. (2.84)

The fact that a|Z| goes to zero with the order of ϵ means that

Ug = mαZ (2.85)
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has the same magnitude of E (i.e., Ug = mc2O(ϵ)) and can hence be regarded as
a nonrelativistic energy. We anticipate that Ug represents the potential energy
for the approximated Schrödinger equation in the limits (2.47) and (2.83).

Equation (2.83a) states that the acceleration is relatively small with respect
to the mass of the particles; whereas, the limit (2.83b) can be identified as a
locality condition where curvature effects are considered small (i.e., gµν ≈ ηµν).
For these reasons we refer to Eq. (2.83) as the “quasi-inertial limit”.

Equation (2.83c) is equivalent to ℏ2|K⃗⊥|2/(2m) = mc2O(ϵ), which is a non-
relativistic condition for the transverse kinetic energy. Similarly to Eqs. (2.47)
and (2.83b), Eq. (2.83c) needs be interpreted as a restriction to states charac-
terized by a wave function Φ̃n(θn) satisfying

Φ̃n(θn) ≈ 0 if there is an l ∈ (1, . . . , n) such that
ℏ|e⃗2 · θ⃗l|+ ℏ|e⃗3 · θ⃗l|

mc
≫ ϵ1/2.

(2.86)
In summary, we say that the acceleration α and the state |Φ⟩ are in the quasi-

inertial regime if, respectively, a satisfies Eq. (2.83a) and the wave functions
Φn(T,Xn) and Φ̃n(θn) have support in (2.83b) and (2.83c). In Appendix A.2.1
we show that the nonrelativistic and the quasi-inertial condition are compatible,
in the sense that there can be states that simultaneously satisfy Eqs. (2.78),
(2.84) and (2.86).

By definition, the wave function Φn(T,Xn) is equal to Φ̃n(θn) smeared out
with the modes F (θ⃗). Consequently, the effects of the quasi-inertial regime
can be deduced from the limiting behavior of the function F (Ω, K⃗⊥, T, X⃗) with
respect to Eq. (2.83). When Eqs. (2.47) and (2.83) hold, Eq. (1.113b) can be
approximated by

F̃ (Ω, K⃗⊥, Z) ≈
ℏ5/6

27/6πa1/6m1/3c4/3

×Ai

(
21/3

(mc
ℏa

)2/3 [ℏ2|K⃗⊥|2

2m2c2
+ aZ −

(
ℏΩ
mc2

− 1

)])
, (2.87)

where Ai(ξ) is the Airy function. The proof for Eq. (2.87) is provided by Ap-
pendix A.2.3.

From Eq. (2.87), one can see that F (Ω, K⃗⊥) is approximately solution of

iℏ∂0F (Ω, K⃗⊥) ≈ HQIF (Ω, K⃗⊥), (2.88)

with

HQI = −
ℏ2

2m

(
∂21 + ∂22 + ∂23

)
+mc2 + Ug. (2.89)

Indeed, by knowing that the Airy function is solution of the differential equation
Ai′′(ξ) = ξAi(ξ), Eq. (2.87) leads to

∂21F (Ω, K⃗⊥, T, X⃗) ≈ 2
(mc

ℏ

)2 [ℏ2|K⃗⊥|2

2m2c2
+ aZ −

(
ℏΩ
mc2

− 1

)]
F (Ω, K⃗⊥, T, X⃗),

(2.90)
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which, together with Eq. (1.113a), proves Eq. (2.88).
Equation (2.88) is a Schrödinger-Newton equation with a mass term mc2

and a potential energy Ug generated by a uniform gravitational force mα along
the Z axis. This can be interpreted as the fact that an accelerated frame is
locally equivalent to an observer that experiences a gravitational force. The
result is hence expected by the equivalence principle of general relativity.

The error associated to Eq. (2.88) approximating Eq. (2.79) can be obtained
by evaluating the difference between the Hamiltonians HCS and HQI acting on
F (Ω, K⃗⊥), which lead to

HCS −HQI =
ℏ2|K⃗⊥|2

2m
(e2aZ − 1) +mc2

(
e2aZ − 1

2
− aZ

)
. (2.91)

For nonrelativistic modes F (Ω, K⃗⊥) and in the quasi-inertial limit (2.83), HCS−
HQI acts on F (Ω, K⃗⊥) with leading order

HCS −HQI = mc2O(ϵ2). (2.92)

By comparing Eq. (2.92) with Eq. (2.58), one notices that the errors associated
to Eq. (2.88) are at least of the same orders of Eq. (2.79). Therefore, no reason to
prefer the Hamiltonian HCS over HQI exists: they can be considered equivalent
in the nonrelativistic quasi-inertial regime. Moreover, the difference between
the Hamiltonian HQI and the exact fully-relativistic hCKG is

HQI − hCKG = mc2O(ϵ2). (2.93)

Equation (2.93) gives an esteem of the GR corrections to the Schrödinger-
Newton equation (2.88) for scalar fields.

High acceleration regime

In the quasi-inertial regime (2.83), GR corrections are of the same order of
special relativistic corrections [Eqs. (2.58) and (2.93)] and, hence, unnoticeable
in the nonrelativistic regime. We expect to obtain GR effects by raising the
acceleration beyond the approximation (2.83a) and by extending the support of
the wave function Φn(T,Xn) outside the quasiflat region (2.94b).

Here, we test the appearance of GR corrections by considering a parameter
ϵHA, which is larger than ϵ but less than one order of magnitude more, i.e., ϵ≪
ϵHA ≪ ϵ1/2. We use ϵHA to give a slightly weaker conditions than Eqs. (2.83a)
and (2.94b) by considering the following regime

ℏa
mc

≲ ϵ
1/2
HAϵ, (2.94a)

a|Z| ≲ ϵHA, (2.94b)

ℏ|K⃗⊥|
mc

≲ ϵ1/2. (2.94c)
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We refer to Eq. (2.94) as the “high acceleration condition”. Notice that Eq. (2.94)
cannot be obtained from the limit c→∞, with X, K⃗⊥, α, E fixed.

In analogy to the quasi-inertial condition, we say that the acceleration α
and the state |Φ⟩ are in the high acceleration regime if, respectively, a satis-
fies Eq. (2.94a) and the wave functions Φn(T,Xn) and Φ̃n(θn) have support
in (2.94b) and (2.94c). In Appendix A.2.2, we demonstrate the compatibility
between the nonrelativistic condition (2.47) and the high acceleration condition
(2.94).

By following the proof of Appendix A.2.3, one can show that in the high
acceleration limit (2.94), the Rindler modes F (Ω, K⃗⊥) can be approximated by
Eq. (2.87) and, hence, are approximately solutions of Eq. (2.88). Notice that,
at variance with the quasi-inertial regime, the potential energy Ug may reach
relativistic values at the border of the region (2.94b), since Ug = mc2O(ϵHA)
and ϵHA ≫ ϵ. However, for negative values of Z, the potential energy Ug is
balanced by large values of the kinetic energy −(ℏ/2m)∂23 due to the rapidly
oscillating behavior of the Airy function in this region; for positive values of Z,
instead, the Airy function is exponentially vanishing.

The error associated to the Schrödinger-Newton equation (2.88) is given by

HCS −HQI = mc2O(ϵ2HA), (2.95)

since the support of the wave functions is (2.94b). In particular, errors of the
order of ϵ2HA may be detected for negative values of Z such that Z ∼ −ϵHA/a.
Inside the region a|Z| ≲ ϵ, instead, Eq. (2.92) is still valid. Hence, a more
precise evaluation of the errors to the Schrödinger-Newton equation (2.88) is
given by

HCS −HQI =

{
mc2O(ϵ2HA) if ϵ≪ a|Z| ≲ ϵHA

mc2O(ϵ2) if a|Z| ≲ ϵ
. (2.96)

GR corrections to the Schrödinger-Newton equation (2.88) in the region
a|Z| ≫ ϵ are now dominated by Eq. (2.95) and lead to

HQI − hCKG = mc2O(ϵ2HA). (2.97)

More precisely, we obtain

HQI − hCKG =

{
mc2O(ϵ2HA) if ϵ≪ a|Z| ≲ ϵHA

mc2O(ϵ2) if a|Z| ≲ ϵ
. (2.98)

2.4.2 Dirac field
Here we discuss the case of Dirac fields Ψ̂R in Rindler spacetime. Firstly, we
review the nonrelativistic limit of single particles. We obtain a Schrödinger
equation that is different from the one saw for the scalar case. We then show
the convergence to the Schrödinger-Newton equation (2.88) in the quasi-inertial
limit (2.83). GR corrections to such an equation are of order ϵ2mc2, as for
the scalar field. Conversely, by considering the high acceleration limit (2.94),
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we obtain GR corrections to the Schrödinger-Newton theory that can reach
values (ϵHA/ϵ)

2/3 times larger than the ones obtained for the scalar field. This
means that Dirac fields are better candidates for detecting GR corrections to
the Schrödinger-Newton theory. Moreover, we show that the difference between
scalar and Dirac Hamiltonians is (ϵHA/ϵ)

2/3 times larger than what we found
for the Minkowski case [Eq. (2.44)]. In other words, the Rindler metric is able
to enhance the distinguishability between scalar and Dirac fields.

In the nonrelativistic limit (2.47), the modes URs(Ω, K⃗⊥) defined in Sec. 1.3.2
are approximately solution of the Schrödinger equation (2.70), i.e.,

iℏ∂0URs(Ω, K⃗⊥) ≈ (HCS +∆H)URs(Ω, K⃗⊥), (2.99)

where, in this case, HCS is given by Eq. (2.80) and ∆H by

∆H = −i ℏa
2m

γ0γ3hCD +
(ℏa)2

8m
, (2.100)

hCD = −ℏcγ0
[
i
ca

2
γ3 + icγ3∂3 + eaZ

(
icγ1∂1 + icγ2∂2 −

mc2

ℏ

)]
. (2.101)

It can be noticed that the Schrödinger equation (2.99) differs from Eq. (2.79)
obtained for the scalar case. The difference between the two Hamiltonians HCD
and HCS is given by Eq. (2.100), which, in the nonrelativistic limit can be
approximated by

∆H ≈ −iℏc
2a

2
γ0γ3 +

(ℏa)2

8m
. (2.102)

Equation (2.102) is generally non-vanishing. As already explained in Sec. 2.3.2,
this occurs because the metric is curved and a can be arbitrarily large.

Quasi-inertial regime

Different scenarios are possible when a varies with respect to other dimensional
quantities and the nonrelativistic parameter ϵ. For instance, in the case of
the quasi-inertial limit defined by Eq. (2.83), the scalar product (1.127) can be
approximated by the C4 ⊗ L2(R3) inner product

(Ψ,Ψ′)C4⊗L2
D(R3) ≈ (Ψ,Ψ′)C4⊗L2(R3) (2.103)

and the dynamics of the single particles is reduced to the familiar Schrödinger-
Newton equation

iℏ∂0URs(Ω, K⃗⊥) ≈ HQIURs(Ω, K⃗⊥), (2.104)

already defined for scalar field in Eqs. (2.88) and (2.89).
Equation (2.103) is due to the fact that in the quasi-inertial limit, wave

functions are localized inside the region a|Z| ≪ 1, and, hence, eaZ ≈ 1. Equa-
tion (2.104), instead, can be directly proven by applying the nonrelativistic and
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the quasi-inertial conditions (2.47) and (2.83) on Eqs. (1.175a) and (1.176). In
particular, one can use the approximation

K(Ω, K⃗⊥, Z) ≈ KiΩ/ca

(
κ(K⃗⊥)

eaZ

a

)
(2.105)

and Eqs. (1.113b) and (2.87) to prove Eq. (2.104).
Alternatively, Eq. (2.104) can be proven by noticing that ∆H, acting on

nonrelativistic states, is approximated by Eq. (2.102) and, hence, in the quasi-
inertial limit (2.83),

∆H = mc2O(ϵ2), (2.106)

which is ϵ times smaller than the potential energy Ug = mc2O(ϵ). This, together
with the fact that, in the quasi-inertial limit (2.83), HCS can be replaced by HQI
[Eq. (2.92)], leads to Eq. (2.104).

Equation (2.106) comes from the fact that in the quasi-inertial limit ℏca ≲
ϵ3/2mc2 and for any couple of nonrelativistic modes URs(Ω, K⃗⊥), URs′(Ω

′, K⃗ ′
⊥),

U†
Rs′(Ω

′, K⃗ ′
⊥)cγ

0γ3URs(Ω, K⃗⊥) = U†
Rs′(Ω

′, K⃗ ′
⊥)URs(Ω, K⃗⊥)O(ϵ1/2); (2.107)

hence, cγ0γ3 effectively acts on nonrelativistic modes as O(ϵ1/2). Equation
(2.107) comes from the following property

v†sURs′(Ω, K⃗⊥) = u†rURr′(Ω, K⃗⊥)O(ϵ1/2), (2.108)

which holds for any nonrelativistic mode URs(Ω, K⃗⊥). To prove Eq. (2.108),
one has to consider the explicit form of URs(Ω, K⃗⊥) and compare its spinorial
components. We provide such a proof in Appendix A.3.1.

As a consequence of Eq. (2.108), nonrelativistic modes are approximately
described only by their first two spinorial components and, hence, the represen-
tation space becomes C2 ⊗ L2(R3). This result is equivalent to what we found
in the Minkowski spacetime [Eq. (2.37)].

In summary, Dirac modes are approximately solution of the Schrödinger
equation for the scalar field and the product between states is represented by
the C2 ⊗ L2(R3) inner product. This means that nonrelativistic quasi-inertial
Dirac particles can be described identically to scalar states with the exception
of spin degeneracy, as it occurs in the Minkowski spacetime.

From Eqs. (2.71), (2.92) and (2.106), one can derive the errors associated to
the Schrödinger-Newton equation (2.104)

HQI − hCD = mc2O(ϵ2). (2.109)

By comparing Eq. (2.109) with Eq. (2.93), one can deduce that GR corrections
to the Schrödinger-Newton equation for Dirac fields are of the same order as
the GR corrections for scalar fields. Moreover, the difference between scalar and
Dirac Hamiltonians is of the same order as in the Minkowski case [Eq. (2.44)]
and reads as

hCKG − hCD = mc2O(ϵ2). (2.110)
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High acceleration regime

A different scenario can be considered by changing the asymptotic behavior of
a with respect to the nonrelativistic limit. For instance, by considering the high
acceleration limit (2.94), one obtains

∆H = mc2O(ϵ2/3HAϵ
4/3). (2.111)

Equation (2.111) can be proven similarly to Eq. (2.106) with the differ-
ence that ℏca ≲ ϵ

1/2
HAϵmc

2, and that for any nonrelativistic couple of modes
URs(Ω, K⃗⊥), URs′(Ω

′, K⃗ ′
⊥),

U†
Rs′(Ω

′, K⃗ ′
⊥)cγ

0γ3URs(Ω, K⃗⊥) = U†
Rs′(Ω

′, K⃗ ′
⊥)URs(Ω, K⃗⊥)O(ϵ1/6HAϵ

1/3).
(2.112)

Equation (2.112) comes from the equivalent of Eq. (2.108) in the high accelera-
tion limit, i.e.,

v†sURs′(Ω, K⃗⊥) = u†rURr′(Ω, K⃗⊥)O(ϵ1/6HAϵ
1/3) (2.113)

that is proved in Appendix A.3.2.
From Eqs. (2.71), (2.95) and (2.111), one can notice that the errors associated

to the Schrödinger-Newton equation (2.104) are dominated by HCS −HQI and
are of the order of

HQI − hCD = mc2O(ϵ2HA). (2.114)

This means that the GR corrections to the Schrödinger-Newton equation for
Dirac fields are the same as the ones found for scalar fields. However, a more
detailed analysis shows that errors of the order of ϵ2HA can only be achieved
in the region ϵ ≪ a|Z| ≲ ϵHA. Inside the region a|Z| ≲ ϵ, instead, the errors
associated to the Schrödinger-Newton equation (2.104) are dominated by ∆H

[Eqs. (2.71), (2.96) and (2.111)], which are of order of ϵ2/3HAϵ
4/3. Overall, we

obtain the following cases

HQI − hCD =

{
mc2O(ϵ2HA) if ϵ≪ a|Z| ≲ ϵHA,

mc2O(ϵ2/3HAϵ
4/3) if a|Z| ≲ ϵ

. (2.115)

By comparing Eq. (2.115) with Eq. (2.98), one can deduce that GR correc-
tions to the Schrödinger-Newton equation for scalar and Dirac fields are of the
same order in the region ϵ≪ a|Z| ≲ ϵHA. Conversely, inside the region a|Z| ≲ ϵ,
errors for Dirac fields are larger, since ϵ2/3HAϵ

4/3 ≫ ϵ2. Hence, less experimental
precision is needed to spoil GR corrections. In particular, by reaching the exper-
imental precision for energies up to the order of ϵ2/3HAϵ

4/3, a term proportional to
γ0γ3 [Eq. (2.102)] appears in the Dirac case, while nothing shows up for scalar
fields.

By using Eqs. (2.58), (2.71), (2.73) and (2.111), one can deduce that

hCKG − hCD = mc2O(ϵ2/3HAϵ
4/3), (2.116)
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ℏa
mc

a|Z| ℏ|K⃗⊥|
mc

∆h

mc2

quasi-inertial limit O(ϵ3/2) O(ϵ) O(ϵ1/2) O(ϵ2)
high acceleration limit O(ϵ1/2HAϵ) O(ϵHA) O(ϵ1/2) O(ϵ2/3HAϵ

4/3)

Table 2.5: Asymptotic behavior with respect to the nonrelativistic parameters
ϵ and ϵHA for different limits. The quasi-inertial and the high acceleration limit
are defined by, respectively, Eqs. (2.83) and (2.94) in terms of the position Z,
the transverse momentum K⃗⊥ and the acceleration α = ac2. The variable
∆h = hCKG−hCD is the difference between the scalar and Dirac Hamiltonians.
The orders of ∆h for the two limits are shown in the last column. In the high
acceleration limit, ∆h is larger than its equivalent for Minkowski spacetime
(hKG − hM)/mc2 ≲ ϵ2 [Eq. (2.44)]. This means that lower precision is needed
to distinguish between the time evolution of scalar and Dirac fields.

which means that the difference between scalar and Dirac Hamiltonians is visi-
ble at the order of ϵ2/3HAϵ

4/3. Such an order of magnitude is lower than the one
needed for the distinguishability between the two types of fields in the Min-
kowski spacetime [Eq. (2.44)], since ϵ2/3HAϵ

4/3 ≫ ϵ2. The result is that in the
Rindler frame, when the acceleration is sufficiently high, it is easier to distin-
guish between scalar and Dirac fields than in the Minkowski spacetime. This
is a difference between the quasi-inertial (2.83) and the high acceleration limit
(2.94) that is summarized in Table 2.5.

2.5 Conclusions
We investigated the nonrelativistic limit of scalar and Dirac particles in curved
static spacetimes. It is well known that particles in flat spacetime are approxi-
mated by the same Schrödinger equation in the nonrelativistic limit [Eqs. (2.16)
and (2.42)]. On the contrary, scalar and Dirac fields in curved spacetimes have
different nonrelativistic asymptotic Hamiltonians HCS and HCD. This implies
that the two kinds of particles evolve differently when the gravitational field is
sufficiently strong.

As an example, we considered nonrelativistic particles in a Rindler metric
with acceleration α. For an α sufficiently large, ∆H = HCD −HCS cannot be
ignored and leads to noticeable differences on the time evolution of the particles.
If the spacetime is almost flat [Eq. (2.83)], ∆H becomes negligible if compared
to the gravitational potential Ug; in this way, one finds the usual Schrödinger-
Newton equation (2.88) for both scalar and Dirac fields.

We remark that the nonrelativistic limit is often regarded as the one in which
c → ∞. However this limit may vary in a way dependent on the acceleration.
Letting a = α/c2, the limit c → ∞ does not specify if α has to go to infinity
with finite a, or a has to go to zero with finite α.
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By considering an α sufficiently large [Eq. (2.94)], we find that GR correc-
tions coming from ∆H can reach values of some orders larger than GR correc-
tions coming from the Klein-Gordon equation (1.111) [Eqs. (2.98) and (2.115)].
This implies that an improved experimental precision will eventually unveil a
second-order GR correction only for Dirac fields. We believe that this scaling
addresses the possibility of observing spin-gravity coupling as a signal for general
relativity in quantum particle phenomena.

The different dynamics of the Klein-Gordon and Dirac particles in the Min-
kowski and Rindler frames can be exploited for a test for the Einstein’s Equiv-
alence Principle [47, 48]. The principle states that in freely falling frames, the
laws of physics are the same as if there were no gravity; which means that phys-
ical phenomena can be locally described by a Minkowski spacetime. Conversely,
a uniformly accelerated frame (i.e., Rindler spacetime) appears indistinguishable
from an inertial reference frame affected by a uniform gravitational field.

The Einstein’s Equivalence Principle has been repeatedly tested in the clas-
sical regime [49]; however, its application in the quantum domain is still debated
[50, 51, 52, 53, 54]. In this chapter, we showed a novel quantum effect prob-
ing the nature of the observer’s frame. The possibility to distinguish between
Klein-Gordon and Dirac particles in the nonrelativistic limit and in presence
of a gravitational field would validate the prediction of equivalence between
uniformly accelerated frames and inertial frames affected by gravity.
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Part II

Minkowski and Rindler
particles
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Chapter 3

Frame dependent content of
particles

3.1 Introduction
In the previous Part, we studied the particle content of fields in flat and curved
spacetimes. In particular, we considered Minkowski and Rindler spacetimes. In
Sec. 1.1, we derived the positive frequency modes of scalar (ϕ̂) and Dirac (ψ̂)
fields in Minkowski spacetime; conversely, in Sec. 1.3, we computed the Rindler
modes for Rindler scalar (Φ̂ν) and Dirac (Ψ̂ν) fields. Positive frequency solutions
of the field equation provide the particle content of the field in each spacetime
by generating the Minkowski-Fock space HM and the Rindler-Fock space HL,R.
In this way, we gave the full description of particle phenomenology for inertial
and accelerated observer in their respective frames.

Still, an important piece of information is missing. We know that a Min-
kowski single particle is described by an inertial observer as a positive frequency
mode of the Klein-Gordon or Dirac equation. However, we still do know how
an accelerated observer would describe such a state. We need a prescription to
relate states of one spacetime representation to the other. If Alice is an inertial
experimenter and Rob an accelerated observer, how would Rob describe states
that are prepared by Alice?

We find an answer to the previous question in the axiomatic formulation of
algebraic QFTCS [55]. The main idea is that field operators in different frames
are ontologically equivalent, but described by different coordinate systems. For
instance, the scalar operators ϕ̂(t, x⃗) and Φ̂ν(T, X⃗) are the same if the coordi-
nates (t, x⃗) and (T, X⃗) satisfy the coordinate transformation equation (1.108).
Explicitly, this means that

Φ̂ν(T, X⃗) = ϕ̂(tν(T, X⃗), x⃗ν(T, X⃗)). (3.1)

Equation (3.1) can be interpreted as the transformation ϕ̂ 7→ Φ̂ν between
scalar fields in inertial and accelerated frame, in analogy to classical physics.

73
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The inverse of Eq. (3.1) is

ϕ̂(t, x⃗) =
∑

ν={L,R}

θ(sνz)Φ̂ν(Tν(t, x⃗), X⃗ν(t, x⃗)), (3.2)

where the functions Tν(t, x⃗) and X⃗ν(t, x⃗) map the Minkowski coordinates (t, x⃗)

to the Rindler coordinates (T, X⃗) and are the inverse of Eq. (1.108).
For Dirac field, one also has to consider the spinorial degrees of freedom to

let the field transform as a spinor. The explicit transformation Ψ̂ν 7→ ψ̂ is [56]

ψ̂(t, x⃗) =
∑

ν={L,R}

θ(sνz) exp

(
1

2
γ0γ3Tν(t, x⃗)

)
Ψ̂ν(Tν(t, x⃗), X⃗ν(t, x⃗)). (3.3)

We now know how to relate field operators of one frame to the other. How-
ever, the question still remains: how do we relate particle states to each other?
The usual prescription is to use Eq. (3.2) or Eq. (3.3) to compute the Bo-
goliubov transformations associating creators/annihilators of one frame to the
other. Then, by means of the Bogoliubov transformations, one is able to relate
element of the Minkowski-Fock space HM to elements of the Rindler-Fock space
HL,R.

For instance, the procedure for scalar fields is described by the following
steps:

1. Isolate the Minkowski annihilators â(θ) and b̂†(θ) from Eq. (1.11) by using
the Klein-Gordon scalar product (1.15) and the orthonormality conditions
(1.17)

â(k⃗) = (f(k⃗), ϕ̂)KG, b̂†(k⃗) = −(f∗(k⃗), ϕ̂)KG. (3.4)

2. Plug Eq. (3.2) into Eq. (3.4) and use Eq. (1.117) to see the annihilation
operators â(k⃗) and b̂(k⃗) as operators acting on the Rindler-Fock space
HL,R by means of the linear equation

â(k⃗) =
∑

ν={L,R}

∫
θ1>0

d3θ
[
αν+(k⃗, θ⃗)Âν(θ⃗) + αν−(k⃗, θ⃗)B̂

†
ν(θ⃗)

]
, (3.5a)

b̂(k⃗) =
∑

ν={L,R}

∫
θ1>0

d3θ
[
αν+(k⃗, θ⃗)B̂ν(θ⃗) + αν−(k⃗, θ⃗)Â

†
ν(θ⃗)

]
, (3.5b)

with θ⃗ = (Ω, K⃗⊥).

3. Plug Eq. (3.5) into the definition of Minkowski vacuum, i.e.,

â(k⃗)|0M⟩ = 0, b̂(k⃗)|0M⟩ = 0, (3.6)

for any k⃗ ∈ R3, to obtain the identity

|0M⟩ = ŜS|0L, 0R⟩, (3.7)
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for some unitary Rindler-Fock operator ŜS and with |0L, 0R⟩ as the Rindler
vacuum, defined by

Âν(θ⃗)|0L,R⟩ = 0, B̂ν(θ⃗)|0L,R⟩ = 0 (3.8)

for any ν ∈ {L,R} and for any θ⃗ ∈ (0,∞) ⊗ R2; Eq. (3.7) gives the
representation of |0M⟩ as an element of the Rindler-Fock space.1

4. Use the representation of the Minkowski vacuum in the Rindler-Fock space
(3.7) and the Bogoliubov transformations (3.5) to see any element of the
Minkowski-Fock space HM as an element of the Rindler-Fock space HL,R;
for instance, the Minkowski single particle state

|ϕ⟩ =
∫
R3

d3kϕ̃1(k⃗)â
†(k⃗)|0M⟩ (3.9)

can be seen as an element of the Rindler-Fock space by means of

|ϕ⟩ =
∑

ν={L,R}

∫
R3

d3k

∫
θ1>0

d3θϕ̃1(k⃗)
[
α∗
ν+(k⃗, θ⃗)Â

†
ν(θ⃗) + α∗

ν−(k⃗, θ⃗)B̂ν(θ⃗)
]

× ŜS|0L, 0R⟩. (3.10)

Steps 3 and 4 raise the following questions: What does it mean to give the
representation of |0M⟩ as an element of the Rindler-Fock space? What does it
mean that elements ofHM are seen as elements ofHL,R? After all, HM andHL,R
are two distinct Hilbert spaces which are not related by unitary transformation.
The questions can be answered by assuming that the role of elements of HM and
HL,R is to represent the same physical configurations (i.e., genuine states) in
two different frames. The elements of HM and HL,R represent objective physical
objects, resulting in different description for the same physical phenomena. In
other words, there is nothing physical per se in the Hilbert spaces HM and HL,R;
the real physical content of the vectors |ψ⟩ is the probabilistic notion entailed in
the concept of state. We are allowed to use different representations, since two
different observers should only agree about physical predictions and not how
physical phenomena are represented.

The idea to relate particle states of one frame to Fock states of the other
frame is put in a mathematically precise formalism by Algebraic Quantum Field
Theory (AQFT). In this section, we already gave an intuition to the algebraic
approach, by putting emphasis on the field operators and deriving the relation
between states by means of Eqs. (3.2) and (3.3). However, a more detailed

1The possibility to represent the Minkowski vacuum and, in general, any Minkowski-Fock
state as an element of the Rindler-Fock space HL,R is given by a theorem that guarantees the
equivalence between a state of HM and a state of HL,R up to an arbitrarily large precision
with respect to any finite set of mean values. A more detailed discussion about the explicit
statement of the theorem is provided in Sec. 3.2.2.
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discussion will be addressed in Sec. 3.2, where we will give an introduction
to AQFT and a mathematically precise description of unitarily inequivalent
particle representations in different frames.

The only relevant information that we need here is that the fundamental
objects of AQFT are elements of an abstract algebra; fields only provide a “co-
ordinatization” to the algebraic system. Hence, AQFT puts fields of different
frames on an equal footing. States are defined as abstract objects that act lin-
early on the algebra and satisfy minimal properties to entail probability notion.
Operators acting on the Fock spaces HM and HL,R (e.g., creators and annihila-
tors) are only representatives of elements of the algebra; whereas elements of the
Fock spaces HM and HL,R concretely represent abstract states. In this frame-
work, the existence of different unitarily inequivalent representation of states
appears naturally and does not lead to conceptual inconsistencies.

As a consequence of the nontrivial Bogoliubov transformation (3.5), the Min-
kowski and the Rindler particle description of the field are unitarily inequivalent.
In other words, the notion of particles as positive frequency modes is frame de-
pendent. A state made by n Minkowski particles is not equivalent to a state
made by n Rindler particles. Also, the notion of vacuum is frame dependent, in
the sense that the Minkowski vacuum |0M⟩ defined by Eq. (3.6) and the Rindler
vacuum |0L,R⟩ defined by (3.8) are not the same state [Eq. (3.7)]. This is at the
origin of particle production in the Unruh effect [14, 15, 16].

We remark that the procedure describe by steps 1-4 only provides a way to
relate Minkowski particle states to the elements of the left and right Rindler-
Fock space HL,R. The Hilbert space HL,R is the tensor product of the Fock
spaces HL and HR generated by, respectively, ÂL, B̂L and by ÂR, B̂R, with
vacuum states |0L⟩ and |0R⟩ defined by

Âν(θ⃗)|0ν⟩ = 0, B̂ν(θ⃗)|0ν⟩ = 0 (3.11)

for any ν ∈ {L,R} and for any θ⃗ ∈ (0,∞) ⊗ R2. In summary, we have that
HL,R = HL ⊗HR and |0L,R⟩ = |0L⟩ ⊗ |0R⟩.

At the beginning of Sec. 1.3, we defined the left Rindler spacetime as a way
to have a common Cauchy surface in both Minkowski and Rindler frame. In
the formulation of quantum fields, this gave the opportunity to define a one-
to-one map between fields in the Cauchy surface t = T = 0 [Eqs. (3.2) and
(3.3)] and, hence, a common initial time description of quantum phenomena for
both Minkowski and (left and right) Rindler frames. However, the accelerated
observer (i.e., Rob) does not have access to the left wedge as a consequence of
the Rindler horizon. Hence, if we want to describe physical phenomena from
Bob’s point of view we have to restrict to the right wedge alone.

The mathematical procedure to restrict the quantum description from the
Hilbert space HL,R = HL ⊗HR to HR is the partial trace with respect to HL,
which will be indicated by TrL. Hence, by applying TrL on representatives
of Minkowski particle states in the Rindler-Fock space HL,R, one is able to
derive the description of Minkowski states as seen by the accelerated observer.
For instance, in the case of scalar fields, the representation of the Minkowski
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vacuum and Minkowski single particle states in the right Rindler frame HR can
be obtained by applying TrL in Eqs. (3.7) and (3.10), respectively. This leads
to

ρ̂0 =TrL
(
ŜS|0L, 0R⟩⟨0L, 0R|Ŝ†

S

)
, (3.12a)

ρ̂ϕ =
∑

ν={L,R}

∫
R3

d3k

∫
θ1>0

d3θ
∑

ν′={L,R}

∫
R3

d3k′
∫
θ′1>0

d3θ′ϕ̃1(k⃗)ϕ̃1(k⃗
′)

× TrL
([
α∗
ν+(k⃗, θ⃗)Â

†
ν(θ⃗) + α∗

ν−(k⃗, θ⃗)B̂ν(θ⃗)
]
ŜS|0L, 0R⟩⟨0L, 0R|Ŝ†

S

×
[
αν+(k⃗, θ⃗)Âν(θ⃗) + αν−(k⃗, θ⃗)B̂

†
ν(θ⃗)

])
, (3.12b)

where ρ̂0 = TrL(|0M⟩⟨0M|) and ρ̂ϕ = TrL(|ϕ⟩⟨ϕ|) are, respectively, the Minkow-
ski vacuum and the single particle state |ϕ⟩ as seen by the accelerated observer.

In Sec. 3.4.2 we will show that ρ̂0 is a thermal state with temperature

TU =
ℏβ
kB
, β =

2π

ca
, (3.13)

i.e.,

ρ̂0 ∝ exp

(
−β
ℏ
ĤR

)
, (3.14)

where

ĤR =

∫ ∞

0

dΩ

∫
R2

d2K⊥ℏΩ
[
Â†

R(Ω, K⃗⊥)ÂR(Ω, K⃗⊥) + B̂†
R(Ω, K⃗⊥)B̂R(Ω, K⃗⊥)

]
(3.15)

is the Hamiltonian in HR. The same result will be obtained for massless scalar
real field in 1+1 dimensions [Sec. 3.3.3] and Dirac fields in 3+1 dimensions
[Sec. 3.5.4]. This is known as the Unruh effect and gives predictions about the
detection of a thermal state by an accelerated observer whenever an inertial
observer sees a vacuum state.

This Chapter is organized as follows. In Sec. 3.2 we give a brief review
to the algebraic approach and we provide the mathematically precise formal-
ism for unitarily inequivalent particle representations in different frames. In
Sec. 3.3 we consider massless scalar real field in 1+1 dimensions as a toy model
to discuss the frame dependent content of particles in QFTCS. In Sec. 3.4 we
compute the Bogoliubov coefficients αν±(k⃗, θ⃗) and the Rindler-Fock representa-
tion of the Minkowski vacuum for scalar complex fields in 3+1 dimensions. The
same procedure is then applied to Dirac fields in Sec. 3.5 with the appropriate
modifications.

3.2 Algebraic approach
The appearance of unitarily inequivalent representations in QFTCS motivates
the use of the algebraic approach. Here we give a brief introduction to the
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algebraic formulation of quantum mechanics [Sec. 3.2.1] and its application to
quantum fields [Sec. 3.2.2]. The aim is to give a mathematically precise descrip-
tion of the unitarily inequivalent particle representations in the inertial and the
accelerated frame. We give a formal answer to the question “What does it mean
that elements of HM are seen as elements of HL,R?” that has been raised in
Sec. 3.1.

3.2.1 Algebraic approach to quantum theories

In the standard approach to quantum theory, one typically starts with states as
elements of a complex Hilbert space H. Observables are then defined by self-
adjoint operators on H. The expected value of the observable Â with respect
to the state |ψ⟩ is ⟨Â⟩ψ = ⟨ψ|Â|ψ⟩. The quantity ⟨Â⟩ψ entails the probabilistic
interpretation of quantum mechanics by Born. Indeed, the probability associ-
ated to the any outcome a resulting from measuring Â is given by ⟨P̂a⟩ψ, where
P̂a is the spectral projection of the operator Â associated to the eigenvalue a.

In the algebraic approach, the focus shifts from states to observables, and
their algebraic relations. Observables are defined as self-adjoint elements of a
unital C∗-algebra A, whereas the set of states S(A) is identified by positive
normalized linear functions ω on A. Hence, states are not defined as elements
of a vector space, but as objects which act upon observables. Each state ω
consists of a map associating a real number to each observable. Such a real
number is interpreted as the expectation value with respect to the state in the
usual approach.

By definition, ω(A) ∈ C is linear in A ∈ A and is such that ω(A∗A) ≥ 0
for any A ∈ A and ω(I) = 1. For any self-adjoint element A = A∗ of A and
for any state ω, the real number ω(A) is interpreted as the expected value of
A with respect to ω. In this way, states and observables are provided with the
probabilistic notion of quantum mechanics by Born, in analogy to the standard
approach. However, at variance with the standard theory, the algebraic ap-
proach is based on observables that are defined independently of their action on
a Hilbert space.

Notice that the definition of operators and states in the algebraic approach
are an abstract generalization of their standard formulation. Indeed, elements
of the Hilbert space H and self-adjoint bounded operators on H are examples of
states and observables in the algebraic sense. Specifically, the bounded operators
B(H) are an example of C∗-algebra and every |ψ⟩ ∈ H induces a state ωψ on A =

B(H) by ωψ(Â) = ⟨ψ|Â|ψ⟩ for any Â ∈ B(H). However, states ω ∈ S(A) and
observables A ∈ A do not need to be represented by elements of Hilbert spaces
and bounded operators on it; thus, the algebraic approach gives a generalization
of the notion of quantum states and observables.

The connection between the standard and the algebraic approach to quan-
tum theory is given by the definition of algebraic representations (π̂,H), with
π̂ as a representation map and H as a representation Hilbert space. The func-
tion π̂ is a continuous homomorphism that maps each element of the algebra
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A ∈ A into a bounded operator Â = π̂(A) ∈ B(H) acting on the Hilbert space
H. It is required that π̂ preserves the algebraic structure of A, in the sense that
π̂(AB) = π̂(A)π̂(B), π̂(aA+ bB) = aπ̂(A) + bπ̂(B) and π̂(A∗) = π̂†(A) for any
a, b ∈ C and A,B ∈ A. The operator π̂(A) is said to represent the element of
the algebra A ∈ A, while the vector |ψ⟩ ∈ H represents the state ωψ ∈ S(A)
defined by ωψ(A) = ⟨ψ|π̂(A)|ψ⟩ for any A ∈ A.

Any A ∈ A is an abstract algebraic object that can be concretely repre-
sented by operators on Hilbert spaces. Equivalently, the state ωψ ∈ S(A) is an
abstract object defined as a linear map on A and represented by |ψ⟩ ∈ H in
the Hilbert representation space. The fundamental structure of the theory is
fully characterized by the abstract algebra A; conversely, the space of bounded
operators B(H) and the Hilbert space H only provide a concrete representation
for elements of A and S(A).

In principle, there can be infinitely many representations for A. Some of
them can also be unitarily nonequivalent. Two representations (π̂1,H1) and
(π̂2,H2) are called unitarily equivalent if there is a unitary map Û : H1 7→ H2

such that Û π̂1(A) = π̂2(A)Û for any A ∈ A.
The existence of at least one representation is guaranteed by the GNS

(Gel’fand, Naimark, Segal) theorem. For any state ω ∈ S(A), there is a GNS
representation (π̂ω,Hω) and a vector |Ωω⟩ ∈ Hω which are unique up to unitary
equivalence and are such that π̂ω(A)|Ωω⟩ is dense in Hω and |Ωω⟩ represents ω,
i.e., ω(A) = ⟨Ωω|π̂ω(A)|Ωω⟩ for any A ∈ A.2

The algebraic approach provides the following prescription to construct quan-
tum theories. Start from an unital C∗-algebra encoding the algebraic relations
between the observables. Then, select a state ω as a positive, normalized, linear
function on the algebra. From ω, construct an Hilbert space via the GNS theo-
rem and recover the standard probabilistic interpretation of quantum theories.

3.2.2 Algebraic approach to QFT and QFTCS

When applied to QFT, the algebraic approach is named Algebraic Quantum
Field Theory (AQFT). AQFT is an axiomatic mathematically precise formalism
that emerged in the 1950s by Haag and others. The emphasis is put on the
local observables, which are abstract algebraic objects concretely represented
by operators on Hilbert spaces (e.g., creators and annihilators on Fock spaces).

Remarkably, the theory lacks of an intrinsic concept of particles and treats all
states on an equal footing even if they come from different particle representa-
tions. Consequently, the algebraic approach is naturally applied to QFTCS and
provides a solution to the conceptual issue of the inequivalence between particles
in different frames. The key observation is that notwithstanding the presence

2There is also a generalization to the GNS theorem for *-algebras that do not satisfy the
C∗-property (see for instance Ref. [57] for the details). In that case, the representation map
π̂ω is a function between the *-algebra and the space of—not necessarily bounded—operators
on Hω ; also, the domain of π̂ω(A) for any A ∈ A is not the whole Hilbert space Hω , but its
dense subspace Dω = π̂ω(A)|Ωω⟩.
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of unitarily inequivalent representations of particles, the algebraic structure of
the field operators is the same.

The early development of AQFT can be found in the monograph by Haag
[28] and his pioneering work with Kastler [58]; while, more recent developments
can be found in the edited collection [57]. Also, Ref. [59] gives an introduction
to AQFT focusing on its key features and Ref. [60] gives an extensive survey
focusing on foundational aspects of the theory.

In AQFT, the basic requirement of the theory is given by the definition of
local algebras A(O). For each region of spacetime O, there is a C∗-algebra
A(O), whose elements represent physical operations that can be performed in
O. In particular, self-adjoint elements of A(O) are the observables that can
be measured in O. The global algebra A is generated by elements of the local
algebras A(O).

The minimal axioms of AQFT are isotony (i.e., A(O1) ⊂ A(O2) if O1 ⊂ O2)
and microcausality (i.e., [A1, A2] = 0 for any A1 ∈ A(O1), A2 ∈ A(O2) and
for any spacelike separated regions O1 and O2). The former implies that any
observable in O1 can also be measured in a larger region O2; whereas the latter
ensures that measurements in spacelike separated regions are independent.

Algebra of scalar real field

The standard approach to QFT can be recovered by considering the algebra of
local field operators. For instance, in the case of scalar real fields in Minkowski
spacetime, A(O) is generated by the Klein-Gordon real fields ϕ̂(xµ) smeared
out with test functions supported in the Minkowski coordinate region OM rep-
resenting O, i.e.,

ϕ̂[f ] =
∑
n

∫
OM

d4x1 · · ·
∫
OM

d4xnfn(x
µ
1 , . . . , x

µ
n)ϕ̂(x

µ
1 ) · · · ϕ̂(xµn) (3.16)

with fn(x
µ
1 , . . . , x

µ
n) as test function and with ϕ̂(xµ) as solution of the Klein-

Gordon equation (1.1) satisfying the canonical commutation relation (1.2).3

For any coordinate xµ representing a spacetime event E , the operator ϕ̂(xµ) is
an improper element of any algebra A(O) satisfying E ∈ O. For all practical
purposes, we say that ϕ̂(xµ) ∈ A(E) if xµ is a coordinate representing E .4

3We remark that the operator in Eq. (3.16) is not bounded. Hence, the algebra of local
field operators is not a C∗-algebra, but only a *-algebra. To address this issue, one may
consider two alternative solutions: (i) Extend the GNS theorem to include also *-algebras;
(ii) Construct a C∗-algebra from the algebra of local field operators. Solution (i) has already
been discussed in footnote 2 at the end of Sec. 3.2.1, where we introduced a generalization
of the GNS theorem for *-algebras; the price to be paid is that some A ∈ A are represented
by unbounded operators π̂ω(A) and the domain of π̂ω(A) is restricted on the dense subspace
Dω ⊆ Hω . Solution (ii), instead, consists of using the Weyl algebra W associated to the field
algebra A and generated by the Weyl operators Ŵ [f ] = eiϕ̂[f ] (see for instance Refs. [9, 57]
for the details); at variance with A, W is a C∗-algebra. Hereafter, we choose (i) when the use
of the algebra of fields A appears more convenient than the Weyl algebra W and (ii) when the
C∗-property is necessary.

4This is a mathematically imprecise statement because ϕ̂(xµ) is not a proper element of
the local algebra and E is not a region of the spacetime, but a point.
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In analogy to QFT in Minkowski spacetime, the standard approach to QFTCS
can be obtained by considering the algebra of fields in curved spacetime. For
instance, the elements of the algebra of scalar real fields Φ̂(Xµ) are defined as
real solutions of the Klein-Gordon equation in curved spacetime (1.63) satisfying
the commutation relations (1.64).

The coordinates xµ and Xµ that appear as arguments of the fields ϕ̂(xµ)
and Φ̂(Xµ) are actual spacetime coordinates. Hence, if xµ and Xµ are different
coordinate systems representing the same manifold, both of them can be used to
describe elements of the same local algebra. In particular, if xµ andXµ represent
the same event E in a spacetime, then the operators ϕ̂(xµ) and Φ̂(Xµ) are
elements of the same local algebra A(E), i.e., ϕ̂(xµ) ∈ A(E) and Φ̂(Xµ) ∈ A(E).

It can also happen that ϕ̂(xµ) and Φ̂(Xµ) are actually the same element
in A(E), i.e., ϕ̂(xµ) = Φ̂(Xµ). Indeed, the operators ϕ̂(xµ) and Φ̂(Xµ) can
be two different representatives of the same element in A(E) with respect to
two different coordinate representations of the spacetime. This is a possibility
that does not lead to inconsistencies, since the local net O 7→ A(O) lacks of
an intrinsic concept of coordinates. The fundamental elements of A are objects
locally defined on events E which can be labeled by arbitrary coordinate systems
(e.g., E 7→ xµ or E 7→ Xµ); the process of labeling give rise to fields in different
coordinate systems (e.g., ϕ̂(xµ) and Φ̂(Xµ)). In this sense, fields naturally
emerge as a coordinatization of the algebra A and can have different spacetime
representations depending on the arbitrary coordinate system.

An example of different coordinate representations of the same local field
algebra is provided in Sec. 3.1, where we considered fields in inertial and ac-
celerated frames. In particular, Eq. (3.1) states that the operators ϕ̂(xµ) and
Φ̂ν(X

µ) are the same algebraic objects if xµ and Xµ represent the same event E
in the ν wedge. The discussion we gave about the coordinatization of A provides
a formal justification for Eq. (3.1).

We remark that the use of the term “coordinate representation” of the local
field algebra should not be confused with the notion of algebraic representation
(π̂,H) given in Sec. 3.2.1. The coordinate representation of A is based on
the coordinate representation of the underlying spacetime and consists of a
coordinatization of A by means of field operators of an arbitrary frame, e.g.,
ϕ̂(xµ) and Φ̂ν(X

µ). The algebraic representation (π̂,H), instead, uses π̂ to
represent elements of the algebra A as operators acting on the Hilbert space H
and states ω ∈ S(A) as vectors in H. In summary, by means of a coordinate
representation, one can see the elements of the algebra A as objects defined
locally in a coordinate patch; whereas, by means of the algebraic representation
(π̂,H), one can see the elements of A as operators acting on the Hilbert space
H.

Minkowski-Fock representation

In Sec. 1.1.1, we gave the canonical formulation of quantum scalar fields ϕ̂(xµ)
in terms of Minkowski particles and Minkowski-Fock space HM. In the algebraic
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formalism, the results of Sec. 1.1.1 need to be interpreted as the application of
an algebraic representation (π̂M,HM), where π̂M maps elements of the abstract
algebra A to operators acting on the Minkowski-Fock space HM, e.g., creators
and annihilators of Minkowski particles.

The representation (π̂M,HM) that leads to the canonical formulation of Min-
kowski particles is the GNS representation of the Minkowski vacuum ΩM. In
AQFT, the Minkowski vacuum is defined as an element of S(A) satisfying cer-
tain properties, whereas the vector |0M⟩ introduced in Eq. (3.6) is only the
representative of ΩM in HM. In particular, ΩM is an example of quasifree state.
Any quasifree state ω is defined by the following property: the n-point functions
ω(ϕ̂(xµ1 ) . . . ϕ̂(x

µ
n)) are non-vanishing only for even n and are completely deter-

mined by the 2-point function. The 2-point function for the Minkowski vacuum
is the familiar Wightman propagator

ΩM(ϕ̂(t, x⃗)ϕ̂(t′, x⃗′)) =
ℏc2

(2π)3

∫
R3

d3k

2ω(k⃗)
e−iω(k⃗)(t−t

′)+ik⃗·(x⃗−x⃗′). (3.17)

The mathematically rigorous way to canonically decompose the real scalar
field ϕ̂ in Minkowski spacetime is by means of the representation map π̂M, such
that

π̂M(ϕ̂(t, x⃗)) =

∫
R3

d3k
[
f(k⃗, t, x⃗)â(k⃗) + f∗(k⃗, t, x⃗)â†(k⃗)

]
, (3.18)

where â(k⃗) are the annihilation operators of the Fock space HM. Equation
(3.18) is a mathematically precise version of Eq. (1.11) for real fields in the
context of AQFT and can be interpreted as follows. The field ϕ̂(xµ) is only an
element of the local algebra A(E), with E represented by xµ, but does not act on
any Hilbert space; the canonical annihilators â(θ), instead, act on the space of
Minkowski particles HM. The representation map π̂M realizes the link between
the algebraic and the particle content of the field, by connecting ϕ̂ with â(θ).5

By using Eqs. (3.17) and (3.18), one can check that ΩM(ϕ̂(t, x⃗)ϕ̂(t′, x⃗′)) =

⟨0M|π̂M(ϕ̂(t, x⃗)ϕ̂(t′, x⃗′))|0M⟩. This is in agreement with the fact that |0M⟩ rep-
resents ΩM in HM.

Rindler-Fock representation

In Sec. 1.3.1, we defined Rindler particles and the Rindler-Fock space HL,R by
means of scalar fields in Rindler spacetimes Φ̂ν(X

µ). As for the Minkowski
spacetime, the Hilbert space HL,R and the operators acting on it need to come
from a representation (π̂L,R,HL,R) of the field algebra.

In analogy to the Minkowski-Fock representation, (π̂L,R,HL,R) is the GNS
representation of the Rindler vacuum ΩL,R. The canonical decomposition of the
real scalar field in Rindler spacetime is realized by means of the representation

5The analogue reconstruction of Fock space from the Weyl algebra W can be obtained from
the representation ˆ̃πM defined by ˆ̃πM(Ŵ [f ]) = eiπ̂M(ϕ̂[f ]).
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map π̂L,R in analogy to Eq. (3.18),

π̂L,R(Φ̂ν(T, X⃗)) =

∫
θ1>0

d3θ
[
Fν(θ, T, X⃗)Âν(θ) + F ∗

ν (θ, T, X⃗)Â†
ν(θ)

]
. (3.19)

The state ΩL,R is defined in terms of the Rindler vacuum 2-point function
ΩL,R(Φ̂ν(T, X⃗)Φ̂ν′(T ′, X⃗ ′)) = ⟨0L,R|π̂L,R(Φ̂ν(T, X⃗)Φ̂ν′(T ′, X⃗ ′))|0L,R⟩ and is rep-
resented by |0L,R⟩ ∈ HL,R.

Unitarily inequivalent particle representations

In Sec. 3.1, we remarked that the Minkowski (xµ) and the Rindler (Xµ) coordi-
nates describe, respectively, the inertial and the accelerated frame of the same
flat spacetime; hence, they are two different coordinate systems of the same
manifold. Both frames share the same field algebra A and the operators ϕ̂(xµ)
and Φ̂ν(X

µ) describe the same scalar field in each coordinate representation. In
particular, ϕ̂(xµ) and Φ̂ν(X

µ) are the same algebraic object when xµ and Xµ

represent the same event E in the ν wedge [Eq. (3.1)].
The existence of a single algebra A describing both Minkowski and Rindler

fields implies that both (π̂M,HM) and (π̂L,R,HL,R) can be used to represent A
and S(A). In other words, (π̂M,HM) and (π̂L,R,HL,R) are unitarily inequivalent
representations of the same algebra A. This shows that the inequivalent particle
content of fields in different frames actually comes from an unifying notion of
algebra A and states S(A).

The unifying notion of states S(A) between different frames formally guar-
antees the possibility to relate particle states of one frame to the other. In
particular, the vector |ψω⟩ ∈ HM representing the state ω ∈ S(A) in HM can
be mapped into the vector |Ψω⟩ ∈ HL,R representing ω in HL,R. Physically, the
map FM 7→L,R : |ψω⟩ 7→ |Ψω⟩ tells how an accelerated observer would describe
Minkowski particles.

The existence of a map FM 7→L,R gives a formal answer to the question “What
does it mean that elements of HM are seen as elements of HL,R?” that has been
raised in Sec. 3.1. The answer lies in the idea that vectors inHM can be naturally
mapped in HL,R by FM 7→L,R while preserving their objective physical content.

Notice that, in principle, the map FM 7→L,R is not always defined for any
|ψ⟩ ∈ HM. This a consequence of the fact that for any representation (π̂,H),
not all states are guaranteed to be represented by (π̂,H). Hence, the set of
states that are represented by (π̂M,HM) may differ from the set of states that
are represented by (π̂L,R,HL,R). Hereafter these sets will be called SM and
SL,R, respectively. By definition, the domain of FM 7→L,R is only restricted to
SM∩SL,R, which means that vectors inHM representing states outside SM∩SL,R
cannot be seen as elements of HL,R. In other words, not all Minkowski particle
states are guaranteed to be described in terms of Rindler particles.

Luckily, there is a theorem for Weyl algebras6 that guarantees the possibil-
ity to approximate states of different representations between each other (see

6Here we consider the Weyl C∗-algebra W constructed from the field *-algebra A and
already discussed in footnotes 3 and 5.
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Sec. 4.5 of Ref. [9] and references therein). Specifically, the theorem says that
for any couple of representations (π̂1,H1) and (π̂2,H2) representing states in
S1 ⊆ S(A) and S2 ⊆ S(A) and for any state ω1 ∈ S1 there is a state ω2 ∈ S2 that
approximates ω1. The approximation works as follows: for any state ω1 ∈ S1
and for any finite set A1, . . . , An ∈ A and ϵ1, . . . , ϵn > 0, there is an ω2 ∈ S2
such that |ω1(Ai)−ω2(Ai)| < ϵi for any i = 1, . . . , n. The theorem includes also
statistical operators as representatives of states, hence ω1 and ω2 do not need
to be represented by pure vectors in H1 and H2.

The theorem guarantees the success of the prescription introduced in Sec. 3.1
by steps 1-4 to relate statistical operators of HM to statistical operators of HL,R;
however, the approach only guarantees the equivalence between states in a sort
of weak limit. In particular, the existence of the unitary operator ŜS in Eq. (3.7)
that exactly maps |0M⟩ in HL,R with infinite precision is not always guaranteed.
In the next subsections, we will show how in all considered scenarios (i.e., scalar
and Dirac fields) the unitary operator ŜS exists (though for Dirac fields it will
be called ŜD) and elements of one vector space can be exactly written in terms
on elements of the other vector space.

The procedure described by steps 1-4 in Sec. 3.1 tells how to practically
construct the map FM 7→L,R. The method is based on deriving the Bogoliubov
transformation (3.5) relating the Minkowski operators to the Rindler operators.
We remark that the formal way to write Eq. (3.5) in the context of AQFT is
by means of the representation maps π̂M and π̂L,R, which encode the particle
representation in each frame, as shown by Eqs. (3.18) and (3.19). The mathe-
matically precise way to write Eq. (3.5) is

π̂L,R(π̂
−1
M (â(k⃗))) =

∑
ν={L,R}

∫
θ1>0

d3θ
[
αν+(k⃗, θ⃗)Âν(θ⃗) + αν−(k⃗, θ⃗)B̂

†
ν(θ⃗)

]
,

(3.20a)

π̂L,R(π̂
−1
M (b̂(k⃗))) =

∑
ν={L,R}

∫
θ1>0

d3θ
[
αν+(k⃗, θ⃗)B̂ν(θ⃗) + αν−(k⃗, θ⃗)Â

†
ν(θ⃗)

]
.

(3.20b)

Furthermore, the formal way to write Eqs. (3.7) and (3.10) in the context of
AQFT is by means of the map FM7→L,R as follows

FM7→L,R(|0M⟩) =ŜS|0L, 0R⟩, (3.21a)

FM 7→L,R(|ϕ⟩) =
∑

ν={L,R}

∫
R3

d3k

∫
θ1>0

d3θϕ̃1(k⃗)
[
α∗
ν+(k⃗, θ⃗)Â

†
ν(θ⃗)

+α∗
ν−(k⃗, θ⃗)B̂ν(θ⃗)

]
ŜS|0L, 0R⟩. (3.21b)

For all practical purposes, we will leave the use of representation maps π̂M
and π̂L,R implicit. In particular, we implicitly assume the use of representation
maps whenever particle operators of one frame are treated as if they were Fock
operators of the other frame. For instance, we will use Eqs. (1.11), (1.117) and
(3.5) instead of Eqs. (3.18), (3.19) and (3.20), respectively.
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Analogously, we will avoid to name the map FM 7→L,R when particle states
of one frame are related to particles of the other. Specifically, we implicitly
assume the use of FM 7→L,R whenever a particle state of one frame is written
as an element of the other Fock space. Hence, we write |ψω⟩ = |Ψω⟩ instead
of FM7→L,R(|ψω⟩) = |Ψω⟩, although |ψω⟩ and |Ψω⟩ are formally elements of
different Hilbert spaces. For instance, we will use Eqs. (3.7) and (3.10) instead
of Eqs. (3.21a) and (3.21b), respectively.

Fermionic and scalar complex fields

We now want to add the following remarks for fermionic and scalar complex
fields. As a consequence of microcausality, elements of local algebras A(O) in
spacelike separated regions commute. This is an apparent contradiction with the
requirement that fermionic fields anticommute in causally disconnected regions;
only products of even numbers of fields satisfy the microcausality condition.
However, there is no contradiction between the anticommutation relation be-
tween fermionic fields and the microcausality axiom since the only observables
that can be physically measured involve even numbers of fermionic fields. A
spinor field by itself is not measurable, at variance with, e.g., second degree
products of spinor and cospinor fields. Consequently, operators involving odd
numbers of fermionic fields are not elements of the algebra A.

This also occurs for complex scalar theory characterized by a global U(1)
gauge symmetry, where the only measurable observables are invariant under the
global U(1) gauge action. Products of odd numbers of fields do not satisfy this
condition and, hence, are not elements of the algebra A.

In summary, some field operators are not measurable and, hence, do not
belong to A. However, the algebra of non measurable field operators still plays
a role in AQFT. From the local net O 7→ A(O) one can construct an algebra
F(O) which contains non-observable fields (e.g., product of odd fermionic fields
and odd complex scalar fields) in addition to elements of A(O). The local
algebra A(O) is made by elements of F(O) that are invariant under the action
of the gauge group G.

The reconstruction of F(O) and G from the fundamental local algebra A(O)
is achieved through the DHR (Doplicher–Haag–Roberts) program and the anal-
ysis of superselection sectors. These theories are out of the scope of the present
thesis and we refer the reader to, e.g., Refs. [28, 61] for detailed discussions.

For all practical purposes, we consider algebraic representations of F, in-
stead of A. For instance, we consider the Minkowski-Fock (Rindler-Fock) spaces
of Dirac and charged scalar fields, which are constructed by the Minkowski
(Rindler) vacuum GNS representation of F.

3.3 Massless scalar real field in 1+1 spacetime

In this section, we consider a flat spacetime in 1+1 dimensions and a massless
scalar real field. Minkowski and Rindler coordinates are identified by (t, x) and
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(T,X) and are related to each other by

t = tν(T,X), x = xν(T,X), (3.22)

with

tν(T,X) =
esνaX

ca
sinh(caT ), xν(T,X) = sν

esνaX

a
cosh(caT ), (3.23)

as the coordinate transformation from the ν-Rindler frame to the Minkowski
frame. In this case the left and right wedges are defined, respectively, by x < c|t|
and x > c|t|. The inverse of Eq. (3.23) is identified by Tν(t, x) and Xν(t, x).
The Rindler metric in the ν wedge is diag

(
−c2esν2aX , esν2aX

)
.

The Klein-Gordon equation (1.1) in 1+1 dimensions and with zero mass
reads (

∂20 − c2∂21
)
ϕ̂ = 0. (3.24)

The Rindler-Klein-Gordon equation (1.111) in 1+1 dimensions and with zero
mass, instead, reads (

∂20 − c2∂21
)
Φ̂R = 0. (3.25)

The same identity can be found in the left wedge, i.e.,(
∂20 − c2∂21

)
Φ̂L = 0. (3.26)

Notice that the field equations in the Rindler frame (3.25) and (3.26) have the
same form as the Minkowski Klein-Gordon equation (3.24). This is a conse-
quence of the fact that the 1+1 Rindler metric is conformally flat and the field
is massless.

From Eqs. (3.24), (3.25) and (3.26), one can derive a decomposition for the
scalar field in the Minkowski and the Rindler frames in terms of Minkowski
and Rindler particles with defined momentum. By defining â(k) and Âν(K) as,
respectively, the annihilator of the Minkowski particle with momentum k and
the annihilator of the ν-Rindler particle with momentum K, one can write

ϕ̂(t, x) =

∫
R
dk
[
f(k, t, x)â(k) + f∗(k, t, x)â†(k)

]
, (3.27a)

Φ̂ν(T,X) =

∫
R
dK

[
f(K,T,X)Âν(K) + f∗(K,T,X)Â†

ν(K)
]
, (3.27b)

with

f(k, t, x) =

√
ℏ

4πc|k|
e−ic|k|t+ikx (3.28)

as 1+1 dimensional free mode with zero mass.
The Klein-Gordon scalar product (1.15) in 1+1 dimensions now reads

(ϕ, ϕ′)KG =
i

ℏ

∫
R
dx [ϕ∗(t, x)∂0ϕ

′(t, x)− ϕ′(t, x)∂0ϕ∗(t, x)] . (3.29)
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The positive and negative frequency modes are orthonormal with respect to
Klein-Gordon scalar product (3.29), in the sense that they satisfy Eq. (1.17).

The two fields ϕ̂ and Φ̂ν are related to each other by

ϕ̂(t, x) =
∑

ν={L,R}

θ(sνx)Φ̂ν(Tν(t, x), Xν(t, x)), (3.30)

which is the equivalent of Eq. (3.2) in 1+1 dimensions.
Throughout this section, the massless scalar real field in 1+1 dimensions

will serve as a toy model for the theory introduced in Sec. 3.1. We follow the
prescription given by steps 1-4 of Sec. 3.1 to relate Minkowski particle states to
Rindler-Fock states. In particular, we compute the Bogoliubov transformation
relating creators and annihilators of one frame to the other [Sec. 3.3.1], we
derive the representation of the Minkowski vacuum in the Rindler-Fock space
[Sec. 3.3.2] and we detail the consequent Unruh effect [Sec. 3.3.3].

3.3.1 Bogoliubov transformation
In this subsection, we compute the Bogoliubov transformations relating Min-
kowski operators â(k) to Rindler operators Âν(K) by following steps 1 and 2 of
Sec. 3.1.

We start by giving the explicit form of Eq. (3.4) in 1+1 dimensions by means
of Eq. (3.29), i.e.,

â(k⃗) =
i

ℏ

∫
R
dx
[
f∗(k, t, x)∂0ϕ̂(t, x)− ϕ̂(t, x)∂0f∗(k, t, x)

]
. (3.31)

The right hand side of Eq. (3.31) is independent of t. For practical purposes we
choose t = 0; hence, we consider

â(k⃗) =
i

ℏ

∫
R
dx
[
f∗(k, 0, x) ∂0ϕ̂(t, x)

∣∣∣
t=0
− ϕ̂(0, x) ∂0f∗(k, t, x)|t=0

]
. (3.32)

The next steps consists of plugging Eq. (3.30) into Eq. (3.32) to obtain

â(k⃗) =
i

ℏ
∑

ν={L,R}

∫
R
dxθ(sνx)

[
f∗(k, 0, x)

∂

∂t
Φ̂ν(Tν(t, x), Xν(t, x))

∣∣∣∣
t=0

−Φ̂ν(0, Xν(x)) ∂0f
∗(k, t, x)|t=0

]
, (3.33)

where Xν(x) = Xν(0, x). We compute ∂Φ̂ν(Tν(t, x), Xν(t, x))/∂t
∣∣∣
t=0

by means
of the chain rule

∂

∂T
= sνax

∂

∂t
+ sνac

2t
∂

∂x
. (3.34)

and by knowing that the hypersurface t = 0 is equivalent to the condition T = 0
in both wedges. We obtain

∂

∂t
Φ̂ν(Tν(t, x), Xν(t, x))

∣∣∣∣
t=0

=
sν
ax

∂

∂T
Φ̂ν(T,Xν(x))

∣∣∣∣
T=0

, (3.35)
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which leads to

â(k⃗) =
i

ℏ
∑

ν={L,R}

∫
R
dxθ(sνx)

[ sν
ax
f∗(k, 0, x) ∂0Φ̂ν(T,Xν(x))

∣∣∣
T=0

−Φ̂ν(0, Xν(x)) ∂0f
∗(k, t, x)|t=0

]
. (3.36)

By plugging Eq. (3.27b) in Eq. (3.36) we finally obtain the Bogoliubov trans-
formation

â(k) =
∑

ν={L,R}

∫
R
dK

[
αν+(k,K)Âν(K) + αν−(k,K)Â†

ν(K)
]
, (3.37)

with

αν+(k,K) =
i

ℏ

∫
R
dxθ(sνx)

[ sν
ax
f∗(k, 0, x) ∂0f(K,T,Xν(x))|T=0

−f(K, 0, Xν(x)) ∂0f
∗(k, t, x)|t=0] (3.38a)

αν−(k,K) =
i

ℏ

∫
R
dxθ(sνx)

[ sν
ax
f∗(k, 0, x) ∂0f

∗(K,T,Xν(x))|T=0

−f∗(K, 0, Xν(x)) ∂0f
∗(k, t, x)|t=0] . (3.38b)

Equation (3.37) is the equivalent of Eq. (3.5) for massless scalar real fields in
1+1 dimensions.

The explicit form of the Bogoliubov coefficients can be obtained by plugging
Eq. (3.28) in Eq. (3.38). This leads to

αν±(k,K) =

∫
R
dx

θ(sνx)

4π
√
|kK|

(
±sν
|K|
ax

+ |k|
)
e±iKXν(x)−ikx. (3.39)

By performing the coordinate transformation x 7→ X = sνXν(x), Eq. (3.39)
becomes

αν±(k,K) =

∫
R
dX
±|K|+ |k|eaX

4π
√
|kK|

exp

(
±sνiKX − sνi

k

a
eaX

)
. (3.40)

By defining

F (k,K) =

∫
R

dX

2π
exp

(
−iKX + i

k

a
eaX

)
, (3.41)

we can write Eq. (3.40) in the following simpler form

αν±(k,K) =
1

2
√
|kK|

(
±|K| − ia|k| ∂

∂κ

)
F (κ,∓sνK)

∣∣∣∣
κ=−sνk

. (3.42)

F (k,K) is a distribution that can be obtained from the following distributional
limit [62]

F (k,K) = lim
ϵ→0+

∫
R

dX

2π
exp

(
(−iK + ϵa)X +

(
i
k

a
− ϵ
)
eaX

)
. (3.43)
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The derivative of F (k,K) with respect to k appearing in Eq. (3.42) can be
obtained by using integration by parts in Eq. (3.43) and by taking the distribu-
tional limit ϵ→ 0+:

∂

∂k
F (k,K)

= lim
ϵ→0+

∫
R
dX

ieaX

2πa
exp

(
(−iK + ϵa)X +

(
i
k

a
− ϵ
)
eaX

)
= lim
ϵ→0+

∫
R
dX

i

2πa2
e(−iK+ϵa)X

(
i
k

a
− ϵ
)−1

d

dX
exp

((
i
k

a
− ϵ
)
eaX

)

= lim
ϵ→0+

 i

2πa2

(
i
k

a
− ϵ
)−1

exp

(
(−iK + ϵa)X +

(
i
k

a
− ϵ
)
eaX

)∣∣∣∣∣
+∞

−∞

−
∫
R
dX

K + iϵa

2πa2

(
i
k

a
− ϵ
)−1

exp

(
(−iK + ϵa)X +

(
i
k

a
− ϵ
)
eaX

)]

= lim
ϵ→0+

[
iK − ϵa
a(k + iϵa)

∫
R

dX

2π
exp

(
(−iK + ϵa)X +

(
i
k

a
− ϵ
)
eaX

)]
=
iK

ak
F (k,K). (3.44)

Equation (3.44) can be plugged in Eq. (3.42) to obtain

αν±(k,K) =± 1

2
√
|kK|

(
|K|+ |k|K

k

)
F (−sνk,∓sνK)

=± 1 + sign(kK)

2

√∣∣∣∣Kk
∣∣∣∣F (−sνk,∓sνK)

=± θ(kK)

√∣∣∣∣Kk
∣∣∣∣F (−sνk,∓sνK). (3.45)

The distribution F (k,K) of Eq. (3.43) can be proven to be equal to [62]

F (k,K) =
1

2πa
Γ

(
− iK
a

)
exp

(
i
K

a
ln

(
|k|
a

)
+ sign (k)

cβK

4

)
, (3.46)

with Γ(ξ) as the gamma function and β = 2π/ca. Two important properties that
can be deduced from Eq. (3.46) and will be used in the rest of this subsection
are

F (−k,−K) = F ∗(k,K), (3.47a)

F (−k,K) = exp

(
−sign(k)

cβK

2

)
F (k,K). (3.47b)

In particular, Eq. (3.47a) can be used in Eq. (3.45) to prove that

αR±(k,K) = α∗
L±(k,K). (3.48)



90 CHAPTER 3. FRAME DEPENDENT CONTENT OF PARTICLES

Hence, one can define the couple α(k,K) and β(k,K) such that

αL+(k,K) = α(k,K), αL−(k,K) = −β∗(k,K), (3.49a)
αR+(k,K) = α∗(k,K), αR−(k,K) = −β(k,K). (3.49b)

In conclusion, we obtain the Bogoliubov transformation

â(k) =

∫
R
dK

[
α(k,K)ÂL(K)− β∗(k,K)Â†

L(K)

+α∗(k,K)ÂR(K)− β(k,K)Â†
R(K)

]
, (3.50)

with Bogoliubov coefficients

α(k,K) = θ(kK)

√
K

k
F (k,K), β(k,K) = θ(kK)

√
K

k
F (−k,K) (3.51)

and with F (k,K) defined by Eq. (3.46). As a consequence of Eq. (3.47b), we
also obtain the following identity relating α(k,K) to β(k,K)

β(k,K) = exp

(
−cβ|K|

2

)
α(k,K), (3.52)

which will be used in the next subsection to derive the Rindler-Fock represen-
tation of the Minkowski vacuum.

3.3.2 Minkowski vacuum in the left and the right Rindler
frame

In this subsection, we follow step 3 of Sec. 3.1 to derive the Rindler-Fock repre-
sentation of the Minkowski vacuum.

The vector state representing the Minkowski vacuum in the Minkowski-Fock
space HM is defined by means of Eq. (3.6) adapted for the 1+1 dimensional
case, i.e.,

â(k)|0M⟩ = 0, (3.53)

for any k ∈ R. By plugging Eq. (3.50) in Eq. (3.53) and by using Eq. (3.52) we
obtain ∫

R
dK

{
α(k,K)

[
ÂL(K)− exp

(
−cβ|K|

2

)
Â†

R(K)

]
+α∗(k,K)

[
− exp

(
−cβ|K|

2

)
Â†

L(K) + ÂR(K)

]}
|0M⟩ = 0, (3.54)

which holds for any real k. Necessary and sufficient condition for Eq. (3.54) is

Âν(K)|0M⟩ = exp

(
−cβ|K|

2

)
Â†
ν̄(K)|0M⟩, (3.55)
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which holds for any ν = {L,R} and for any K ∈ R. The variable ν̄ is defined
as the opposite of ν in the sense that ν̄ = L if ν = R and ν̄ = R if ν = L.

The Rindler-Fock state that satisfies Eq. (3.55) is given by

|0M⟩ ∝ exp(ŝS)|0L, 0R⟩, (3.56)

with
ŝS =

∫
R
dK exp

(
−cβ|K|

2

)
Â†

L(K)Â†
R(K). (3.57)

The vector |0L, 0R⟩ represents the Rindler vacuum in the Rindler-Fock space
HL,R and is defined by the equivalent of Eq. (3.8) in 1+1 dimensions, i.e.,

Âν(K)|0L, 0R⟩ = 0, (3.58)

for any ν = {L,R} and for any K ∈ R.
One can prove that Eq. (3.56) is the solution of Eq. (3.55) by noticing that

ŝS satisfies the commutation relation[
Âν(K), ŝS

]
= exp

(
−cβ|K|

2

)
Â†
ν̄(K). (3.59)

By using the exponential series exp(ŝS) =
∑∞
n=0 ŝ

n
S/n! and Eq. (3.59) one can

prove by induction the following commutation relation[
Âν(K), exp(ŝS)

]
= exp

(
−cβ|K|

2

)
Â†
ν̄(K) exp(ŝS). (3.60)

Equation (3.60) implies that

Âν(K) exp(ŝS)|0L, 0R⟩ =
[
Âν(K), exp(ŝS)

]
|0L, 0R⟩+ exp(ŝS)Âν(K)|0L, 0R⟩

=exp

(
−cβ|K|

2

)
Â†
ν̄(K) exp(ŝS)|0L, 0R⟩. (3.61)

By means of Eq. (3.56), we have been able to write the Rindler-Fock rep-
resentation of the Minkowski vacuum as prescribed by Eq. (3.7). However,
the state exp(ŝS)|0L, 0R⟩ appearing in the right hand side of Eq. (3.56) is not
normalizable. Provably, this is a consequence of the continuous nature of the
variables K. Consequently, Equation (3.56) needs to be interpreted in some
regularization limit.

In Appendix B.1, we study the state exp(ŝS)|0L, 0R⟩ in the regularized dis-
crete theory, we derive its normalized version and then we perform the contin-
uum limit. Such a limit leads to the normalized state ŜS|0L, 0R⟩ with unitary
operator

ŜS = exp

(
2

∫
R
dKζ(c|K|)

[
Â†

L(K)Â†
R(K)

]A)
, (3.62)

with
ζ(Ω) = tanh−1

(
exp

(
−βΩ

2

))
(3.63)
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and where ÔA = (Ô − Ô†)/2 is the antihermitian part of Ô. This proves that
Eqs. (3.56) and (3.57) are equivalent to Eqs. (3.7) and (3.62).

The explicit particle content of the Minkowski vacuum in HL,R can be ob-
tained by defining the states

|(K ′
1, . . . ,K

′
m), (K1, . . . ,Kn)⟩ =

m∏
j=1

Â†
L(K

′
j)

n∏
i=1

Â†
R(Ki)|0L, 0R⟩, (3.64)

which result in

exp(ŝS)|0L, 0R⟩ =
∞∑
n=1

1

n!

∫
R
dK1· · ·

∫
R
dKn exp

(
−cβ

2

n∑
i=1

|Ki|

)
× |(K1, . . . ,Kn), (K1, . . . ,Kn)⟩+ |0L, 0R⟩. (3.65)

Notice that |(K ′
1, . . . ,K

′
m), (K1, . . . ,Kn)⟩ is the Fock basis of HL,R up to the

repetition of equivalent states due to the bosonic symmetry between the ele-
ments of {Ki}ni=1 and between the elements of {K ′

j}mj=1.
From Eqs. (3.56) and (3.65) one can see that the Minkowski vacuum appears

as a state populated by particles when represented in the Rindler-Fock space.
This is at the origin of the particle production in accelerated frames and the
Unruh effect, which will be detailed in the next subsection. In particular, we
will use Eq. (3.65) to derive the thermal state (3.14).

Notice that the operator ŜS of Eq. (3.62) is composed by two modes squeezed
operators [63], where each couple of modes is a left and a right Rindler mode
with defined momentum K. The partial trace of a two mode squeezed operator
is precisely a thermal state.

3.3.3 Minkowski vacuum in the right Rindler frame
As discussed in Sec. 3.1, the representation of the Minkowski vacuum in the
accelerated frame ρ̂0 is given by the partial trace TrL over the left wedge. Also,
we have anticipated that ρ̂0 is the thermal state (3.14) with Unruh temperature
TU = ℏβ/kB.

For massless scalar real fields in 1+1 dimensions the right Rindler Hamilto-
nian is

ĤR =

∫
R
dKℏc|K|Â†

R(K⃗)ÂR(K⃗) (3.66)

and can be expanded with respect to the states |K1, . . . ,Kn⟩ defined by

|K1, . . . ,Kn⟩ =
n∏
i=1

Â†
R(Ki)|0R⟩ (3.67)

in analogy to Eq. (3.64). The expansion of Eq. (3.66) with respect to the states
|K1, . . . ,Kn⟩ is

ĤR =

∞∑
n=1

1

n!

∫
R
dK1· · ·

∫
R
dKn

(
ℏc

n∑
i=1

|Ki|

)
|K1, . . . ,Kn⟩⟨K1, . . . ,Kn|.

(3.68)
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By plugging Eq. (3.68) into Eq. (3.14), we obtain the expansion of the thermal
state

ρ̂0 ∝
∞∑
n=1

1

n!

∫
R
dK1· · ·

∫
R
dKn exp

(
−β
ℏ

n∑
i=1

|Ki|

)
|K1, . . . ,Kn⟩⟨K1, . . . ,Kn|

+ |0R⟩⟨0R|. (3.69)

It is straightforward to prove that ρ0 ∝ TrL(exp(ŝS)|0L, 0R⟩{0L, 0R| exp(ŝS)†)
by means of Eqs. (3.65) and (3.69) and by knowing that there are the n! combi-
nation of permutations to write |K1, . . . ,Kn⟩ as the same state. In this way, one
formally derives the Unruh effect that predicts the presence of a thermal state
in the accelerated frame whenever an inertial observer detects the vacuum.

3.4 Scalar field
In this section, we consider a massive scalar complex field in 3+1 dimensions,
which has been described in Sec. 1.1.1 for the Minkowski spacetime and Sec. 1.3.1
for the Rindler spacetime. We follow steps 1-4 of Sec. 3.1 to derive the Bo-
goliubov transformation (3.5) and the representation of the Minkowski in the
Rindler-Fock space (3.7). In particular, we compute the Bogoliubov coefficients
αν±(k⃗, θ⃗) and the unitary operator ŜS relating the Minkowski vacuum |0M⟩ to
the Rindler vacuum |0L,R⟩. The procedure is very similar to the one seen in
Sec. 3.3; few changes include the presence of three spatial dimensions and the
Rindler-Klein-Gordon modes (1.113) replacing the free modes (3.28). Also, we
prove Eq. (3.14), which implies that the Minkowski vacuum is seen by acceler-
ated observers as a thermal state; hence, we detail the Unruh effect for scalar
fields.

3.4.1 Bogoliubov transformation

Here, we prove Eq. (3.5) and we compute the Bogoliubov coefficients αν±(k⃗, θ⃗)
by following steps 1 and 2 of Sec. 3.1.

We start by considering Eq. (3.4), which explicitly reads as

â(k⃗) =
i

ℏ

∫
R3

d3x
[
f∗(k⃗, t, x⃗)∂0ϕ̂(t, x⃗)− ϕ̂(t, x⃗)∂0f∗(k⃗, t, x⃗)

]
, (3.70a)

b̂†(k⃗) = − i
ℏ

∫
R3

d3x
[
f(k⃗, t, x⃗)∂0ϕ̂(t, x⃗)− ϕ̂(t, x⃗)∂0f(k⃗, t, x⃗)

]
. (3.70b)

For t = 0, Equation (3.70) becomes

â(k⃗) =
i

ℏ

∫
R3

d3x
[
f∗(k⃗, 0, x⃗) ∂0ϕ̂(t, x⃗)

∣∣∣
t=0
− ϕ̂(0, x⃗) ∂0f∗(k⃗, t, x⃗)

∣∣∣
t=0

]
, (3.71a)

b̂†(k⃗) = − i
ℏ

∫
R3

d3x
[
f(k⃗, 0, x⃗) ∂0ϕ̂(t, x⃗)

∣∣∣
t=0
− ϕ̂(0, x⃗) ∂0f(k⃗, t, x⃗)

∣∣∣
t=0

]
,

(3.71b)
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whereas Eq. (3.2) becomes

ϕ̂(0, x⃗) =
∑

ν={L,R}

θ(sνx)Φ̂ν(0, X⃗ν(x⃗)), (3.72)

where X⃗ν(x⃗) = X⃗ν(0, x⃗). The time derivative of Eq. (3.2) for t = 0, instead,
can be computed by considering the chain rule

∂

∂T
= sνaz

∂

∂t
+ sνac

2t
∂

∂z
, (3.73)

which leads to

∂0ϕ̂(t, x⃗)
∣∣∣
t=0

=
∑

ν={L,R}

θ(sνz)
sν
az

∂0Φ̂ν(T, X⃗ν(x⃗))
∣∣∣
T=0

. (3.74)

By plugging Eqs. (3.72) and (3.74) in Eq. (3.71) one obtains

â(k⃗) =
i

ℏ
∑

ν={L,R}

∫
R3

d3xθ(sνz)
[ sν
ax
f∗(k⃗, 0, x⃗) ∂0Φ̂ν(T, X⃗ν(x⃗))

∣∣∣
T=0

−Φ̂ν(0, X⃗ν(x⃗)) ∂0f
∗(k⃗, t, x⃗)

∣∣∣
t=0

]
, (3.75a)

b̂†(k⃗) =− i

ℏ
∑

ν={L,R}

∫
R3

d3xθ(sνz)
[ sν
az
f(k⃗, 0, x⃗) ∂0Φ̂ν(T, X⃗ν(x⃗))

∣∣∣
T=0

−Φ̂ν(0, X⃗ν(x⃗)) ∂0f(k⃗, t, x⃗)
∣∣∣
t=0

]
. (3.75b)

Equation (1.117) can be used in Eq. (3.75) to obtain the Bogoliubov transfor-
mation (3.5) with Bogoliubov coefficients

αν+(k⃗, θ⃗) =
i

ℏ

∫
R3

d3xθ(sνx)
[ sν
ax
f∗(k⃗, 0, x⃗) ∂0Fν(θ⃗, T, X⃗ν(x⃗))

∣∣∣
T=0

−Fν(θ⃗, 0, X⃗ν(x⃗)) ∂0f
∗(k⃗, t, x⃗)

∣∣∣
t=0

]
, (3.76a)

αν−(k⃗, θ⃗) =
i

ℏ

∫
R3

d3xθ(sνx)
[ sν
ax
f∗(k⃗, 0, x⃗) ∂0F

∗
ν (θ⃗, T, X⃗ν(x⃗))

∣∣∣
T=0

−F ∗
ν (θ⃗, 0, X⃗ν(x⃗)) ∂0f

∗(k⃗, t, x⃗)
∣∣∣
t=0

]
. (3.76b)

By using Eqs. (1.12), (1.113a) and (1.118) and the fact that F̃ is real,
Eq. (3.76) can be written in a more compact form

αν±(k⃗, θ⃗) =

∫
R3

d3x
θ(sνz)

ℏ

[
±sνθ1

az
+ ω(k⃗)

]
f∗(k⃗, 0, x⃗)F̃ (θ⃗, sνZν(z))e

±iθ⃗⊥·x⃗⊥ ,

(3.77)
where θ⃗⊥ is such that θ⃗ = (θ, θ⃗⊥) = (Ω, K⃗⊥) and, hence, θ⃗⊥ = K⃗⊥, or, equiv-
alently θ⃗⊥ = (θ2, θ3). By knowing that F̃ (θ⃗, X) is invariant under θ⃗ 7→ −θ⃗
[Eq. (1.113b)], Eq. (3.77) is such that

αν±(k⃗, θ⃗) = αν(k⃗,±θ⃗), (3.78)
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with

αν(k⃗, θ⃗) =

∫
R3

d3x
θ(sνz)

ℏ

[
sνθ1
az

+ ω(k⃗)

]
f∗(k⃗, 0, x⃗)F̃ (θ⃗, sνZν(z))e

iθ⃗⊥·x⃗⊥ .

(3.79)
Owing to Eq. (3.78), the Bogoliubov transformation (3.5) can be simplified

by

â(k⃗) =
∑

ν={L,R}

∫
θ1>0

d3θ
[
αν(k⃗, θ⃗)Âν(θ⃗) + αν(k⃗,−θ⃗)B̂†

ν(θ⃗)
]
, (3.80a)

b̂(k⃗) =
∑

ν={L,R}

∫
θ1>0

d3θ
[
αν(k⃗, θ⃗)B̂ν(θ⃗) + αν(k⃗,−θ⃗)Â†

ν(θ⃗)
]
, (3.80b)

where αν(k⃗, θ⃗) is defined by Eq. (3.79). Equation (3.80) can be written in a
more compact form by

â(k⃗) =
∑

ν={L,R}

∫
R3

d3θαν(k⃗, θ⃗)Âν(θ⃗), b̂(k⃗) =
∑

ν={L,R}

∫
R3

d3θαν(k⃗, θ⃗)B̂ν(θ⃗),

(3.81)

where

Âν(θ⃗) =

{
Âν(θ⃗) if θ1 > 0

B̂†
ν(−θ⃗) if θ1 < 0

, B̂ν(θ⃗) =

{
B̂ν(θ⃗) if θ1 > 0

Â†
ν(−θ⃗) if θ1 < 0

. (3.82)

We are now interested in giving the explicit form of the Bogoliubov coeffi-
cient αν(k⃗, θ⃗) by computing the integral in Eq. (3.79). By using Eq. (1.12) in
Eq. (3.79) and by computing the derivative with respect to x⃗⊥, one obtains

αν(k⃗, θ⃗) = δ2(k⃗⊥ − θ⃗⊥)χν(k⃗, θ1), (3.83)

with

χν(k⃗,Ω) =

√
π

ℏω(k⃗)

∫
R
dzθ(sνz)

[
sνΩ

az
+ ω(k⃗)

]
e−ik3zF̃ (Ω, k⃗⊥, sνZν(z)) (3.84)

and k⃗⊥ = (k1, k2) as transverse coordinates of momentum k⃗.
Equation (3.84) can also be written as

χν(k⃗,Ω) =

√
π

ℏω(k⃗)

[
−sνi

Ω

a
lim
ϵ→0+

∫ k3

−sν∞
dη

∫
R
dzθ(sνz)e

η(sνϵ−iz)

×F̃ (Ω, k⃗⊥, sνZν(z)) + ω(k⃗)

∫
R
dzθ(sνz)e

−ik3zF̃ (Ω, k⃗⊥, sνZν(z))

]
(3.85)
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Now, by using Eq. (1.113b), one can write Eq. (3.84) in terms of Fourier trans-
form of Bessel functions

χν(k⃗,Ω) =
1

2π2c

√
π

aω(k⃗)

∣∣∣∣sinh(βΩ2
)∣∣∣∣
[
−sνi

Ω

a
lim
ϵ→0+

∫ k3

−sν∞
dη

∫
R
dzθ(sνz)

×eη(sνϵ−iz)KiΩ/ca

(
sνκ(k⃗⊥)z

)
+ ω(k⃗)

∫
R
dzθ(sνz)e

−ik3zKiΩ/ca

(
sνκ(k⃗⊥)z

)]
.

(3.86)

Notice that Eqs. (1.4) and (1.114) are such that

ω2(k⃗)

c2
− k23 = κ2(k⃗⊥), ω(k⃗) > 0, κ(k⃗⊥) > 0. (3.87)

This suggests the definition of the function ϑ(k⃗) such that

ω(k⃗) = cκ(k⃗⊥) cosh(ϑ(k⃗)), (3.88a)

k3 = κ(k⃗⊥) sinh(ϑ(k⃗)). (3.88b)

By means of Eqs. (3.88), Eq. (3.86) can be written as

χν(k⃗,Ω) =
1

2π2c

√
π

caκ(k⃗⊥) cosh(ϑ(k⃗))

∣∣∣∣sinh(βΩ2
)∣∣∣∣

×

[
−sνi

Ω

a
lim
ϵ→0+

∫ κ(k⃗⊥) sinh(ϑ(k⃗))

−sν∞
dη

∫
R
dzθ(sνz)e

η(sνϵ−iz)KiΩ/ca

(
sνκ(k⃗⊥)z

)
+cκ(k⃗⊥) cosh(ϑ(k⃗))

∫
R
dzθ(sνz)e

−iκ(k⃗⊥) sinh(ϑ(k⃗))zKiΩ/ca

(
sνκ(k⃗⊥)z

)]
.

(3.89)

In Appendix A.1.2 we compute the Fourier transform of Kζ(|ξ|) and obtain
the following result∫

R
dξθ(ξ)e−iξ sinh(τ)Kζ(ξ) =

π sin
(
ζ
(
π
2 − iτ

))
sin(πζ) cosh(τ)

. (3.90)

From Eq. (3.90) we can also compute the following identity

lim
ε→0+

∫ τ

−∞
dτ ′ cosh(τ ′)

∫
R
dξθ(ξ)esinh(τ

′)(ϵ−iξ)Kζ(ξ)

=
π

sin(πζ)
lim
ε→0+

∫ τ

−∞
dτ ′ sin

(
ζ
(π
2
− iτ ′

))
eϵ sinh(τ

′)

=
iπ

ζ sin(πζ)
cos
(
ζ
(π
2
− iτ

))
. (3.91)
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By choosing ξ = sνκ(k⃗⊥)z, ζ = iΩ/ca, τ = sνϑ(k⃗), sinh(τ ′) = sνη/κ(k⃗⊥) and
ε = ϵκ(k⃗⊥) and by plugging Eqs. (3.90) and (3.91) in Eq. (3.89) we obtain

χν(k⃗,Ω) =
i

2

√
1

πcaκ(k⃗⊥) cosh(ϑ(k⃗))

∣∣∣∣sinh(βΩ2
)∣∣∣∣ [sinh(βΩ2

)]−1

×
[
−i cos

(
iΩ

ca

(π
2
− sνiϑ(k⃗)

))
+ sin

(
iΩ

ca

(π
2
− sνiϑ(k⃗)

))]
, (3.92)

which leads to

χν(k⃗,Ω) =sign(Ω)
1

2

[
πcaκ(k⃗⊥) cosh(ϑ(k⃗))

∣∣∣∣sinh(βΩ2
)∣∣∣∣]−1/2

× exp

(
Ω

ca

(π
2
− sνiϑ(k⃗)

))
. (3.93)

Equations (3.83) and (3.93) give the explicit expression for the Bogoliubov
coefficients

αν(k⃗,Ω, K⃗⊥) =sign(Ω)
1

2

[
πcaκ(k⃗⊥) cosh(ϑ(k⃗))

∣∣∣∣sinh(βΩ2
)∣∣∣∣]−1/2

× exp

(
Ω

ca

(π
2
− sνiϑ(k⃗)

))
δ2(k⃗⊥ − K⃗⊥). (3.94)

Notice that Eq. (3.94) satisfies

αν(k⃗,−Ω, K⃗⊥) = − exp

(
−β|Ω|

2

)
αν̄(k⃗,Ω, K⃗⊥), (3.95)

with β = 2π/ca and ν̄ is the opposite of ν.

3.4.2 Minkowski vacuum in the left and the right Rindler
frame

Equation (3.95) is the equivalent of Eq. (3.95) in 3+1 dimensions as it relates
Bogoliubov coefficients of one frame to the coefficients of the other by means
of an exp(−β|Ω|/2) factor. In Sec. 3.3.2, we used Eq. (3.95) to derive the
representation of the Minkowski vacuum in the Rindler-Fock space as prescribed
by Eq. (3.7) with unitary operator ŜS given by Eq. (3.62). In particular, as a
consequence of Eq. (3.95), we obtained an equation for the Minkowski vacuum
[Eq. (3.55)] that admits a solution in the Rindler-Fock space. In this subsection,
we show that a similar equation holds for massive scalar complex fields in 3+1
dimensions.

By following step 3 of Sec. 3.1, we consider the definition of the Minkowski
vacuum [Eq. (3.6)]. By using Eqs. (3.80) and (3.95) and by transforming the
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summation index ν 7→ ν̄ and the integration variable K⃗⊥ 7→ −K⃗⊥ when needed
we obtain ∑

ν={L,R}

∫ ∞

0

dΩ

∫
R2

d2K⃗⊥αν(k⃗,Ω, K⃗⊥)

×
[
Âν(Ω, K⃗⊥)− exp

(
−βΩ

2

)
B̂†
ν̄(Ω,−K⃗⊥)

]
|0M⟩ = 0, (3.96a)∑

ν={L,R}

∫ ∞

0

dΩ

∫
R2

d2K⃗⊥αν(k⃗,Ω, K⃗⊥)

×
[
B̂ν(Ω, K⃗⊥)− exp

(
−βΩ

2

)
Â†
ν̄(Ω,−K⃗⊥)

]
|0M⟩ = 0, (3.96b)

which holds for any real k. Equation (3.54) is equivalent to

Âν(Ω, K⃗⊥)|0M⟩ = exp

(
−βΩ

2

)
B̂†
ν̄(Ω,−K⃗⊥)|0M⟩, (3.97a)

B̂ν(Ω, K⃗⊥)|0M⟩ = exp

(
−βΩ

2

)
Â†
ν̄(Ω,−K⃗⊥)|0M⟩ (3.97b)

for any ν = {L,R} and for any (Ω, K⃗⊥) ∈ (0,∞)⊗ R2.
The solution of Eq. (3.97) is (3.56), with

ŝS =
∑

ν={L,R}

∫ ∞

0

dΩ

∫
R2

d2K⃗⊥ exp

(
−βΩ

2

)
Â†
ν(Ω, K⃗⊥)B̂

†
ν̄(Ω,−K⃗⊥). (3.98)

In analogy to the 1+1 massless scalar real field, the state exp(ŝS)|0L, 0R⟩ can
be normalized in the regularized discrete theory [Appendix B.2]; the continuum
limit leads to Eq. (3.7), with unitary operator

ŜS = exp

2
∑

ν={L,R}

∫ ∞

0

dΩ

∫
R2

d2K⃗⊥ζ(Ω)
[
Â†
ν(Ω, K⃗⊥)B̂

†
ν̄(Ω,−K⃗⊥)

]A ,

(3.99)
where ζ(Ω) is defined by Eq. (3.63) and the superscript A indicates the antiher-
mitian part.

As a result, we obtain the representation of the Minkowski vacuum in the
right and left Rindler frame for massive scalar complex fields in 3+1 dimensions.
Notice that the operator ŜS of Eq. (3.99) is composed by two modes squeezed
operators with defined energy Ω and opposite transverse momentum K⃗⊥. This
is in analogy to the case of massless scalar real fields in 1+1 dimensions studied
in Sec. 3.3. The only difference between Eq. (3.62) and (3.99) is given by the
Rindler quantum numbers, which in the former case is just K, whereas in the
latter they are Ω and K⃗⊥.
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3.4.3 Minkowski vacuum in the right Rindler frame

In Sec. 3.3.3 we proved for 1+1 massless scalar real fields that the representa-
tive of the Minkowski vacuum in the accelerated frame is the thermal state.
The prove is based on performing the partial trace TrL of the pure vector
exp(ŝS)|0L, 0R⟩.

Given the similarities between Eq. (3.57) and Eq. (3.98), it is straightforward
to prove the same result for 3+1 massive scalar complex fields as well. The only
difference is given by the Rindler quantum numbers, as we have detailed at the
end of Sec. 3.4.2.

In conclusion, the Minkowski vacuum of massive scalar complex fields in 3+1
dimensions is seen by the accelerated frame as a thermal state ρ̂0 with Unruh
temperature TU = ℏβ/kB. This result proves the Unruh effect for general scalar
fields.

3.5 Dirac field

This section is based on and contains material from Ref. [2].

3.5.1 Introduction

The Unruh effect is the prediction that an accelerated observer detects Rindler
particles in the Minkowski vacuum [14, 15, 16]. The phenomenon was originally
studied in the context of scalar fields. As we have seen in Secs. (3.3) and
(3.4), scalar particles in the accelerated frame are expected to follow the bosonic
thermal distribution (eβΩ−1)−1, where ℏΩ is the particles energy and β = 2π/ca
is inversely proportional to the acceleration of the observer α = c2a.

More recent works considered Dirac fields [56, 64]. The result is a fermionic
thermal distribution (eβΩ + 1)−1 for Rindler-Dirac particles in the Minkowski
vacuum. Despite these investigations, a complete description of the Minkowski
vacuum in terms of Dirac Rindler-Fock states is missing.

The Bogoliubov coefficients relating Minkowski operators to Rindler oper-
ators have been derived in Ref. [56]. Here, we give the explicit algebraic rep-
resentation of the Minkowski vacuum in the Rindler frame and its thermal
representation in one wedge.

We rederive the Bogoliubov transformation relating the Minkowski operators
to the Rindler operators and we derive the Minkowski vacuum as an element
of the Rindler-Fock space. We, hence, use the Bogoliubov coefficients to give a
complete description of the Minkowski vacuum in the Rindler spacetime.

We obtain different Rindler-Fock representations depending of the choice for
the spin basis in each wedge. The dependence of the spin basis is due to the
presence of a spin coupling between modes of opposite wedges.

We also derive the statistical operator describing the Minkowski vacuum
seen by the accelerated observer. We compute the partial trace with respect
to the left wedge TrL(|0M⟩⟨0M|) by adopting a many-body approach for Dirac
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particles. The result is a fermionic thermal state that completely describes the
Minkowski vacuum in the right Rindler spacetime.

The section is organized as follows. In Sec. 3.5.2, we compute the Bogoliubov
transformations relating Minkowski to Rindler operators. The Bogoliubov co-
efficients are then used in Sec. 3.5.3 to give the representation of the Minkowski
vacuum in the Rindler spacetime. We compute the partial trace with respect to
the left wedge and obtain the fermionic thermal state in Sec. 3.5.4. In Sec. 3.5.5
we discuss the dependence of the results with respect to the spin basis choice.
Conclusions are drawn in Sec. 3.5.6.

3.5.2 Bogoliubov transformation

In Sec. 1.1.2 and in Sec. 1.3.2 we considered the Minkowski (t, x⃗) and the
Rindler (T, X⃗) spacetimes and we studied the respective Dirac fields ψ̂(t, x⃗) and
Ψ̂ν(T, X⃗). We defined the operators ĉs(k⃗), d̂s(k⃗), Ĉνs(Ω, K⃗⊥) and D̂νs(Ω, K⃗⊥)
as the annihilators of positive and negative frequency modes for each spacetime.

Here, we consider both the Minkowski (t, x⃗) and the Rindler (T, X⃗) space-
times to describe the inertial and the accelerated frame of a flat spacetime. The
operators ψ̂(t, x⃗) and Ψ̂ν(T, X⃗) define the same Dirac field in each coordinate
system. We compute the Bogoliubov transformation relating Minkowski (ĉs(k⃗)
and d̂s(k⃗)) and Rindler (Ĉνs(Ω, K⃗⊥) and D̂νs(Ω, K⃗⊥)) operators. We follow
steps 1-4 of Sec. 3.1 and the same method presented in Secs. 3.3 and 3.4 for
scalar fields. A different approach can be found in [56].

Equation (1.41) can be used to invert Eq. (1.38) as

ĉs(k⃗) = (us(k⃗), ψ̂)C4⊗L2
D(R3), d̂†s(k⃗) = (vs(k⃗), ψ̂)C4⊗L2

D(R3). (3.100)

Equation (3.100) explicitly reads as

ĉs(k⃗) =

∫
R3

d3xu†s(k⃗, t, x⃗)ψ̂(t, x⃗), d̂†s(k⃗) =

∫
R3

d3xv†s(k⃗, t, x⃗)ψ̂(t, x⃗). (3.101)

The Dirac field transforms as a spinor field under diffeomorphisms [Eq. (3.3)].
When t = 0, the transformation (3.3) reads as

ψ̂(0, x⃗) =
∑

ν={L,R}

θ(sνz)Ψ̂ν(0, X⃗ν(x⃗)), (3.102)

with X⃗ν(x⃗) = X⃗ν(0, x⃗). By choosing t = 0 and using Eq. (3.102) in Eq. (3.101)
one obtains

ĉs(k⃗) =
∑

ν={L,R}

∫
R3

d3xθ(sνz)u
†
s(k⃗, 0, x⃗)Ψ̂ν(0, X⃗ν(x⃗)), (3.103a)

d̂†s(k⃗) =
∑

ν={L,R}

∫
R3

d3xθ(sνz)v
†
s(k⃗, 0, x⃗)Ψ̂ν(0, X⃗ν(x⃗)). (3.103b)
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By plugging Eq. (1.130) in Eq. (3.103) one is able to related the Minkowski
operators ĉs(k⃗) and d̂s(k⃗) to the Rindler operators Ĉνs(Ω, K⃗⊥) and D̂νs(Ω, K⃗⊥)
through the Bogoliubov transformation

ĉs(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫
R
dΩ

∫
R2

d2K⊥

×
∫
R3

d3xθ(sνz)u
†
s(k⃗, 0, x⃗)Wνs′(Ω, K⃗⊥, 0, X⃗ν(x⃗))

×
[
θ(Ω)Ĉνs′(Ω, K⃗⊥) + θ(−Ω)D̂†

νs′(−Ω,−K⃗⊥)
]
, (3.104a)

d̂†s(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫
R
dΩ

∫
R2

d2K⊥

×
∫
R3

d3xθ(sνz)v
†
s(k⃗, 0, x⃗)Wνs′(−Ω,−K⃗⊥, 0, X⃗ν(x⃗))

×
[
θ(−Ω)Ĉνs′(−Ω,−K⃗⊥) + θ(Ω)D̂†

νs′(Ω, K⃗⊥)
]
. (3.104b)

By using Eqs. (1.40)7 and (1.132) and by performing the integration with respect
to x and y, the Bogoliubov transformation (3.104) becomes

ĉs(k⃗) =
√
2π

∑
ν={L,R}

2∑
s′=1

∫
R
dΩ

∫
R2

d2K⊥δ
2(k⃗⊥ − K⃗⊥)

∫
R
dzθ(sνz)e

−ik3z

× ũ†s(k⃗)W̃νs′(Ω, k⃗⊥, Zν(z))
[
θ(Ω)Ĉνs′(Ω, K⃗⊥) + θ(−Ω)D̂†

νs′(−Ω,−K⃗⊥)
]
,

(3.105a)

d̂†s(k⃗) =
√
2π

∑
ν={L,R}

2∑
s′=1

∫
R
dΩ

∫
R2

d2K⊥δ
2(k⃗⊥ − K⃗⊥)

∫
R
dzθ(sνz)e

ik3z

× ṽ†s(k⃗)W̃νs′(−Ω,−k⃗⊥, Zν(z))
[
θ(−Ω)Ĉνs′(−Ω,−K⃗⊥) + θ(Ω)D̂†

νs′(Ω, K⃗⊥)
]
.

(3.105b)

To obtain ũ†s(k⃗)W̃νs′(Ω, k⃗⊥, Zν(z)) and ṽ†s(k⃗)W̃νs′(−Ω,−k⃗⊥, Zν(z)) appear-
ing in Eqs. (3.105a) and (3.105b), we compute ũ†s(k⃗)Gν(k⃗⊥)Wνs′(Ω, k⃗⊥) and
ṽ†s(k⃗)Gν(−k⃗⊥)Wνs′(−Ω,−k⃗⊥). The former can be obtained by using Eqs. (1.37),

7In Sec. 1.1.2, we chose the basis of particles with defined spin along one direction. A
basis of modes with the same property is not available in the Rindler spacetime. Indeed, the
translational symmetry with respect to the direction of the acceleration is absent, and particles
with defined energy do not have defined momentum component along such a direction. Hence,
no Lorentz boost leads to the comoving frame of these particles. For this reason, Rindler-
Dirac modes with defined frequency and spin cannot be considered. Since our aim is to relate
Minkowski modes with Rindler modes, there is no reason to prefer the basis with defined spin.
Hereafter, we consider the general solutions of Eq. (1.44) and we do not choose any particular
basis for the spin degrees of freedom.
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(1.44a), (1.136), (1.156) and (1.158)

ũ†s(k⃗)Gν(k⃗⊥)Wνs′(Ω, k⃗⊥)

=−
[
Gν(k⃗⊥)ũs(k⃗)

]†
Wνs′(Ω, k⃗⊥)

=
−sνic
κ(k⃗⊥)

[
γ0
(
k1γ

1 + k2γ
2 +

mc

ℏ

)
ũs(k⃗)

]†
Wνs′(Ω, k⃗⊥)

=
−sνic
κ(k⃗⊥)

{
γ0
[
ω(k⃗)γ0 − k3γ3

]
ũs(k⃗)

}†
Wνs′(Ω, k⃗⊥)

=
−sνi
κ(k⃗⊥)

{[
ω(k⃗)

c
− ck3γ0γ3

]
ũs(k⃗)

}†

Wνs′(Ω, k⃗⊥)

=
−sνi
κ(k⃗⊥)

ũ†s(k⃗)

[
ω(k⃗)

c
− ck3γ0γ3

]
Wνs′(Ω, k⃗⊥)

=
−sνi
κ(k⃗⊥)

[
ω(k⃗)

c
− k3

]
ũ†s(k⃗)Wνs′(Ω, k⃗⊥). (3.106)

Similarly, for the second scalar product one can use Eq. (1.44b) instead of
Eq. (1.44a)

ṽ†s(k⃗)Gν(−k⃗⊥)Wνs′(−Ω,−k⃗⊥)

=−
[
Gν(−k⃗⊥)ṽs(k⃗)

]†
Wνs′(−Ω,−k⃗⊥)

=
sνic

κ(k⃗⊥)

[
γ0
(
k1γ

1 + k2γ
2 − mc

ℏ

)
ṽs(k⃗)

]†
Wνs′(−Ω,−k⃗⊥)

=
sνic

κ(k⃗⊥)

{
γ0
[
ω(k⃗)γ0 − k3γ3

]
ṽs(k⃗)

}†
Wνs′(−Ω,−k⃗⊥)

=
sνi

κ(k⃗⊥)

{[
ω(k⃗)

c
− ck3γ0γ3

]
ṽs(k⃗)

}†

Wνs′(−Ω,−k⃗⊥)

=
sνi

κ(k⃗⊥)
ṽ†s(k⃗)

[
ω(k⃗)

c
− ck3γ0γ3

]
Wνs′(−Ω,−k⃗⊥)

=
sνi

κ(k⃗⊥)

[
ω(k⃗)

c
− k3

]
ṽ†s(k⃗)Wνs′(−Ω,−k⃗⊥). (3.107)

By using Eq. (3.88), Eqs. (3.106) and (3.107) turn into

ũ†s(k⃗)Gν(k⃗⊥)Wνs′(Ω, k⃗⊥) = exp
(
−sνi

π

2
− ϑ(k⃗)

)
ũ†s(k⃗)Wνs′(Ω, k⃗⊥), (3.108a)

ṽ†s(k⃗)Gν(−k⃗⊥)Wνs′(−Ω,−k⃗⊥) = exp
(
sνi

π

2
− ϑ(k⃗)

)
ṽ†s(k⃗)Wνs′(−Ω,−k⃗⊥),

(3.108b)
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which means that

ũ†s(k⃗)
[
Gν(k⃗⊥)

](1−σ)/2
Wνs′(Ω, k⃗⊥) = exp

(
σ − 1

2

[
sνi

π

2
+ ϑ(k⃗)

])
× ũ†s(k⃗)Wνs′(Ω, k⃗⊥), (3.109a)

ṽ†s(k⃗)
[
Gν(−k⃗⊥)

](1−σ)/2
Wνs′(−Ω,−k⃗⊥) = exp

(
σ − 1

2

[
−sνi

π

2
+ ϑ(k⃗)

])
× ṽ†s(k⃗)Wνs′(−Ω,−k⃗⊥). (3.109b)

Equations (1.163), (1.176) and (3.109) and the fact that κ(K⃗⊥) and K(Ω, K⃗⊥, Z)

are even with respect to K⃗⊥ [Eqs. (1.114) and (1.147)] allow to compute the
scalar products

ũ†s(k⃗)W̃νs′(Ω, k⃗⊥, Zν(z)) =
∑
σ=±

K(σsνΩ, k⃗⊥, Zν(z))

× exp

(
σ − 1

2

[
sνi

π

2
+ ϑ(k⃗)

])
ũ†s(k⃗)Wνs′(Ω, k⃗⊥), (3.110a)

ṽ†s(k⃗)W̃νs′(−Ω,−k⃗⊥, Zν(z)) =
∑
σ=±

K∗(σsνΩ, k⃗⊥, Zν(z))

× exp

(
σ − 1

2

[
−sνi

π

2
+ ϑ(k⃗)

])
ṽ†s(k⃗)Wνs′(−Ω,−k⃗⊥). (3.110b)

By plugging Eq. (3.110) in Eq. (3.105) and using Eq. (1.170), one obtains

ĉs(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫
R
dΩ

∫
R2

d2K⊥αν(k⃗,Ω, K⃗⊥)ũ
†
s(k⃗)W̃νs′(Ω, K⃗⊥)

×
[
θ(Ω)Ĉνs′(Ω, K⃗⊥) + θ(−Ω)D̂†

νs′(−Ω,−K⃗⊥)
]
, (3.111a)

d̂†s(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫
R
dΩ

∫
R2

d2K⊥α
∗
ν(k⃗,Ω, K⃗⊥)ṽ

†
s(k⃗)W̃νs′(−Ω,−K⃗⊥)

×
[
θ(−Ω)Ĉνs′(−Ω,−K⃗⊥) + θ(Ω)D̂†

νs′(Ω, K⃗⊥)
]
, (3.111b)

with the Bogoliubov coefficient

αν(k⃗,Ω, K⃗⊥) =
1

π
δ2(k⃗⊥ − K⃗⊥)

√
κ(k⃗⊥)

2πca
cosh

(
β

2
Ω

)
exp

(
−sνi

π

4
− ϑ(k⃗)

2

)
× Iν(k⃗,Ω) (3.112)

and with

Iν(k⃗,Ω) =
∑
σ=±

Ĩν(k⃗, σΩ) exp

(
σsνi

π

4
+ σ

ϑ(k⃗)

2

)
, (3.113a)
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Ĩν(k⃗,Ω) =

∫
R
dzθ(sνz)e

−ik3zK(sνΩ, k⃗⊥, sνZν(z)). (3.113b)

The integral appearing in Eq. (3.113b) can be computed by considering
Eq. (3.90). By replacing the variables ξ, ζ and τ with, respectively, sνκ(k⃗⊥)z,
sνiΩ/ca−1/2 and sνϑ(k⃗) and by dividing the equation with κ(k⃗⊥), one obtains∫

R
dzθ(sνz) exp(−iκ(k⃗⊥) sinh(ϑ(k⃗))z)Ksν iΩ/ca−1/2

(
sνκ(k⃗⊥)z

)
=
π sin

(
sνi

πΩ
2ca −

π
4 + ϑ(k⃗)Ω

ca + sνi
ϑ(k⃗)
2

)
κ(k⃗⊥) sin

(
sνi

πΩ
ca −

π
2

)
cosh(ϑ(k⃗))

. (3.114)

By using Eqs. (1.147), (3.88b), (3.113b) and (3.114), one can compute

Ĩν(k⃗,Ω)

=

∫
R
dzθ(sνz) exp(−iκ(k⃗⊥) sinh(ϑ(k⃗))z)Ksν iΩ/ca−1/2

(
κ(k⃗⊥)

esνaZν(z)

a

)
=

∫
R
dzθ(sνz) exp(−iκ(k⃗⊥) sinh(ϑ(k⃗))z)Ksν iΩ/ca−1/2

(
sνκ(k⃗⊥)z

)
=
π sin

(
sνi

βΩ
4 −

π
4 + ϑ(k⃗)Ω

ca + sνi
ϑ(k⃗)
2

)
κ(k⃗⊥) sin

(
sνi

βΩ
2 −

π
2

)
cosh(ϑ(k⃗))

=−
sνπ sin

(
iβΩ4 − sν

π
4 + sν

ϑ(k⃗)Ω
ca + iϑ(k⃗)2

)
κ(k⃗⊥) cosh

(
βΩ
2

)
cosh(ϑ(k⃗))

. (3.115)

By plugging Eq. (3.115) in Eq. (3.113a) one obtains

Iν(k⃗,Ω)

=− sνπ
[
κ(k⃗⊥) cosh

(
βΩ

2

)
cosh(ϑ(k⃗))

]−1 ∑
σ=±

exp

(
σsνi

π

4
+ σ

ϑ(k⃗)

2

)

× sin

(
σi
βΩ

4
− sν

π

4
+ σsν

ϑ(k⃗)Ω

ca
+ i

ϑ(k⃗)

2

)

=sνiπ

[
2κ(k⃗⊥) cosh

(
βΩ

2

)
cosh(ϑ(k⃗))

]−1

×
∑
σ=±

[
exp

(
sνi

σ − 1

4
π +

σ − 1

2
ϑ(k⃗)− σβΩ

4
+ σsνi

ϑ(k⃗)Ω

ca

)

− exp

(
sνi

σ + 1

4
π +

σ + 1

2
ϑ(k⃗) + σ

βΩ

4
− σsνi

ϑ(k⃗)Ω

ca

)]

=sνiπ

[
2κ(k⃗⊥) cosh

(
βΩ

2

)
cosh(ϑ(k⃗))

]−1 [
− exp

(
sνi

π

2
+ ϑ(k⃗) +

βΩ

4
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−sνi
ϑ(k⃗)Ω

ca

)
+ exp

(
−sνi

π

2
− ϑ(k⃗) + βΩ

4
− sνi

ϑ(k⃗)Ω

ca

)]

=sνiπ

[
2κ(k⃗⊥) cosh

(
βΩ

2

)
cosh(ϑ(k⃗))

]−1

exp

(
βΩ

4
− sνi

ϑ(k⃗)Ω

ca

)
×
[
−sνieϑ(k⃗) − sνie−ϑ(k⃗)

]
=π

[
κ(k⃗⊥) cosh

(
βΩ

2

)]−1

exp

(
βΩ

4
− sνi

ϑ(k⃗)Ω

ca

)
. (3.116)

Equation (3.116) can be used in Eq. (3.112) to obtain the final expression
for the Bogoliubov coefficients

αν(k⃗,Ω, K⃗⊥) = δ2(k⃗⊥ − K⃗⊥)
exp

(
−sνiπ4 −

ϑ(k⃗)
2 + βΩ

4 − sνi
ϑ(k⃗)Ω
ca

)
√

2πcaκ(k⃗⊥) cosh
(
β
2Ω
) . (3.117)

By using the fact that sν̄ = −sν , Eq. (3.117) leads to

αν̄(k⃗,−Ω, K⃗⊥) =sνie
−βΩ/2αν(k⃗,Ω, K⃗⊥), (3.118)

which can be used in Eq. (3.111) to relate operators of opposite frequency and
wedge. By inverting the variables Ω 7→ −Ω and ν 7→ ν̄ when Ω < 0, Eq. (3.111)
becomes

ĉs(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥

× ũ†s(k⃗)
[
αν(k⃗,Ω, K⃗⊥)W̃νs′(Ω, K⃗⊥)Ĉνs′(Ω, K⃗⊥)

+αν̄(k⃗,−Ω, K⃗⊥)W̃ν̄s′(−Ω, K⃗⊥)D̂
†
ν̄s′(Ω,−K⃗⊥)

]
, (3.119a)

d̂†s(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥

× ṽ†s(k⃗)
[
α∗
ν̄(k⃗,−Ω, K⃗⊥)W̃ν̄s′(Ω,−K⃗⊥)Ĉν̄s′(Ω,−K⃗⊥)

+α∗
ν(k⃗,Ω, K⃗⊥)W̃νs′(−Ω,−K⃗⊥)D̂

†
νs′(Ω, K⃗⊥)

]
. (3.119b)

By plugging Eq. (3.118) in Eq. (3.119),

ĉs(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥αν(k⃗,Ω, K⃗⊥)

× ũ†s(k⃗)
[
W̃νs′(Ω, K⃗⊥)Ĉνs′(Ω, K⃗⊥)
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+sνie
−βΩ/2W̃ν̄s′(−Ω, K⃗⊥)D̂

†
ν̄s′(Ω,−K⃗⊥)

]
, (3.120a)

d̂†s(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥α
∗
ν(k⃗,Ω, K⃗⊥)

× ṽ†s(k⃗)
[
−sνie−βΩ/2W̃ν̄s′(Ω,−K⃗⊥)Ĉν̄s′(Ω,−K⃗⊥)

+W̃νs′(−Ω,−K⃗⊥)D̂
†
νs′(Ω, K⃗⊥)

]
. (3.120b)

Finally, by using Eq. (1.173a),

ĉs(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥αν(k⃗,Ω, K⃗⊥)

× ũ†s(k⃗)W̃νs′(Ω, K⃗⊥)
[
Ĉνs′(Ω, K⃗⊥)

+sνie
−βΩ/2

2∑
s′′=1

Mνs′′s′(Ω, K⃗⊥)D̂
†
ν̄s′′(Ω,−K⃗⊥)

]
, (3.121a)

d̂†s(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥α
∗
ν(k⃗,Ω, K⃗⊥)

× ṽ†s(k⃗)W̃νs′(−Ω,−K⃗⊥)
[
D̂†
νs′(Ω, K⃗⊥)

−sνie−βΩ/2
2∑

s′′=1

Mνs′′s′(−Ω,−K⃗⊥)Ĉν̄s′′(Ω,−K⃗⊥)

]
. (3.121b)

From the definition of Mνss′(Ω, K⃗⊥) [Eq. (1.173b)], one can compute its
complex conjugate, i.e.,

M∗
νss′(Ω, K⃗⊥) =Mν̄s′s(−Ω, K⃗⊥). (3.122)

By using Eq. (3.122), one can also conjugate Eq. (3.121b) to obtain

d̂s(k⃗) =
∑

ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥αν(k⃗,Ω, K⃗⊥)

× W̃†
νs′(−Ω,−K⃗⊥)ṽs(k⃗)

[
D̂νs′(Ω, K⃗⊥)

+sνie
−βΩ/2

2∑
s′′=1

Mν̄s′s′′(Ω,−K⃗⊥)Ĉ
†
ν̄s′′(Ω,−K⃗⊥)

]
. (3.123)

In conclusion, we computed the Bogoliubov transformations relating Min-
kowski and Rindler operators [Eq. (3.111)]. The explicit form of the Bogoliubov
coefficient αν(k⃗,Ω, K⃗⊥) is reported in Eq. (3.117). The symmetry between Bo-
goliubov coefficients of opposite wedge [Eq. (3.118)] resulted in a coupling be-
tween Rindler operators of opposite wedge and frequency in the Bogoliubov
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transformation [Eqs. (3.121a) and (3.123)]. A similar coupling has been found
for scalar fields, as it can be noticed by comparing Eq. (3.118) with Eq. (3.52)
or Eq. (3.95). In the next subsection, we will show how this coupling is involved
in the Rindler-Fock representation of the Minkowski vacuum, in analogy to the
bosonic case.

3.5.3 Minkowski vacuum in the left and the right Rindler
frame

In Sec. 3.5.2 we derived the Bogoliubov transformations relating Minkowski
and Rindler operators. We obtained an expression in which operators of op-
posite wedge and frequency are coupled. Here, we will use these transforma-
tions to show how the Minkowski vacuum can be represented as an element of
the Rindler-Fock space. The proof is similar to the one seen for scalar fields
[Secs. 3.3.2 and 3.4.2] and involves the coupling between operators of opposite
wedges [Eqs. (3.52), (3.95) and (3.118)]. We will obtain two-modes squeezed
states where each Rindler mode is paired with the mode with opposite wedge
and frequency. The spin degrees of freedom are coupled through the matrix
Mνss′(Ω, K⃗⊥) defined in Sec. 1.3.2. Hence, we will obtained different represen-
tations depending of the chosen basis W̃νs(Ω, K⃗⊥).

The Minkowski vacuum |0M⟩ is defined as the state that is always annihilated
by the Minkowski operators ĉs(k⃗) and d̂s(k⃗), i.e.,

ĉs(k⃗)|0M⟩ = 0, d̂s(k⃗)|0M⟩ = 0, (3.124)

for any s and k⃗. Conversely, the Rindler vacuum |0L, 0R⟩ is defined as

Ĉνs(Ω, K⃗⊥)|0L, 0R⟩ = 0, D̂νs(Ω, K⃗⊥)|0L, 0R⟩ = 0, (3.125)

for any ν, s, Ω and K⃗⊥. Equations (3.124) and (3.125) are the equivalent of
Eqs. (3.6) and (3.8), respectively, for Dirac fields.

In order to see |0M⟩ as an element of the Rindler-Fock space, one has to plug
the Bogoliubov transformations (3.121a) and (3.123) in Eq. (3.124) and look for
a Rindler-Fock state such that

∑
ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥αν(k⃗,Ω, K⃗⊥)ũ
†
s(k⃗)W̃νs′(Ω, K⃗⊥)

[
Ĉνs′(Ω, K⃗⊥)

+sνie
−βΩ/2

2∑
s′′=1

Mνs′′s′(Ω, K⃗⊥)D̂
†
ν̄s′′(Ω,−K⃗⊥)

]
|0M⟩ = 0, (3.126a)

∑
ν={L,R}

2∑
s′=1

∫ ∞

0

dΩ

∫
R2

d2K⊥αν(k⃗,Ω, K⃗⊥)W̃
†
νs′(−Ω,−K⃗⊥)ṽs(k⃗)

[
D̂νs′(Ω, K⃗⊥)

+sνie
−βΩ/2

2∑
s′′=1

Mν̄s′s′′(Ω,−K⃗⊥)Ĉ
†
ν̄s′′(Ω,−K⃗⊥)

]
|0M⟩ = 0, (3.126b)
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for any s and k⃗. As a consequence of the generality of s and k⃗, Eq. (3.126) is
equivalent to[

Ĉνs(Ω, K⃗⊥) + sνie
−βΩ/2

2∑
s′=1

Mνs′s(Ω, K⃗⊥)D̂
†
ν̄s′(Ω,−K⃗⊥)

]
|0M⟩ = 0,

(3.127a)[
D̂νs(Ω, K⃗⊥) + sνie

−βΩ/2
2∑

s′=1

Mν̄ss′(Ω,−K⃗⊥)Ĉ
†
ν̄s′(Ω,−K⃗⊥)

]
|0M⟩ = 0.

(3.127b)

The solution of Eq. (3.127) is

|0M⟩ ∝ exp(ŝD)|0L, 0R⟩, (3.128)

with operator

ŝD =− i
∑

ν={L,R}

sν

2∑
s=1

2∑
s′=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

×Mνs′s(Ω, K⃗⊥)Ĉ
†
νs(Ω, K⃗⊥)D̂

†
ν̄s′(Ω,−K⃗⊥). (3.129)

Equation (3.128) can be seen as the equivalent of Eq. (3.56) for Dirac fields
and will be used in the next subsection to derive the thermal vacuum state. In
Appendix B.3, we discuss how to normalize the state exp(ŝD)|0L, 0R⟩ and obtain
the identity

|0M⟩ = ŜD|0L, 0R⟩, (3.130)

with

ŜD =exp

2
∑

ν={L,R}

sν

2∑
s=1

2∑
s′=1

∫ +∞

0

dΩ

∫
R2

d2K⊥ζ(Ω)

×
[
−iMνs′s(Ω, K⃗⊥)Ĉ

†
νs(Ω, K⃗⊥)D̂

†
ν̄s′(Ω,−K⃗⊥)

]A)
. (3.131)

where ζ(Ω) is defined by Eq. (3.63) and the superscript A indicates the anti-
hermitian part. Equation (3.130) is the equivalent of Eq. (3.7) for Dirac fields
and gives the representation of the Minkowski vacuum in terms of left and right
Rindler particles.

We now provide a proof for Eq. (3.128) as the solution of Eq. (3.127). By
using the anticommutation properties of the Dirac operators (1.128), one obtains

Ĉνs(Ω, K⃗⊥)Ĉ
†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)

=δνν′δss′δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′
⊥)D̂

†
ν̄s′′(Ω,−K⃗⊥)

+ Ĉ†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)Ĉνs(Ω, K⃗⊥), (3.132a)
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D̂νs(Ω, K⃗⊥)Ĉ
†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)

=− δνν̄′δss′′δ(Ω− Ω′)δ2(K⃗⊥ + K⃗ ′
⊥)Ĉ

†
ν̄s′(Ω,−K⃗⊥)

+ Ĉ†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)D̂νs(Ω, K⃗⊥), (3.132b)

Ĉ†
νs(Ω, K⃗⊥)Ĉ

†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)

=Ĉ†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)Ĉ

†
νs(Ω, K⃗⊥), (3.132c)

D̂†
νs(Ω, K⃗⊥)Ĉ

†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)

=Ĉ†
ν′s′(Ω

′, K⃗ ′
⊥)D̂

†
ν̄′s′′(Ω

′,−K⃗ ′
⊥)D̂

†
νs(Ω, K⃗⊥). (3.132d)

By using Eqs. (3.129) and (3.132) and the fact that sν̄ = −sν ,

Ĉνs(Ω, K⃗⊥)ŝD =− sνie−βΩ/2
2∑

s′=1

Mνs′s(Ω, K⃗⊥)D̂
†
ν̄s′(Ω,−K⃗⊥)

+ ŝDĈνs(Ω, K⃗⊥), (3.133a)

D̂νs(Ω, K⃗⊥)ŝD =− sνie−βΩ/2
2∑

s′=1

Mν̄ss′(Ω,−K⃗⊥)Ĉ
†
ν̄s′(Ω,−K⃗⊥)

×+ŝDD̂νs(Ω, K⃗⊥), (3.133b)

Ĉ†
νs(Ω, K⃗⊥)ŝD =ŝDĈ

†
νs(Ω, K⃗⊥), (3.133c)

D̂†
νs(Ω, K⃗⊥)ŝD =ŝDD̂

†
νs(Ω, K⃗⊥). (3.133d)

Recursively one may prove the following identity from Eq. (3.133)

Ĉνs(Ω, K⃗⊥)ŝ
n
D =− nsνie−βΩ/2

2∑
s′=1

Mνs′s(Ω, K⃗⊥)D̂
†
ν̄s′(Ω,−K⃗⊥)ŝ

n−1
D

+ ŝnDĈνs(Ω, K⃗⊥), (3.134a)

D̂νs(Ω, K⃗⊥)ŝ
n
D =− nsνie−βΩ/2

2∑
s′=1

Mν̄ss′(Ω,−K⃗⊥)Ĉ
†
ν̄s′(Ω,−K⃗⊥)ŝ

n−1
D

+ ŝnDD̂νs(Ω, K⃗⊥), (3.134b)

which holds for any n ∈ N. By acting on the Rindler vacuum state |0L, 0R⟩,
Eq. (3.134) leads to

Ĉνs(Ω, K⃗⊥)ŝ
n
D|0L, 0R⟩ = −nsνie−βΩ/2

×
2∑

s′=1

Mνs′s(Ω, K⃗⊥)D̂
†
ν̄s′(Ω,−K⃗⊥)ŝ

n−1
D |0L, 0R⟩, (3.135a)

D̂νs(Ω, K⃗⊥)ŝ
n
D|0L, 0R⟩ = −nsνie−βΩ/2

×
2∑

s′=1

Mν̄ss′(Ω,−K⃗⊥)Ĉ
†
ν̄s′(Ω,−K⃗⊥)ŝ

n−1
D |0L, 0R⟩. (3.135b)
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By multiplying Eq. (3.135) with 1/n! and summing with respect to n, one
obtains

Ĉνs(Ω, K⃗⊥) exp(ŝD)|0L, 0R⟩ =− sνie−βΩ/2
2∑

s′=1

Mνs′s(Ω, K⃗⊥)

× D̂†
ν̄s′(Ω,−K⃗⊥) exp(ŝD)|0L, 0R⟩, (3.136a)

D̂νs(Ω, K⃗⊥) exp(ŝD)|0L, 0R⟩ =− sνie−βΩ/2
2∑

s′=1

Mν̄ss′(Ω,−K⃗⊥)

× Ĉ†
ν̄s′(Ω,−K⃗⊥) exp(ŝD)|0L, 0R⟩, (3.136b)

which proves that Eq. (3.128) is the solution of Eq. (3.127).
We now show how to write Eq. (3.129) in a more compact form. By com-

puting the sum with respect to ν and performing the integral variables trans-
formation Ω 7→ −Ω and K⃗⊥ 7→ −K⃗⊥ when ν = L, one obtains

ŝD =− i
2∑
s=1

2∑
s′=1

[
−
∫ 0

−∞
dΩ

∫
R2

d2K⊥e
βΩ/2MLs′s(−Ω,−K⃗⊥)

× Ĉ†
Ls(−Ω,−K⃗⊥)D̂

†
Rs′(−Ω, K⃗⊥)

+

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2MRs′s(Ω, K⃗⊥)

×Ĉ†
Rs(Ω, K⃗⊥)D̂

†
Ls′(Ω,−K⃗⊥)

]
. (3.137)

By letting Ĉ†
Rs(Ω, K⃗⊥) and D̂†

Ls′(Ω,−K⃗⊥) anticommute [Eq. (1.128e)],

ŝD =i

2∑
s=1

2∑
s′=1

[∫ 0

−∞
dΩ

∫
R2

d2K⊥e
βΩ/2

×MLs′s(−Ω,−K⃗⊥)Ĉ
†
Ls(−Ω,−K⃗⊥)D̂

†
Rs′(−Ω, K⃗⊥)

+

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2MRs′s(Ω, K⃗⊥)

×D̂†
Ls′(Ω,−K⃗⊥)Ĉ

†
Rs(Ω, K⃗⊥)

]
. (3.138)

Equation (3.138) suggests the definition of the operators Ê(Θ), with Θ =

(ν, s,Ω, K⃗⊥) ∈ {L,R} ⊗ {1, 2} ⊗ R3, such that

Ê†(L, s,Ω, K⃗⊥) =

{∑2
s′=1MRs′s(Ω, K⃗⊥)D̂

†
Ls′(Ω,−K⃗⊥) if Ω > 0∑2

s′=1MLss′(−Ω,−K⃗⊥)Ĉ
†
Ls′(−Ω,−K⃗⊥) if Ω < 0

,

(3.139a)

Ê†(R, s,Ω, K⃗⊥) =

{
Ĉ†

Rs(Ω, K⃗⊥) if Ω > 0

D̂†
Rs(−Ω, K⃗⊥) if Ω < 0

. (3.139b)
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In this way, Eq. (3.138) becomes

ŝD =
∑
θ

f(θ)F̂ †(θ), (3.140)

with θ = (s,Ω, K⃗⊥) ∈ {1, 2} ⊗ R3,

f(s,Ω, K⃗⊥) = ie−β|Ω|/2, (3.141a)

F̂ †(θ) = Ê†(L, θ)Ê†(R, θ) (3.141b)

and where
∑
θ is a generalized sum for the θ variables consisting in a sum with

respect to the discrete variable s and an integral for the continuum variables Ω
and K⃗⊥, i.e.,

∑
θ

=

2∑
s=1

∫
R
dΩ

∫
R2

d2K⊥, θ = (s,Ω, K⃗⊥). (3.142)

The operator ŜD, instead, can be written as

ŜD = exp

(
2
∑
θ

[g(θ)F̂ (θ)]A

)
, (3.143)

with
g(s,Ω, K⃗⊥) = iζ(|Ω|). (3.144)

Since the matrix Mνss′(Ω, K⃗⊥) is unitary, Eq. (3.139) is invertible. Indeed,
by using Eqs. (1.174) and (3.139) one can prove

Ĉ†
Ls(Ω, K⃗⊥) =

2∑
s′=1

M∗
Ls′s(Ω, K⃗⊥)Ê

†(L, s′,−Ω,−K⃗⊥), (3.145a)

D̂†
Ls(Ω, K⃗⊥) =

2∑
s′=1

M∗
Rss′(Ω,−K⃗⊥)Ê

†(L, s′,Ω,−K⃗⊥), (3.145b)

Ĉ†
Rs(Ω, K⃗⊥) = Ê†(R, s,Ω, K⃗⊥), (3.145c)

D̂†
Rs(Ω, K⃗⊥) = Ê†(R, s,−Ω, K⃗⊥), (3.145d)

for any Ω > 0. For this reason, Eqs. (3.139) and (3.145) are a one-to-one map-
ping between Ê†(Θ) and the creation operators Ĉ†

νs(Ω, K⃗⊥) and D̂†
νs(Ω, K⃗⊥).

Notice that, from the definition of the Rindler vacuum |0L, 0R⟩ [Eq. (3.125)]
and the operator Ê(Θ) [Eq. (3.139)],

Ê(Θ)|0L, 0R⟩ = 0. (3.146)

The anticommutation properties for the operator Ê(Θ) are

{Ê(Θ), Ê†(Θ′)} = ∆(Θ,Θ′), (3.147a)
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{Ê(Θ), Ê(Θ′)} = 0, (3.147b)

where ∆(Θ,Θ′) is a generalized delta function for the variables Θ = (ν, s,Ω, K⃗⊥)

and Θ′ = (ν′, s′,Ω′, K⃗ ′
⊥). The function ∆(Θ,Θ′) is the product of the Kronecker

delta for the discrete variables ν, ν′, s and s′ and the Dirac delta function for
the continuum variables Ω− Ω′ and K⃗⊥ − K⃗ ′

⊥:

∆((ν, s,Ω, K⃗⊥), (ν
′, s′,Ω′, K⃗ ′

⊥)) = δνν′δss′δ(Ω− Ω′)δ2(K⃗⊥ − K⃗ ′
⊥). (3.148)

Equation (3.147) can be checked by using Eqs. (1.128), (1.174) and (3.139). As
a consequence of Eqs. (3.146) and (3.147), the mapping from Ĉ†

νs(Ω, K⃗⊥) and
D̂†
νs(Ω, K⃗⊥) to Ê†(Θ) is canonical.

Equations (3.141b) and (3.147b) lead to

[F̂ †(θ), F̂ †(θ′)] = 0, (3.149a)

F̂ †(θ)F̂ †(θ) = 0. (3.149b)

The representative of the Minkowski vacuum given by Eqs. (3.128) and (3.140)
and the algebraic properties of the operators Ê(Θ) and F̂ (θ) [Eqs. (3.146),
(3.147) and (3.149)] will be used in the next subsection to derive the statistical
operator describing the Minkowski vacuum in the right Rindler frame.

3.5.4 Minkowski vacuum in the right Rindler frame
In the previous subsection we derived the representation of the Minkowski vac-
uum in both left and right Rindler frames. Here, instead, we will focus only on
the right wedge, which describes the accelerated observer with positive acceler-
ation c2a. By performing a partial trace over the left wedge, we will compute
the statistical operator representing the Minkowski vacuum as an element of the
right Rindler-Fock space. The result will be a fermionic thermal state, which is
at the origin of the Unruh effect for Dirac fields.

In order to perform the partial trace, one needs a basis for the Rindler-Fock
space. The single particle space is defined by the creation operators Ĉ†

νs(Ω, K⃗⊥)

and D̂†
νs(Ω, K⃗⊥) acting on the vacuum state |0L, 0R⟩. Hence, a basis for single

particles and antiparticles in each wedge can be defined through the quantum
numbers s, Ω and K⃗⊥. Alternatively, one may take advantage of the canonical
transformation (3.139) and use the operator Ê(Θ) and the quantum numbers
Θ = (ν, s,Ω, K⃗⊥) to describe single particles and antiparticles of both wedges
as

|Θ⟩ = Ê†(Θ)|0L, 0R⟩. (3.150)

Notice that Eq. (3.150) is an orthonormal basis for the single particle and
antiparticle space. The orthonormality condition can be checked by using
Eqs. (3.146) and (3.147a).

Many-particles states are given by the action of sequences of creation oper-
ators Ê†(Θ) on the Rindler vacuum. We define the Rindler-Fock state

|Θ⟩ = Ê†(Θ)|0L, 0R⟩, (3.151)
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with

Ê†(Θ) =

|Θ|∏
i=1

Ê†(Θi) (3.152)

and where Θ = {Θ1, . . . ,Θn} is an ordered set of quantum numbers Θi and |Θ|
the cardinality of the set. By using Eqs. (3.146) and (3.147), one can prove that
the scalar product of different states defined by Eq. (3.151) is

⟨Θ|Θ′⟩ =
∑

τ∈S|Θ|

sign(τ)∆(τ(Θ),Θ′), (3.153)

with

∆(Θ,Θ′) = δ|Θ||Θ′|

|Θ|∏
i=1

∆(Θi,Θ
′
i) (3.154)

and where Sn is the space of all permutations of sets with n elements.
Notice that the order of the creation operators Ê†(Θi) on the right side

of Eq. (3.151) cannot be ignored because of the anticommuting nature of the
Rindler operators Ê†(Θi) [Eq. (3.147b)]. Any permutation of quantum numbers
Θi leads to the same many-particles state up to a sign. The set of states |Θ⟩
cannot be chosen as basis, due to the presence of the sign of permutations
appearing in Eq. (3.153).

To define a basis for the particles space, one has to consider an operator O
that acts on any sequence of quantum numbers Θ and rearrange their order by
following a fixed ordering rule. The set of states |O(Θ)⟩ form an orthonormal
basis for the many-particles space. Indeed the following equation holds

⟨O(Θ)|O(Θ′)⟩ =
∑

τ∈S|Θ|

∆(τ(Θ),Θ′). (3.155)

Notice that in Eq. (3.155) the sign of permutations is absent, as opposed to
Eq. (3.153).

The orthonormality condition (3.155) can be proven in the following way.
Firstly notice that the ordering function O acts on any sequence of quantum
numbers Θ as a Θ dependent permutation. Indeed, for any Θ, one can define
a permutation PΘ ∈ S|Θ| such that

O(Θ) = PΘ(Θ). (3.156)

Notice also that the ordering function O is unaffected by any permutation.
Explicitly, this means that

O(τ(Θ)) = O(Θ), (3.157)

for any τ ∈ S|Θ|. By using Eq. (3.156) in Eq. (3.157), one can also write

Pτ(Θ)τ(Θ) = PΘ(Θ), (3.158)
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which means that
sign(Pτ(Θ)τ) = sign(PΘ). (3.159)

Equations (3.153) and (3.156) lead to the scalar product

⟨O(Θ)|O(Θ′)⟩ =
∑

τ∈S|Θ|

sign(τ)∆(τPΘ(Θ),PΘ′(Θ′)). (3.160)

Notice that from the definition of ∆(Θ,Θ′) [Eq. (3.154)], by rearranging the
order of the product index i 7→ τ(i) with any permutation τ ∈ S|Θ| one obtains

∆(τ(Θ), τ(Θ′)) = ∆(Θ,Θ′). (3.161)

This can be used in Eq. (3.160) to obtain

⟨O(Θ)|O(Θ′)⟩ =
∑

τ∈S|Θ|

sign(τ)∆(τPΘP−1
Θ′ (Θ),Θ′). (3.162)

By using the fact that the sum
∑
τ∈S|Θ|

runs over all permutations of S|Θ|, one
can perform the transformation τ 7→ τPΘ′P−1

Θ in Eq. (3.162) and write

⟨O(Θ)|O(Θ′)⟩ =
∑

τ∈S|Θ|

sign(τPΘ′P−1
Θ )∆(τ(Θ),Θ′). (3.163)

Notice that the ∆(τ(Θ),Θ′) function in the right side of Eq. (3.163) is nonva-
nishing only when Θ′ = τ(Θ). Hence, Eq. (3.163) reads as

⟨O(Θ)|O(Θ′)⟩ =
∑

τ∈S|Θ|

sign(τPτ(Θ)P−1
Θ )∆(τ(Θ),Θ′). (3.164)

By using Eq. (3.159) in (3.164), one obtains Eq. (3.155).
Equation (3.155) is the orthonormality condition for the many-particles

states |O(Θ)⟩ defined as

|O(Θ)⟩ = Ê†(O(Θ))|0L, 0R⟩. (3.165)

Notice that Eq. (3.165) is symmetric with respect to any permutation of the
quantum numbers Θ⃗i [Eq. (3.157)].

Hereafter, we choose any ordering function O such that for any couple of
quantum numbers Θ = (ν, θ) and Θ′ = (ν′, θ′),

O({(ν, θ), (ν′, θ′)}) =

{
Q({(ν, θ), (ν′, θ′)}) if θ ̸= θ′

W({(ν, θ), (ν′, θ′)}) if θ = θ′
, (3.166)

where Q is any ordering function with respect to the non-repeating quantum
numbers θ = (s,Ω, K⃗⊥). The ordering function W, instead, is with respect to
the wedge variable ν. We choose the following definition for W

W({(L, θ), (R, θ)}) = ({(L, θ), (R, θ)}), (3.167a)
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W({(R, θ), (L, θ)}) = ({(L, θ), (R, θ)}). (3.167b)

We do not choose any particular definition for Q. However, for completeness,
we give a possible example by considering the lexicographical order as

Q({(ν, s,Ω, K⃗⊥), (ν
′, s′,Ω′, K⃗ ′

⊥)})

=

{
{(ν, s,Ω, K⃗⊥), (ν

′, s′,Ω′, K⃗ ′
⊥)} if s < s′

{(ν′, s′,Ω′, K⃗ ′
⊥), (ν, s,Ω, K⃗⊥)} if s > s′

, (3.168a)

Q({(ν, s,Ω, K⃗⊥), (ν
′, s,Ω′, K⃗ ′

⊥)})

=

{
{(ν, s,Ω, K⃗⊥), (ν

′, s,Ω′, K⃗ ′
⊥)} if Ω < Ω′

{(ν′, s,Ω′, K⃗ ′
⊥), (ν, s,Ω, K⃗⊥)} if Ω > Ω′ , (3.168b)

Q({(ν, s,Ω,K1,K2), (ν
′, s,Ω,K ′

1,K
′
2)})

=

{
{(ν, s,Ω,K1,K2), (ν

′, s,Ω,K ′
1,K

′
2)} if K1 < K ′

1

{(ν′, s,Ω,K ′
1,K

′
2), (ν, s,Ω,K1,K2)} if K1 > K ′

1

, (3.168c)

Q({(ν, s,Ω,K1,K2), (ν
′, s,Ω,K1,K

′
2)})

=

{
{(ν, s,Ω,K1,K2), (ν

′, s,Ω,K1,K
′
2)} if K2 < K ′

2

{(ν′, s,Ω,K1,K
′
2), (ν, s,Ω,K1,K2)} if K2 > K ′

2

. (3.168d)

We now show how to write the Minkowski vacuum [Eq. (3.128)] in terms of
the many-particles basis (3.165). Equation (3.140) leads to

ŝnD =
∑
θ1

· · ·
∑
θn

n∏
i=1

f(θi)

n∏
i=1

F̂ †(θi), (3.169)

for any n ∈ N. The operators F̂ †(θi) that appear in Eq. (3.169) are defined by
Eq. (3.141b) and can be written in terms of Ê†(Θ) [Eq. (3.152)] as

F̂ †(θ) = Ê†({(L, θ), (R, θ)}). (3.170)

Notice that the couple of quantum numbers appearing in Eq. (3.170) follow the
W order [Eq. (3.167)]. This means that

F̂ †(θ) = Ê†(W({(L, θ), (R, θ)})). (3.171)

Consider the chain of operators
∏n
i=1 F̂

†(θi) that appears in Eq. (3.169). The
operators F̂ †(θi) commute [Eq. (3.149a)], and, hence, one may write Eq. (3.169)
by following any order for the sequence of F̂ †(θi). Notice also that as a conse-
quence of Eq. (3.149b), no repetition of the quantum numbers θi occurs. There-
fore one may choose the Q order for the sequence of F̂ †(θi). By sorting the
F̂ †(Θ⃗i) operators in Eq. (3.169) with respect to the Q order and by considering
the fact that the Ê†(Θ) operators appearing in Eq. (3.141b) already follow the
W order [Eq. (3.171)], one derives the identity

n∏
i=1

F̂ †(θi) = Ê†

(
O

(
n⋃
i=1

{(L, θi), (R, θi)}

))
. (3.172)



116 CHAPTER 3. FRAME DEPENDENT CONTENT OF PARTICLES

By plugging Eq. (3.172) in Eq. (3.169), one obtains

ŝnD =
∑
θ1

· · ·
∑
θn

n∏
i=1

f(θi)Ê
†

(
O

(
n⋃
i=1

{(L, θi), (R, θi)}

))
. (3.173)

By acting on the Rindler vacuum and by using Eq. (3.165), Eq. (3.173) becomes

ŝnD|0L, 0R⟩ =
∑
θ1

· · ·
∑
θn

n∏
i=1

f(θi)

∣∣∣∣∣O
(

n⋃
i=1

{(L, θi), (R, θi)}

)〉
. (3.174)

By multiplying Eq. (3.174) with 1/n! and summing with respect to n, one
obtains

exp(ŝD)|0L, 0R⟩ =|0L, 0R⟩+
∞∑
n=1

1

n!

∑
θ1

· · ·
∑
θn

n∏
i=1

f(θi)

×

∣∣∣∣∣O
(

n⋃
i=1

{(L, θi), (R, θi)}

)〉
, (3.175)

which provides a representation for the Minkowski vacuum [Eq. (3.128)] with
respect to the basis (3.165).

We now compute the partial trace with respect to the left wedge. From
Eq. (3.175), one obtains

TrL
[
exp(ŝD)|0L, 0R⟩⟨0L, 0R| exp(ŝD)†

]
=|0R⟩⟨0R|+

∞∑
n=1

∞∑
m=1

1

n!m!

∑
θ1

· · ·
∑
θn

∑
θ′1

· · ·
∑
θ′m

n∏
i=1

f(θi)

m∏
i=1

f∗(θ′i)

×

〈
O

(
n⋃
i=1

{(L, θi)}

)∣∣∣∣∣O
(

m⋃
i=1

{(L, θ′i)}

)〉

×

∣∣∣∣∣O
(

n⋃
i=1

{(R, θi)}

)〉〈
O

(
m⋃
i=1

{(R, θ′i)}

)∣∣∣∣∣ . (3.176)

The orthonormality condition in the left wedge is〈
O

(
n⋃
i=1

{(L, θi)}

)∣∣∣∣∣O
(

m⋃
i=1

{(L, θ′i)}

)〉
= δnm

∑
τ∈Sn

n∏
i=1

∆
((

L, θτ(i)
)
, (L, θ′i)

)
.

(3.177)
By plugging Eq. (3.177) in Eq. (3.176) and by computing the sum

∑∞
m=1 and

the generalized sums
∑
θ′1
· · ·
∑
θ′m

, one obtains

TrL
[
exp(ŝD)|0L, 0R⟩⟨0L, 0R| exp(ŝD)†

]
=|0R⟩⟨0R|+

∞∑
n=1

1

(n!)2

∑
τ∈Sn

∑
θ1

· · ·
∑
θn

n∏
i=1

f(θi)

n∏
i=1

f∗(θτ(i))
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×

∣∣∣∣∣O
(

n⋃
i=1

{(R, θi)}

)〉〈
O

(
n⋃
i=1

{(R, θτ(i))}

)∣∣∣∣∣ . (3.178)

By using Eq. (3.157) and the fact that the cardinality of Sn is n!, Eq. (3.178)
becomes

TrL
[
exp(ŝD)|0L, 0R⟩⟨0L, 0R| exp(ŝD)†

]
= |0R⟩⟨0R|

+

∞∑
n=1

1

n!

∑
θ1

· · ·
∑
θn

n∏
i=1

|f(θi)|2
∣∣∣∣∣O
(

n⋃
i=1

{(R, θi)}

)〉〈
O

(
n⋃
i=1

{(R, θi)}

)∣∣∣∣∣ .
(3.179)

The right side of Eq. (3.179) is proportional to the thermal state in the right
wedge. This can be seen by considering the following eigenstate decomposition
of the Hamiltonian operator

ĤR =

∞∑
n=1

1

n!

∑
θ1

· · ·
∑
θn

[
n∑
i=1

hR(θi)

] ∣∣∣∣∣O
(

n⋃
i=1

{(R, θi)}

)〉〈
O

(
n⋃
i=1

{(R, θi)}

)∣∣∣∣∣ ,
(3.180)

where
hR(s,Ω, K⃗⊥) = ℏ|Ω|. (3.181)

The 1/n! factor comes from the repetition of any independent n particles state
due to the permutation symmetry (3.157). Notice that Eqs. (3.179) and (3.180)
have the same eigenstate decomposition but with different eigenvalues. By com-
paring Eq. (3.141a) with Eq. (3.181), one can derive the following identity re-
lating the eigenvalues of Eqs. (3.179) and (3.180)

n∏
i=1

|f(θi)|2 = exp

(
−β
ℏ

n∑
i=1

hR(θi)

)
, (3.182)

which means that

TrL
[
exp(ŝD)|0L, 0R⟩⟨0L, 0R| exp(ŝD)†

]
= exp

(
−β
ℏ
ĤR

)
. (3.183)

By using Eqs. (3.128) and (3.183) we prove that

TrL|0M⟩⟨0M| ∝ exp

(
−β
ℏ
ĤR

)
, (3.184)

which is the fermionic thermal state with temperature ℏ/(kBβ), where kB is the
Boltzmann constant. Equation (3.184) represents the Minkowski vacuum seen
by the accelerated observer with acceleration c2a.
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3.5.5 Spin basis choice

The result obtained in Sec. 3.5.3 depends of the basis W̃νs(Ω, K⃗⊥). Indeed, the
matrix Mνss′(Ω, K⃗⊥) appears in the Rindler-Fock representation of the Min-
kowski vacuum [Eqs. (3.128) and (3.129)]. From Eq. (1.173b), one can see the
relation between Mνss′(Ω, K⃗⊥) and W̃νs(Ω, K⃗⊥). We find out that different
choices for the basis W̃νs(Ω, K⃗⊥) lead to different representations of the Min-
kowski vacuum in the Rindler spacetime.

In Eq. (3.129), the matrix Mνss′(Ω, K⃗⊥) couples modes of one wedge with
modes of the opposite wedge. Hence, in the Minkowski vacuum, any solution
W̃Rs(Ω, K⃗⊥) of Eq. (1.171) in the right wedge is coupled with a solution of
Eq. (1.171) in the left wedge that is proportional to W̃Rs(−Ω,−K⃗⊥).

The spin coupling of |0M⟩ is then averaged away by the partial trace over
the left wedge in Sec. 3.5.4. Indeed, the trace is computed by considering a
basis for the left wedge [Eqs. (3.139a), (3.152) and (3.165)] that absorbs the
matrix Mνss′(Ω, K⃗⊥) in Eq. (3.138) and gives an expression for |0M⟩ without
Mνss′(Ω, K⃗⊥) [Eq. 3.140].

Consequently, the result obtained in Sec. 3.5.4 is independent of the choice
for the solutions of Eq. (1.171). Indeed, the thermal state describing the Min-
kowski vacuum in the right wedge [Eq. (3.184)] is independent of W̃νs(Ω, K⃗⊥).
One can see this by plugging Eqs. (3.139b), (3.152), (3.165) and (3.180) in
Eq. (3.184) and noticing that W̃νs(Ω, K⃗⊥) never appears in the explicit form of
TrL|0M⟩⟨0M|.

In this subsection, we go back to the representation of the Minkowski vacuum
in both wedges [Eqs. (3.128) and (3.129)] and we discuss different choices for
the basis W̃νs(Ω, K⃗⊥) that lead to different representations of |0M⟩. We study
the operator ŝD for different choices of W̃νs(Ω, K⃗⊥) and, hence, for different
matrices Mνss′(Ω, K⃗⊥). In other words, we consider different outputs of the
function ŝD[Mνss′(Ω, K⃗⊥)].

By looking at Eq. (3.129), one may conclude that the most natural choice
for W̃νs(Ω, K⃗⊥) is such that Mνss′(Ω, K⃗⊥) is proportional to the identity. This
choice can be made by adopting any spin basis for the ν wedge and choosing
the spin basis in the other wedge ν̄ such that

W̃ν̄s(Ω, K⃗⊥) ∝ W̃νs(−Ω, K⃗⊥). (3.185)

In this way, Eq. (1.173b) reads as

Mνss′(Ω, K⃗⊥) ∝ δss′ (3.186)

and the Minkowski vacuum couples each particle mode of one wedge with the
antiparticle mode of same spin number s of the other wedge [Eq. (3.129)].

Possible choices for the unitary matrixMνss′(Ω, K⃗⊥) that satisfy Eqs. (3.122)
and (3.186) are ∓sign(Ω)iδss′ , and ∓sνiδss′ , which, respectively, lead to

ŝD[−sign(Ω)iδss′ ] =
2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
Ĉ†
sL(Ω, K⃗⊥)D̂

†
sR(Ω,−K⃗⊥)
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−Ĉ†
sR(Ω, K⃗⊥)D̂

†
sL(Ω,−K⃗⊥)

]
, (3.187a)

ŝD[sign(Ω)iδss′ ] =
2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
−Ĉ†

sL(Ω, K⃗⊥)D̂
†
sR(Ω,−K⃗⊥)

+Ĉ†
sR(Ω, K⃗⊥)D̂

†
sL(Ω,−K⃗⊥)

]
, (3.187b)

ŝD[−sνiδss′ ] =
2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
−Ĉ†

sL(Ω, K⃗⊥)D̂
†
sR(Ω,−K⃗⊥)

−Ĉ†
sR(Ω, K⃗⊥)D̂

†
sL(Ω,−K⃗⊥)

]
, (3.187c)

ŝD[sνiδss′ ] =

2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
Ĉ†
sL(Ω, K⃗⊥)D̂

†
sR(Ω,−K⃗⊥)

+ Ĉ†
sR(Ω, K⃗⊥)D̂

†
sL(Ω,−K⃗⊥)

]
. (3.187d)

By letting the creation operators anticommute [Eq. (1.128e)], Eq. (3.187) be-
comes equivalent to

ŝD[−sign(Ω)iδss′ ] =
2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
Ĉ†
sL(Ω, K⃗⊥)D̂

†
sR(Ω,−K⃗⊥)

+D̂†
sL(Ω,−K⃗⊥)Ĉ

†
sR(Ω, K⃗⊥)

]
, (3.188a)

ŝD[sign(Ω)iδss′ ] =
2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
D̂†
sR(Ω,−K⃗⊥)Ĉ

†
sL(Ω, K⃗⊥)

+Ĉ†
sR(Ω, K⃗⊥)D̂

†
sL(Ω,−K⃗⊥)

]
, (3.188b)

ŝD[−sνiδss′ ] =
2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
D̂†
sR(Ω,−K⃗⊥)Ĉ

†
sL(Ω, K⃗⊥)

+D̂†
sL(Ω,−K⃗⊥)Ĉ

†
sR(Ω, K⃗⊥)

]
, (3.188c)

ŝD[sνiδss′ ] =

2∑
s=1

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

[
Ĉ†
sL(Ω, K⃗⊥)D̂

†
sR(Ω,−K⃗⊥)

+ Ĉ†
sR(Ω, K⃗⊥)D̂

†
sL(Ω,−K⃗⊥)

]
. (3.188d)

Notice that result that we obtained for fermionic fields is very similar to the
bosonic case. Indeed, the Minkowski vacuum of scalars in Rindler spacetimes
is equal to Eq. (3.128), but with ŝD replaced by the operator ôS defined by
Eq. (3.98), where Âν(Ω, K⃗⊥) and B̂ν(Ω, K⃗⊥) are annihilators of scalar particles
and antiparticles. Such operators commute. This means that the order between
Âν(Ω, K⃗⊥) and B̂ν̄(Ω,−K⃗⊥) can be switched to give the following equivalent
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equations

ŝS =

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

×
[
B̂†

R(Ω,−K⃗⊥)Â
†
L(Ω, K⃗⊥) + Â†

R(Ω, K⃗⊥)B̂
†
L(Ω,−K⃗⊥)

]
, (3.189a)

ŝS =

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

×
[
B̂†

R(Ω,−K⃗⊥)Â
†
L(Ω, K⃗⊥) + B̂†

L(Ω,−K⃗⊥)Â
†
R(Ω, K⃗⊥)

]
, (3.189b)

ŝS =

∫ +∞

0

dΩ

∫
R2

d2K⊥e
−βΩ/2

×
[
Â†

L(Ω, K⃗⊥)B̂
†
R(Ω,−K⃗⊥) + Â†

R(Ω, K⃗⊥)B̂
†
L(Ω,−K⃗⊥)

]
. (3.189c)

For Dirac fields, such an equivalence does not occur because of the anti-
commuting property of the creation operators [Eq. (1.128e)]. Indeed, any swap
between creation operators generates a minus sign. However, any of these mi-
nus signs can be canceled out by a change of spin basis. One can see this in
Eqs. (3.188a), (3.188b), (3.188c) and (3.188d), which are different representa-
tions of |0M⟩ that are equivalent up to a change of spin basis. By compar-
ing Eqs. (3.188a), (3.188b), (3.188c) and (3.188d) with Eqs. (3.98), (3.189a),
(3.189b) and (3.189c), respectively, one can see a complete analogy between
scalar and Dirac fields.

3.5.6 Conclusions
We derived the representation of the Minkowski vacuum |0M⟩ in the Rindler
spacetime for Dirac fields [Eqs. (3.128) and (3.129)]. The result is a two modes
squeezed state that pairs particle modes of one wedge with antiparticle modes
of the other wedge. At variance with the scalar case, the coupling also occurs
with respect to the spin number s. The coupling matrix Mνss′(Ω, K⃗⊥) can be
diagonalized by suitable choices for the spin basis of the Rindler-Dirac modes
[Eq. (3.188)].

By computing the partial trace of |0M⟩⟨0M| with respect to the left wedge,
we derived the statistical operator representing the Minkowski vacuum in the
right wedge. This gives a complete description of the state seen by the accel-
erated observer with acceleration c2a. The result is a fermionic thermal state
exp(−βĤR/ℏ), with β = 2π/ca and ĤR as the Hamiltonian in the right wedge.
The consequent thermal distribution of fermionic particles is at the origin of the
Unruh effect for Dirac fields.



Chapter 4

Minkowski particles in
accelerated frame

This chapter is based on and contains material from Ref. [3].

4.1 Introduction

In Chap. 3, we derived the representation of the Minkowski vacuum ΩM as seen
by the accelerated observer. We showed that for both scalar and Dirac field,
the representative of ΩM is the thermal state following bosonic [Secs. 3.3.3 and
3.4.3] or fermionic thermal [Sec. 3.5.4] distribution. This is at the origin of the
Unruh effect.

In addition to the Minkowski vacuum, we gave a general prescription to de-
scribe any Minkowski particle state from the point of view of the accelerated
observer. If the inertial observer Alice prepares a state by means of Minkow-
ski particles, we know how the accelerated observer Rob would describe such a
state by means of right Rindler particles. The prescription consists of using the
Bogoliubov transformations [Eqs. (3.50), (3.80) and (3.111)] and the represen-
tation of the Minkowski vacuum in the left and right Rindler frames [Eqs. (3.7),
(3.62), (3.99), (3.130) and Eq. (3.131)] to represent the Minkowski particle state
as an element of the left and right Rindler frame; then one performs the partial
trace TrL to obtain the representation of the state in the right Rindler frame.

An example is given by Eq. (3.12b), which describe a scalar Minkowski single
particle as seen by the accelerated observer. The method can also be applied
to more complex states such as n-particles and states with indefinite number of
Minkowski particles. However, the practical implementation of the procedure
appears to be tedious or hard to be carried out. In particular, we still lack of
a simple way to perform the partial trace TrL on representatives of Minkowski
particles in left and right Rindler frame.

Computing the partial trace TrL requires a series of non-trivial theoreti-
cal properties arising from the transformation of the state from the inertial to
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the accelerated frame. Here we show that these rules can be formulated in a
way such that one can build algorithmically a general expression of states with
arbitrary number of particles.

In Sec. 4.2, we formulate an algorithmic procedure to derive the represen-
tation of Minkowski states with arbitrary number of particles as seen by the
accelerated observer. The method comprise a general simple way to compute
the partial trace TrL. As a result, we obtain the statistical operators represent-
ing the states in the right Rindler-Fock space HR. For practical purposes, we
consider 1+1 massless scalar real fields, but the theory can also be extended to
3+1 massive scalar complex fields.

In Sec. 4.3, we derive an explicit Wigner formulation of Minkowski particle
states seen by accelerated observers. The method enables to derive mean values
of Rindler observables for Minkowski particles by means of derivatives of the
Wigner characteristic function.

4.2 Statistical operators
Here, we consider massless scalar real fields in 1+1 dimensions, presented at the
beginning of Sec. 3.3. By using the notation of Part I, we identify Minkowski-
Fock states by means of wave functions ϕn(kn), where, in this case, kn =
(k1, . . . , kn) is a collection of n one dimensional momenta. The Minkowski-Fock
state is

|ϕ⟩ =
∞∑
n=0

∫
Rn

dnknϕ̃n(kn)|kn⟩, (4.1)

with

|kn⟩ =

{
|0M⟩ if n = 0
1√
n!

∏n
i=1 â

†(ki)|0M⟩ if n > 0
. (4.2)

Equation (4.1) is the equivalent of Eq. (1.19) in 1+1 dimensions.
The representation of the Minkowski-Fock state |ϕ⟩ in the left and right

Rindler-Fock space HL,R can be obtained by plugging the Bogoliubov trans-
formation (3.50) in Eq. (4.2). By replacing the â†(ki) operator appearing in
Eq. (4.2) with the adjoint of right hand side of Eq. (3.50), one obtains

|ϕ⟩ =

{
ϕ̃0 +

∞∑
n=1

∫
Rn

dnkn
ϕ̃n(kn)√

n!

n∏
i=1

[
â†L(ki) + â†R(ki)

]}
|0M⟩, (4.3)

with

âL(k) =

∫
R
dK

[
α(k,K)ÂL(K)− β∗(k,K)Â†

L(K)
]
, (4.4a)

âR(k) =

∫
R
dK

[
α∗(k,K)ÂR(K)− β(k,K)Â†

R(K)
]

(4.4b)

as, respectively, left Rindler and right Rindler operators. By also considering
the Rindler-Fock representation of the Minkowski vacuum (3.7) with ŜS given
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by Eq. (3.62), Eq. (4.3) can be seen as an element of HL,R and leads to a
generalization of Eq. (3.10) by including any Minkowski state.

The representation of the Minkowski-Fock state |ϕ⟩ in the right-Rindler-Fock
space HR can, instead, be obtained by computing the partial trace TrL of the
pure state |ϕ⟩⟨ϕ|. The resulting statistical operator ρ̂ϕ = TrL(|ϕ⟩⟨ϕ|) describes
the Minkowski-Fock state as seen by the accelerated observer.

In this section, we compute the partial trace TrL(|ϕ⟩⟨ϕ|) for any |ϕ⟩ ∈ HM.
As a result, we derive the explicit expression for the statistical operator ρ̂ϕ =
TrL(|ϕ⟩⟨ϕ|) as an element of the right-Rindler-Fock space HR. We detail the
dependence of ρ̂ϕ with respect to ϕn(kn). This provides a comprehensive de-
scription of Minkowski-Fock states as seen by accelerated observed.

The method and the result are outlined in Sec. 4.2.1; in that subsection,
we show the explicit expression for ρ̂ϕ and a sketch of the proof. A detailed
derivation of ρ̂ϕ is provided in Sec. 4.2.2, instead.

4.2.1 Method and result

To derive the explicit expression for ρ̂ϕ = TrL(|ϕ⟩⟨ϕ|) we only make use of a
couple of identities that have been derived in Sec. 3.3. In particular, we consider
Eq. (3.52) to relate Bogoliubov coefficients to each other and Eq. (3.55) to relate
Rindler operators of one wedge acting on the Minkowski vacuum |0M⟩ to Rindler
operators of the other wedge acting on |0M⟩. Also, we use the already-known
result that TrL(|0M⟩⟨0M|) = ρ̂0 is a thermal state in the right-Rindler-Fock space
HR.

The method is outlined by the following steps.

1. Consider the right hand side of Eq. (4.3) to put |ϕ⟩⟨ϕ| in the form of a
combination of chains of left and right Rindler operators acting on the left
and right side of |0M⟩⟨0M|.

2. Convert all left Rindler operators acting on |0M⟩⟨0M| into right Rindler
operators using Eq. (3.55), so that |ϕ⟩⟨ϕ| is put in the form of a combina-
tion of chains of right Rindler operators acting on the left and right side
of |0M⟩⟨0M|.

3. Use the Wick theorem [65] to normal order the chain of Rindler operators
acting on the left and right side of |0M⟩⟨0M|.

4. Perform the partial trace over the left wedge TrL, so that ρ̂ is put in the
form of a combination of chains of right Rindler operators acting on the
left and right side of ρ̂0.

This procedure will be detailed in Sec. 4.2.2.
The result is

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∑
N+⊆N

∑
N ′

+⊆N ′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!
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× CK

(
{ki}i∈[n]\N

)
CK

(
{k′i′}i′∈[n′]\N ′

)
×

∏
j−∈N\N+

Â†
−(kj−)

∏
j+∈N+

Â†
+(kj+)ρ̂0

∏
j′+∈N ′

+

Â+(k
′
j′+
)

∏
j′−∈N ′\N ′

+

Â−(k
′
j′−
),

(4.5)

with [n] = {1, . . . , n} as the set of the first n natural numbers and

Â+(k) =

∫
R
dK2 sinh

(
cβ|K|

2

)
α(k,K)Â†

R(K), (4.6a)

Â−(k) =

∫
R
dK2 sinh

(
cβ|K|

2

)
β∗(k,K)ÂR(K). (4.6b)

The sums
∑

N⊆[n],
∑

N ′⊆[n′],
∑

N+⊆N ,
∑

N ′
+⊆N ′ run over all possible subsets

N ⊆ [n], N ′ ⊆ [n′], N+ ⊆ N and N ′
+ ⊆ N ′. For any ordered sequence

U = {ki}ni=1 = {k1, . . . , kn}, the coefficient CK(U) is defined to be 0 when the
cardinality of U is even; conversely, if the cardinality of U is odd, then CK(U)
has the following combinatorial expression

CK ({ki}ni=1) =
1

2n

∑
P∈Sn

n/2∏
i=1

cK
(
kP(2i−1), kP(2i)

)
, (4.7)

where the sum
∑

P∈Sn
runs over all permutations of sets with n elements. The

coefficient cK(ki, kj), instead, is defined by

cK(ki, kj) = −
∫
R
dK2 sinh

(
cβ|K|

2

)
[β∗(ki,K)β(kj ,K) + β(ki,K)β∗(kj ,K)] .

(4.8)
A straightforward extension of Eq. (4.5) to massive scalar complex fields in

3+1 dimensions is made possible by noticing that the few ingredients used in
steps 1-4 for 1+1 massless scalar real fields are also present in the 3+1 massive
complex case. In particular, the equivalent of Eqs. (3.52) and Eq. (3.55) are
given by Eqs. (3.95) and Eq. (3.97), respectively.

4.2.2 Explicit derivation of the result

We now detail the prescription presented by steps 1-4 in Sec. 4.2.1. Firstly,
assume that the chain of â†(ki) operators appearing in Eq. (4.2) follows a fixed
order. For instance, consider

∏n
i=1 â

†(ki) = â†(k1) . . . â
†(kn). Since these op-

erators commute, any other order works as well. However, we need to make
a starting choice about their order to recursively apply Eq. (3.55) as detailed
by step 1. Hence, by convention, assume that the operators â†(ki) are ordered
monotonically with respect to the index i.

By choosing the order
∏n
i=1 â

†(ki) = â†(k1) . . . â
†(kn) for the Minkowski

operators in Eq. (4.2), we can only use Eq. (3.55) on â†L(kn) as it is the only â†L
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operator directly acting on |0M⟩ in Eq. (4.3). This leads to

|ϕ⟩ =
{
ϕ̃0 +

∫
R
dkϕ̃1(k)

[
â′†L (k) + â†R(k)

]
+

∞∑
n=2

∫
Rn

dnkn
ϕ̃n(kn)√

n!

n−1∏
i=1

[
â†L(ki) + â†R(ki)

]
â′†(kn)

}
|0M⟩, (4.9)

with

â′(k) =â′L(k) + âR(k), (4.10a)

â′L(k) =

∫
R
dK

[
exp

(
cβ|K|

2

)
α(k,K)Â†

R(K)

− exp

(
−cβ|K|

2

)
β∗(k,K)ÂR(K)

]
. (4.10b)

We now use the commutation relation [â†L, â
′†] = 0, coming from [ÂL, ÂR] =

[ÂL, Â
†
R] = 0, to let â†L(kn−1) act on |0M⟩, i.e.,

|ϕ⟩ =
{
ϕ̃0 +

∫
R
dkϕ̃1(k)

[
â′†L (k) + â†R(k)

]
+

∫
R2

d2k2
ϕ̃2(k2)√

2

[
â′†(k2)â

†
L(k1) + â†R(k1)â

′†(k2)
]
+

∞∑
n=3

∫
Rn

dnkn
ϕ̃n(kn)√

n!

×
n−2∏
i=1

[
â†L(ki) + â†R(ki)

] [
â′†(kn)â

†
L(kn−1) + â†R(kn−1)â

′†(kn)
]}
|0M⟩. (4.11)

This allows us to use Eq. (3.55) on â†L(kn−1) and obtain

|ϕ⟩ =
{
ϕ̃0 +

∫
R
dkϕ̃1(k)

[
â′†L (k) + â†R(k)

]
+

∫
R2

d2k2
ϕ̃2(k2)√

2

[
â′†(k2)â

′†
L (k1) + â†R(k1)â

′†(k2)
]
+

∞∑
n=3

∫
Rn

dnkn
ϕ̃n(kn)√

n!

×
n−2∏
i=1

[
â†L(ki) + â†R(ki)

] [
â′†(kn)â

′†
L (kn−1) + â†R(kn−1)â

′†(kn)
]}
|0M⟩. (4.12)

The upshot is that left Rindler operators â†L(kn−1) and â†L(kn) appearing in
Eq. (4.3) are replaced with right Rindler operators â′†L (kn−1) and â′†L (kn). The
price to be paid is that the order of â†R(kn−1), â

†
R(kn), â

′†
L (kn−1) and â′†L (kn) is

not monotonic with respect to the index i anymore.
One can recursively use the same method to replace all left Rindler operators

â†L(ki) with right Rindler operators â′†L (ki). The result is

|ϕ⟩⟨ϕ| =

[
ϕ̃0 +

∞∑
n=1

∫
Rn

dnkn
ϕ̃n(kn)√

n!
K

(
n∏
i=1

â′†(ki)

)]
|0M⟩⟨0M|
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×

ϕ̃∗0 + ∞∑
n′=1

∫
Rn′

dn
′
k′
n′
ϕ̃∗n′(k′

n′)√
n′!

K

 n′∏
i′=1

â′(k′i′)

 , (4.13)

where K defines an ordering rule for the operators â′L(k), âR(k) and their adjoint
operators depending on the ordering for the â†(ki) operators that we used in
Eq. (4.2). Since we chose the monotonic order with respect to the index i, the
ordering operator K is defined by

K (â′L(ki)âR(kj)) = K (âR(kj)â
′
L(ki)) = â′L(ki)âR(kj), (4.14a)

K
(
â′†L (ki)â

†
R(kj)

)
= K

(
â†R(kj)â

′†
L (ki)

)
= â†R(ki)â

′†
L (kj), (4.14b)

K (â′L(ki)â
′
L(kj)) =

{
â′L(ki)â

′
L(kj) if i < j

â′L(kj)â
′
L(ki) if i > j

, (4.14c)

K (âR(ki)âR(kj)) =

{
âR(kj)âR(ki) if i < j

âR(ki)âR(kj) if i > j
, (4.14d)

K
(
â′†L (ki)â

′†
L (kj)

)
=

{
â′†L (kj)â

′†
L (ki) if i < j

â′†L (ki)â
′†
L (kj) if i > j

, (4.14e)

K
(
â†R(ki)â

†
R(kj)

)
=

{
â†R(ki)â

†
R(kj) if i < j

â†R(kj)â
†
R(ki) if i > j

. (4.14f)

For practical purposes let us write

|ϕ⟩⟨ϕ| =
∞∑
n=0

∞∑
n′=0

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× K

(
n∏
i=1

â′†(ki)

)
|0M⟩⟨0M|K

 n′∏
i′=1

â′(k′i′)

 , (4.15)

and assume that
∏0
i=1 ai = 1 for any sequence ai.

The operators acting on the left and on the right of |0M⟩⟨0M| in Eq. (4.15) are
combinations of chains of right Rindler operators. Each chain can be rewritten
using the Wick theorem by considering Â†

R(K) and ÂR(K) as creation and
annihilation operators for the normal ordering N, defined by

N
(
Â†

R(K)ÂR(K
′)
)
= N

(
ÂR(K

′)Â†
R(K)

)
= Â†

R(K)ÂR(K
′). (4.16)

We indicate by CN the real function that act on any chain of right Rindler
operators and compute the sum of all the full contractions of such a chain, with
the following fundamental contractions

CN

(
ÂR(K)Â†

R(K
′)
)
= δ(K −K ′), (4.17a)
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CN

(
Â†

R(K)ÂR(K
′)
)
= CN

(
Â†

R(K)Â†
R(K

′)
)
= CN

(
ÂR(K)ÂR(K

′)
)
= 0.

(4.17b)

The combination between the Wick theorem and the K-ordering gives

K

(
n∏
i=1

â′(ki)

)
=
∑

N⊆[n]

CN

K

 ∏
i∈[n]\SN

â′(ki)

N

K

∏
j∈N

â′(kj)


=
∑

N⊆[n]

CK

 ∏
i∈[n]\N

â′(ki)

N

∏
j∈N

â′(kj)

 , (4.18a)

K

(
n∏
i=1

â′†(ki)

)
=
∑

N⊆[n]

CN

K

 ∏
i∈[n]\N

â′†(ki)

N

K

∏
j∈N

â′†(kj)


=
∑

N⊆[n]

CK

 ∏
i∈[n]\N

â′†(ki)

N

∏
j∈N

â′†(kj)

 , (4.18b)

with CK = CN ◦ K as a new contraction such that

CK (â′(ki)â
′(kj)) = CN (K (â′(ki)â

′(kj))) ={
CN (â′L(ki)â

′
L(kj) + â′L(ki)âR(kj) + â′L(kj)âR(ki) + âR(kj)âR(ki)) if i < j

CN (â′L(kj)â
′
L(ki) + â′L(ki)âR(kj) + â′L(kj)âR(ki) + âR(ki)âR(kj)) if i > j

(4.19a)

CK

(
â′†(ki)â

′†(kj)
)
= CN

(
K
(
â′†(ki)â

′†(kj)
))

=CN

(
â′†L (kj)â

′†
L (ki) + â†R(kj)â

′†
L (ki) + â†R(ki)â

′†
L (kj) + â†R(ki)â

†
R(kj)

)
if i < j

CN

(
â′†L (ki)â

′†
L (kj) + â†R(kj)â

′†
L (ki) + â†R(ki)â

′†
L (kj) + â†R(kj)â

†
R(ki)

)
if i > j

(4.19b)

Owing to Eq. (3.52), Eq. (4.19) has the following more compact form

CK (â′(ki)â
′(kj)) =−

∫
R
dK2 sinh

(
cβ|K|

2

)
× [β∗(ki,K)β(kj ,K) + β(ki,K)β∗(kj ,K)] , (4.20a)

CK

(
â′†(ki)â

′†(kj)
)
=CK (â′(ki)â

′(kj)) . (4.20b)

By using Eq. (4.18) we find a way to put Eq. (4.15) in normal ordering at the
left and right of |0M⟩⟨0M|, i.e.,

|ϕ⟩⟨ϕ| =
∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′ ϕ̃n(kn)ϕ̃∗n′(k′

n′)

× CK

 ∏
i∈[n]\N

â′†(ki)

CK

 ∏
i′∈[n′]\N ′

â′(k′i′)
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× N

∏
j∈N

â′†(kj)

 |0M⟩⟨0M|N

 ∏
j′∈N ′

â′(k′j′)

 . (4.21)

Step 4 gives

ρ̂ =TrL|ψ⟩⟨ψ|

=

∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK

 ∏
i∈[n]\N

â′†(ki)

CK

 ∏
i′∈[n′]\N ′

â′(k′i′)


× N

∏
j∈N

â′†(kj)

 ρ̂0N

 ∏
j′∈N ′

â′(k′j′)

 . (4.22)

We can explicitly compute the normal ordering of Eq. (4.22) by giving a new
decomposition for â′(ki)

â′(k) = Â+(k) + Â−(k), (4.23a)

Â+(k) =

∫
R
dK

[
exp

(
cβ|K|

2

)
α(k,K)− β(k,K)

]
Â†

R(K), (4.23b)

Â−(k) =

∫
R
dK

[
− exp

(
−cβ|K|

2

)
β∗(k,K) + α∗(k,K)

]
ÂR(K). (4.23c)

In this way Eq. (4.22) reads as

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∑
N+⊆N

∑
N ′

+⊆N ′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′

× ϕ̃n(kn)ϕ̃∗n′(k′
n′)√

n!n′!
CK

 ∏
i∈[n]\N

â′†(ki)

CK

 ∏
i′∈[n′]\N ′

â′(k′i′)


×

∏
j−∈N\N+

Â†
−(kj−)

∏
j+∈N+

Â†
+(kj+)ρ̂0

∏
j′+∈N ′

+

Â+(k
′
j′+
)

∏
j′−∈N ′\N ′

+

Â−(k
′
j′−
).

(4.24)

Owing to Eq. (3.52), Eqs. (4.23b) and (4.23c) can be put in the form of Eq. (4.6).
Also, by using the definition of contractions and by using Eq. (4.20), one can
prove that

CK

 ∏
i∈[n]\N

â′†(ki)

 = CK

(
{ki}i∈[n]\N

)
, (4.25)

with CK

(
{ki}i∈[n]\N

)
defined by Eq. (4.7).
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4.3 Wigner characteristic functions

Any particle state in the Rindler-Fock space HR is generally defined by a sta-
tistical operator ρ̂ acting on HR. An equivalent representation for ρ̂ is provided
by its Wigner characteristic function [66, 67, 63], defined by

χ(p)[ξ, ξ∗] = Tr
(
ρ̂D̂p[ξ, ξ

∗]
)
, (4.26)

where ξ = ξ(K) is a complex function, p can take values −1, 0 and +1 and

D̂p[ξ, ξ
∗] = exp

(∫
R
dK

[
ξ(K)Â†

R(K)− ξ∗(K)ÂR(K) +
p

2
|ξ(K)|2

])
. (4.27)

By using the canonical commutation relation [ÂR(K), Â†
R(K

′)] = δ(K − K ′)
and the Baker–Campbell–Hausdorff formula, one can prove that, in particular,

D̂+1[ξ, ξ
∗] = exp

(∫
R
dKξ(K)Â†

R(K)

)
exp

(
−
∫
R
dKξ∗(K)ÂR(K)

)
. (4.28a)

D̂−1[ξ, ξ
∗] = exp

(
−
∫
R
dKξ∗(K)ÂR(K)

)
exp

(∫
R
dKξ(K)Â†

R(K)

)
. (4.28b)

Notice that is is always possible to derive the characteristic functions χ(p)[ξ, ξ∗]
with p = {−1, 0,+1} if at least one of them is known; for instance, one can
derive χ(p)[ξ, ξ∗] by knowing χ(−1)[ξ, ξ∗] as follows

χ(p)[ξ, ξ∗] = exp

(∫
R
dK

p+ 1

2
|ξ(K)|2

)
χ(−1)[ξ, ξ∗]. (4.29)

The reason why χ(p)[ξ, ξ∗] provides a comprehensive description of the state
is because any mean value of ρ̂ can be computed by means of functional deriva-
tives of χ(p)[ξ, ξ∗]; hence, all the defining information about the state are en-
coded in the functional dependence of χ(p)[ξ, ξ∗] with respect to ξ(K). For in-
stance, the mean value of normal ordered operators

∏n
i=1 Â

†
R(Ki)

∏m
j=1 ÂR(K

′
j)

is given by

Tr

ρ̂ n∏
i=1

Â†
R(Ki)

m∏
j=1

ÂR(K
′
j)

 =

n∏
i=1

δ

δξ(Ki)

m∏
j=1

[
− δ

δξ∗(K ′
j)

]
χ(+1)[ξ, ξ∗]

∣∣∣∣∣∣
ξ=0

.

(4.30)
In a recent paper [68], Ben-Benjamin, Scully, and Unruh reported the charac-

teristic function for Minkowski-Fock states in the right and left Rindler wedges.
However, to the best of our knowledge, the case of the right Rindler wedge
obtained from the partial trace over the left wedge TrL is still missing.

In this section, we investigate the general expression of the characteristic
function for particle states prepared by an inertial experimenter and seen by
an accelerated observer. The aim is to provide a comprehensive description
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for Minkowski-Fock states in the accelerated frame and a general procedure to
derive mean values of Rindler observables.

This section is organized as follows. In Sec. 4.3.1, we show the characteristic
function χ(p)[ξ, ξ∗] of a Minkowski-Fock state in the right Rindler frame; we
give a list of identities needed to derive χ(p)[ξ, ξ∗] and a sketch of the proof.
We also give a diagrammatic representation of χ(p)[ξ, ξ∗] resulting from our
combinatorial method. The results are detailed in Sec. 4.3.2 with the exam-
ples of Minkowski single particle and two particles states. In Sec. 4.3.3 we
compare the Rindler-Wigner function χ(p)[ξ, ξ∗] with the characteristic function
χ
(p)
M [ξ, ξ∗] describing the state in the Minkowski frame; we study the transforma-

tion χ
(p)
M [ξ, ξ∗] 7→ χ(p)[ξ, ξ∗] from the inertial to the accelerated frame. Finally,

in Sec. 4.3.4, we explicitly compute χ(p)[ξ, ξ∗].

4.3.1 Method and result

Any Minkowski-Fock pure state |ϕ⟩ ∈ HM can be represented in the right
Rindler-Fock space HR by means a the statistical operator ρ̂. The general
procedure to derive ρ̂ for any |ϕ⟩ ∈ HM has been provided in Sec. 4.2. In partic-
ular, Eq. (4.24) gives the explicit expression for ρ̂ in terms of the wave function
ϕ̃n(kn). Here, we use this result to derive the characteristic function χ(p)[ξ, ξ∗]
associated to ρ̂ and defined by Eq. (4.26).

We use the properties of the Minkowski vacuum state |0M⟩ and its represen-
tation in the right Rindler wedge ρ̂0 listed below.

• It is possible to move right Rindler operators acting on the left of ρ̂0 to
its right and the other way round by using the following identity and its
adjoint

Â†
R(K)ρ̂0 = ecβ|K|ρ̂0Â

†
R(K). (4.31)

Equation (4.31) can be proven by means of Eq. (3.55) as follows

Â†
R(K)ρ̂0 =TrL

[
Â†

R(K)|0M ⟩⟨0M |
]

=exp

(
cβ|K|

2

)
TrL

[
ÂL(K)|0M ⟩⟨0M |

]
=exp

(
cβ|K|

2

)
TrL

[
|0M ⟩⟨0M |ÂL(K)

]
=eβ|K|TrL

[
|0M ⟩⟨0M |Â†

R(K)
]

=eβ|K|ρ̂0Â
†
R(K). (4.32)

• The functional derivatives of

χ
(p)
0 [ξ, ξ∗] = Tr

(
ρ̂0D̂p[ξ, ξ

∗]
)

(4.33)
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for p = −1 with respect to different ξ(K) and ξ∗(K) give the following
mean values

n∏
i=1

δ

δξ(Ki)

m∏
j=1

[
− δ

δξ∗(K ′
j)

]
χ
(−1)
0 [ξ, ξ∗]

=Tr

ρ̂0 m∏
j=1

ÂR(K
′
j)D̂−1[ξ, ξ

∗]

n∏
i=1

Â†
R(Ki)

 , (4.34)

as it can be noticed from Eq. (4.28b).

• χ
(p)
0 [ξ, ξ∗] is already known in literature [63], since ρ̂0 has the form of a

thermal state. Hence, we know that

χ
(p)
0 [ξ, ξ∗] = exp

(∫
R
dK|ξ(K)|2

[
−n0(K) +

p− 1

2

])
, (4.35)

with n0(K) = (eβ|K| − 1)−1.

Starting from this information, we provide a generic procedure to derive
χ(p)[ξ, ξ∗]. The prescription is detailed by the following steps:

1. Reorder the right Rindler operators appearing in Eq. (4.24) by using
Eq. (4.31) and the canonical commutation rules; choose the rearrange-
ment such that ρ̂ is put in the form of a combination of chains of creation
operators Â†

R(K) acting on the left of ρ̂0 and annihilation operators ÂR(K)
acting on the right of ρ̂0.

2. Multiply both hand sides of the equation with D̂−1[ξ, ξ
∗]; use the trace

over the right wedge and the cyclic property of the trace in order to see
χ(−1)[ξ, ξ∗] as a combination of terms that have the same form of the right
hand side of Eq. (4.34).

3. By using Eq. (4.34), see χ(−1)[ξ, ξ∗] as a linear combination of ξ-derivatives
of χ(−1)

0 [ξ, ξ∗], which are explicitly obtainable from Eq. (4.35).

4. extract the final expression of χ(p)[ξ, ξ∗] from χ(−1)[ξ, ξ∗] by means of
Eq. (4.29); this is equivalent to simply replace χ(−1)

0 [ξ, ξ∗] of step 3 with
χ
(p)
0 [ξ, ξ∗].

As a result of this procedure, we obtain

χ(p)[ξ, ξ∗] =

∞∑
n=0

∞∑
n′=0

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

χ̄(p)(kn,k′
n′)[ξ, ξ∗],

(4.36a)

χ̄(p)(kn,k′
n′)[ξ, ξ∗] = χ

(p)
0 [ξ, ξ∗]

∑
S⊆[n]

∑
S′⊆[n′]

C
(
{ki}i∈[n]\S , {k′i′}i′∈[n′]\S′

)
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×
∏
j∈S
{−L(kj)[ξ, ξ∗]}∗

∏
j′∈S′

L(k′j′)[ξ, ξ
∗]. (4.36b)

For any couple of ordered sequence U = {ki}mi=1 = {k1, . . . , kn} and U ′ =
{k′j}mj=1 = {k′1, . . . , k′m}, the coefficients C(U ,U ′) have the following combinato-
rial expression

C
(
{ki}ni=1, {k′j}mj=1

)
= δnm

∑
P∈Sn

n∏
i=1

δ(ki − k′P(i)), (4.37)

where the sum
∑

P∈Sn
runs over all the possible permutations P for the index

i; whereas, L(k)[ξ, ξ∗] is a linear functional of ξ and ξ∗ defined as

L(k)[ξ, ξ∗] =

∫
R
dK [α∗(k,K)ξ(K)− β(k,K)ξ∗(K)] . (4.38)

It can be noticed that L(k)[ξ, ξ∗] appears also in Eq. (3.50) as a Bogoliubov
transformation between Minkowski and Rindler operators:

â(k) =
{
L(k)

[
Â†

L, ÂL

]}†
+ L(k)

[
ÂR, Â

†
R

]
. (4.39)

A detailed derivation of Eq. (4.36) by means of steps 1-4 will be provided in
Sec. 4.3.4.

We now show how to put Eq. (4.36b) in a diagrammatic form. A single
diagram is defined by the following prescription. Write all components of kn
and k′

n′ in two distinct columns and create some pair connections between ele-
ments of the left and the right column ki — k′j . The numerical value associated
to this diagram is the product between χ

(p)
0 [ξ, ξ∗] and the numerical contribu-

tions coming from the elements of the diagram. Each pair connection ki — k′j
contributes with a delta function between the two momenta δ(ki−k′j). Each un-
paired left column element ki contributes with {−L(ki)[ξ, ξ∗]}∗; whereas, each
unconnected right-column element k′j contributes with L(k′j)[ξ, ξ∗].

The full diagrammatic expression for Eq. (4.36b) is

χ̄(p)(kn,k′
n′) = ...

...

k1

kn

k′1

k′n′

+
∑
ii′ ki k′i′

...

k1

...
kn

...

k′1

...
k′n′

+
∑
ii′jj′

...
...

ki

...

k1

kj

...
kn

k′i′

...

k′1

k′j′

...
k′n′

+ . . .

(4.40)
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4.3.2 Examples: single and two particles states
In this subsection, we consider two examples of Minkowski-Fock states to detail
the results of Sec. 4.3.1. In particular, we consider single and two particles states
that are prepared by the inertial experimenter and registered by the accelerated
observer. By using Eq. (4.36) and the diagrammatic expansion (4.40), we derive
the characteristic function χ(p)[ξ, ξ∗] describing the states in the right Rindler
frame.

Minkowski single particle in the accelerated frame

A general Minkowski single particle state is defined with respect to its wave
function ϕ̃1(k) as follows

|ϕ⟩ =
∫
R
dkϕ̃1(k)â

†(k)|0M⟩, (4.41)

with normalization condition ∫
R
dk
∣∣∣ϕ̃1(k)∣∣∣2 = 1. (4.42)

For such a state, Eq. (4.36a) reads as

χ(p)[ξ, ξ∗] =

∫
R
dkϕ̃1(k)

∫
R
dk′ϕ̃∗1(k

′)χ̄(p)(k, k′)[ξ, ξ∗] (4.43)

and χ̄(p)(k, k′)[ξ, ξ∗] has the following diagrammatic expression

χ̄(p)(k, k′)[ξ, ξ∗] = k — k′ + k — k′. (4.44)

The explicit version of Eq. (4.44) is

χ̄(p)(k, k′)[ξ, ξ∗] = −χ(p)
0 [ξ, ξ∗]{L(k)[ξ, ξ∗]}∗L(k′)[ξ, ξ∗]χ(p)

0 [ξ, ξ∗]δ(k − k′).
(4.45)

Equations (4.42), (4.43) and (4.45) finally lead to

χ(p)[ξ, ξ∗] =

{
−
∣∣∣∣∫

R
dkϕ̃1(k)L

∗(k)[ξ, ξ∗]

∣∣∣∣2 + 1

}
χ
(p)
0 [ξ, ξ∗] (4.46)

as the explicit expression for the Rindler-Wigner characteristic function of a
Minkowski single particle state with wave function ϕ̃1(k).

Minkowski two particles in the accelerated frame

A Minkowski two particles state can be defined by means of a wave function
ϕ̃2(k1, k2) which is symmetric with respect to a switch between k1 and k2. The
state is

|ϕ⟩ =
∫
R
dk

∫
R
dk2

ϕ̃2(k1, k2)√
2

â†(k1)â
†(k2)|0M⟩, (4.47)
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with

ϕ̃2(k1, k2) = ϕ̃2(k2, k1),

∫
R
dk

∫
R
dk2

∣∣∣ϕ̃2(k1, k2)∣∣∣2 = 1. (4.48)

For such a state, Eq. (4.36a) reads as

χ(p)[ξ, ξ∗] =
1

2

∫
R
dk1

∫
R
dk2

∫
R
dk′1

∫
R
dk′2ϕ̃2(k1, k2)ϕ̃

∗
2(k

′
1, k

′
2)

× χ̄(p)((k1, k2), (k
′
1, k

′
2))[ξ, ξ

∗]. (4.49)

χ̄(p)((k1, k2), (k
′
1, k

′
2))[ξ, ξ

∗] has the following diagrammatic expression

χ̄(p)((k1, k2), (k
′
1, k

′
2))[ξ, ξ

∗] =
k1

k2

k′1

k′2

+
k1

k2

k′1

k′2

+
k1

k2

k′1

k′2

+
k1

k2

k′1

k′2

+
k1

k2

k′1

k′2

+
k1

k2

k′1

k′2

+
k1

k2

k′1

k′2

(4.50)
By using the symmetry and the normalization condition (4.48), we can write

Eq. (4.49) as

χ(p)[ξ, ξ∗] =χ
(p)
0 [ξ, ξ∗]

{
1

2

∣∣∣∣∫
R
dk1

∫
R
dk2ϕ̃2(k1, k2)L

∗(k1)[ξ, ξ
∗]L∗(k2)[ξ, ξ

∗]

∣∣∣∣2
−2
∫
R
dk1

∣∣∣∣∫
R
dk2ϕ̃2(k1, k2)L

∗(k2)[ξ, ξ
∗]

∣∣∣∣2 + 1

}
(4.51)

which results in the characteristic function of the Minkowski two particles state
(4.47) in the accelerated frame.

4.3.3 Comparison between inertial and accelerated frame
The explicit form of χ(p)[ξ, ξ∗] given by Eq. (4.36) can be compared with the
characteristic function of |ϕ⟩⟨ϕ| in the Minkowski frame, which, in turn, is de-
fined by

χ
(p)
M [ξ, ξ∗] =Tr

(
|ϕ⟩⟨ϕ| exp

(∫
R
dk
[
ξ(k)â†(k)− ξ∗(k)â(k) + p

2
|ξ(k)|2

]))
(4.52)

and explicitly reads as

χ
(p)
M [ξ, ξ∗] =

∞∑
n=0

∞∑
n′=0

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

χ̄
(p)
M (kn,k′

n′)[ξ, ξ∗],

(4.53a)
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χ̄
(p)
M (kn,k′

n′)[ξ, ξ∗] = χ
(p)
0M[ξ, ξ∗]

∑
S⊆[n]

∑
S′⊆[n′]

C
(
{ki}i∈[n]\S , {k′i′}i′∈[n′]\S′

)
×
∏
j∈S

[−ξ∗(kj)]
∏
j′∈S′

ξ(k′j′). (4.53b)

χ
(p)
0M[ξ, ξ∗] is the characteristic function of the vacuum |0M⟩⟨0M| in the Minkowski

frame; it is defined by

χ
(p)
0M[ξ, ξ∗] = Tr

(
|0M⟩⟨0M| exp

(∫
R
dk
[
ξ(k)â†(k)− ξ∗(k)â(k) + p

2
|ξ(k)|2

]))
(4.54)

and has the following explicit form

χ
(p)
0M[ξ, ξ∗] = exp

(∫
R
dk
p− 1

2
|ξ(k)|2

)
. (4.55)

The proof for Eq. (4.53) will be provided in Sec. 4.3.4.
By comparing Eq. (4.53) with Eq. (4.36) we can deduce how the character-

istic function transforms from the Minkowski to the right Rindler frame. As a
result, we know how the description of Minkowski particle states chances from
the inertial to the accelerated frame.

Notice that the transformation χ
(p)
M [ξ, ξ∗] 7→ χ(p)[ξ, ξ∗] can be easily com-

puted by performing the substitutions χ
(p)
0M[ξ, ξ∗] 7→ χ

(p)
0 [ξ, ξ∗] and ξ(k) 7→

L(k)[ξ, ξ∗] in Eq. (4.53). This means that the inertial and the accelerated ex-
perimenters describe the Minkowski particle state in the same way up to the
presence of a thermal background (χ(p)

0M[ξ, ξ∗] 7→ χ
(p)
0 [ξ, ξ∗]) and a change of

variables (ξ(k) 7→ L(k)[ξ, ξ∗]) that is due to the Bogoliubov transformation
(4.39).

4.3.4 Explicit derivation of the result
Proof of Eq. (4.36)

Here, by following the prescription given by steps 1-4 of Sec. 4.3.1 we prove
Eq. (4.36).

By using Eq. (4.31) we can manipulate Eq. (4.24) in the following way

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∑
N+⊆N

∑
N ′

+⊆N ′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′

× ϕ̃n(kn)ϕ̃∗n′(k′
n′)√

n!n′!
CK

 ∏
i∈[n]\N

â′†(ki)

CK

 ∏
i′∈[n′]\N ′

â′(k′i′)


×

∏
j−∈N\N+

Â†
−(kj−)

∏
j+∈N+

Â†
+(kj+)

∏
j′+∈N ′

+

Â′
+(k

′
j′+
)ρ̂0

∏
j′−∈N ′\N ′

+

Â−(k
′
j′−
).

(4.56)
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with

Â′
+(k) =

∫
R
dK2 sinh

(
β

2
|K|
)
e−cβ|K|α(k,K)Â†

R(K). (4.57)

By following step 1 of Sec. 4.3.1, we want to put the right hand side of
Eq. (4.56) in a normal order for the entire chain of Â†±(k), Â′

+(k) and Â−(k)
operators. For this reason, we use again the Wick theorem to rearrange the
order of the Â†

+(k) and Â′
+(k) operators:

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∑
N+⊆N

∑
N ′

+⊆N ′

∑
M+⊆N+

∑
M′

+⊆N ′
+

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′

× ϕ̃n(kn)ϕ̃∗n′(k′
n′)√

n!n′!
CK

 ∏
i∈[n]\N

â′†(ki)

CK

 ∏
i′∈[n′]\N ′

â′(k′i′)


× CN

 ∏
l∈N+\M+

Â†
+(kl)

∏
l′∈N ′

+\M′
+

Â′
+(k

′
l′)

 ∏
j−∈N\N+

Â†
−(kj−)

× N

 ∏
j+∈M+

Â†
+(kj+)

∏
j′+∈M′

+

Â′
+(k

′
j′+
)

 ρ̂0
∏

j′−∈N ′\N ′
+

Â−(k
′
j′−
)

=

∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∑
N+⊆N

∑
N ′

+⊆N ′

∑
M+⊆N+

∑
M′

+⊆N ′
+

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′

× ϕ̃n(kn)ϕ̃∗n′(k′
n′)√

n!n′!
CK

 ∏
i∈[n]\N

â′†(ki)

CK

 ∏
i′∈[n′]\N ′

â′(k′i′)


× CN

 ∏
l∈N+\M+

Â†
+(kl)

∏
l′∈N ′

+\M′
+

Â′
+(k

′
l′)

 ∏
j−∈N\N+

Â†
−(kj−)

×
∏

j′+∈M′
+

Â′
+(k

′
j′+
)
∏

j+∈M+

Â†
+(kj+)ρ̂0

∏
j′−∈N ′\N ′

+

Â−(k
′
j′−
). (4.58)

By defining M = N \ (N+ \M+) and M′ = N ′ \ (N ′
+ \M′

+), we obtain

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
N⊆[n]

∑
N ′⊆[n′]

∑
M⊆N

∑
M′⊆N ′

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′

× ϕ̃n(kn)ϕ̃∗n′(k′
n′)√

n!n′!
CK

 ∏
i∈[n]\N

â′†(ki)

CK

 ∏
i′∈[n′]\N ′

â′(k′i′)


× CN

 ∏
l∈N\M

Â†
+(kl)

∏
l′∈N ′\M′

Â′
+(k

′
l′)

 ∏
j−∈M\M+

Â†
−(kj−)
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×
∏

j′+∈M′
+

Â′
+(k

′
j′+
)
∏

j+∈M+

Â†
+(kj+)ρ̂0

∏
j′−∈M′\M′

+

Â−(k
′
j′−
). (4.59)

Also, by defining L = N \M and L′ = N ′ \M′, we obtain

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
L⊆[n]\M

∑
L′⊆[n′]\M′

∑
M+⊆M

∑
M′

+⊆M′

×
∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

CK

 ∏
i∈[n]\(M∪L)

â′†(ki)


× CK

 ∏
i′∈[n′]\(M′∪L′)

â′(k′i′)

CN

(∏
l∈L

Â†
+(kl)

∏
l′∈L′

Â′
+(k

′
l′)

)

×
∏

j−∈M\M+

Â†
−(kj−)

∏
j′+∈M′

+

Â′
+(k

′
j′+
)
∏

j+∈M+

Â†
+(kj+)ρ̂0

∏
j′−∈M′\M′

+

Â−(k
′
j′−
).

(4.60)

The full contractions appearing in Eq. (4.60) can be manipulated in a com-
binatorial way by knowing that

CN

(
Â†

+(k)Â
†
+(k

′)
)
= CN

(
Â′

+(k)Â
′
+(k

′)
)
= 0, (4.61a)

CN

(
Â†

+(k)Â
′
+(k

′)
)
=

∫
R
dK

[
2 sinh

(
cβ|K|

2

)]2
e−cβ|K|α∗(k,K)α(k′,K).

(4.61b)

This allows us to put the right hand side of Eq. (4.60) in a more compact form
by means of an unifying contraction CK,N between â′(k) and â′†(k) operators
defined by

CK,N (â′(k)â′(k′)) = CK (â′(k)â′(k′)) , (4.62a)

CK,N

(
â′†(k)â′†(k′)

)
= CK

(
â′†(k)â′†(k′)

)
, (4.62b)

CK,N

(
â′†(k)â′(k′)

)
= CN

(
Â†

+(k)Â
′
+(k

′)
)
. (4.62c)

In this way, Eq. (4.60) has the following form

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′

× ϕ̃n(kn)ϕ̃∗n′(k′
n′)√

n!n′!
CK,N

 ∏
i∈[n]\M

â′†(ki)
∏

i′∈[n′]\M′

â′(k′i′)


×

∏
j−∈M\M+

Â†
−(kj−)

∏
j′+∈M′

+

Â′
+(k

′
j′+
)
∏

j+∈M+

Â†
+(kj+)ρ̂0

∏
j′−∈M′\M′

+

Â−(k
′
j′−
).

(4.63)
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Explicitly, the fundamental contractions of CK,N are

CK,N (â′(k)â′(k′)) =−
∫
R
dK2 sinh

(
cβ|K|

2

)
× [β∗(k,K)β(k′,K) + β(k,K)β∗(k′,K)] , (4.64a)

CK,N

(
â′†(k)â′†(k′)

)
=CK,N (â′(k)â′(k′)) , (4.64b)

CK,N

(
â′†(k)â′(k′)

)
=

∫
R
dK

[
2 sinh

(
cβ|K|

2

)]2
e−cβ|K|α∗(k,K)α(k′,K).

(4.64c)

Notice that the CK,N contraction of chains of â′(k) and â′†(k) operators does
only depend of the momenta appearing in the chains. Hence, we write CK,N as
a function of sequences of momenta as follows

CK,N

 n∏
i=1

â′†(ki)

m∏
j=1

â′(k′j)

 = CK,N({ki}ni=1, {k′j}mj=1), (4.65)

in analogy to Eq. (4.25). In this way, Eq. (4.63) becomes

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

)
×

∏
j−∈M\M+

Â†
−(kj−)

∏
j′+∈M′

+

Â′
+(k

′
j′+
)
∏

j+∈M+

Â†
+(kj+)ρ̂0

∏
j′−∈M′\M′

+

Â−(k
′
j′−
).

(4.66)

By using again Eq. (4.31) on Â†
+(k) operators we conclude step 1 and obtain

ρ̂ =

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

)
×

∏
j−∈M\M+

Â†
−(kj−)

∏
j′+∈M′

+

Â′
+(k

′
j′+
)ρ̂0

∏
j+∈M+

Â′†
+(kj+)

∏
j′−∈M′\M′

+

Â−(k
′
j′−
).

(4.67)

Step 2 gives

χ(−1)[ξ, ξ∗]

=Tr
(
ρ̂D̂−1[ξ, ξ

∗]
)

=

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!
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× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

)
Tr

 ∏
j−∈M\M+

Â†
−(kj−)

×
∏

j′+∈M′
+

Â′
+(k

′
j′+
)ρ̂0

∏
j+∈M+

Â′†
+(kj+)

∏
j′−∈M′\M′

+

Â−(k
′
j′−
)D̂−1[ξ, ξ

∗]


=

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

)
Tr

ρ̂0 ∏
j+∈M+

Â′†
+(kj+)

×
∏

j′−∈M′\M′
+

Â−(k
′
j′−
)D̂−1[ξ, ξ

∗]
∏

j−∈M\M+

Â†
−(kj−)

∏
j′+∈M′

+

Â′
+(k

′
j′+
)

 .

(4.68)

As prescribed by step 3, we manipulate Eq. (4.68) by using Eq. (4.34):

χ(−1)[ξ, ξ∗]

=

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

) ∏
j−∈M\M+

−→
∆−(kj−)

∏
j′+∈M′

+

−→
∆+(k

′
j′+
)

×
∏

j+∈M+

[
−
−→
∆∗

+(kj+)
] ∏
j′−∈M′\M′

+

[
−
−→
∆∗

−(k
′
j′−
)
]
χ
(−1)
0 [ξ, ξ∗], (4.69)

with

−→
∆+(k) =

∫
R
dK2 sinh

(
cβ|K|

2

)
e−cβ|K|α(k,K)

δ

δξ(K)
, (4.70a)

−→
∆−(k) =

∫
R
dK2 sinh

(
cβ|K|

2

)
β(k,K)

δ

δξ(K)
(4.70b)

as functional derivatives acting on their right.
By using Eq. (4.35), we obtain

χ(−1)[ξ, ξ∗]

=

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
M+⊆M

∑
M′

+⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

) ∏
j−∈M\M+

−→
∆−(kj−)

∏
j′+∈M′

+

−→
∆+(k

′
j′+
)
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×
∏

j+∈M+

L+(kj+)[ξ]
∏

j′−∈M′\M′
+

L−(k
′
j′−
)[ξ]χ

(−1)
0 [ξ, ξ∗], (4.71)

with

L+(k)[ξ] =

∫
R
dK2 sinh

(
cβ|K|

2

)
e−cβ|K|α∗(k,K)(n0 + 1)ξ(K), (4.72a)

L−(k)[ξ] =

∫
R
dK2 sinh

(
cβ|K|

2

)
β∗(k,K)(n0 + 1)ξ(K). (4.72b)

Equation (4.72) can be computed by means of Eq. (3.52) as follows

L+(k)[ξ] =

∫
R
dK2 sinh

(
cβ|K|

2

)
exp

(
−cβ|K|

2

)
β∗(k,K)(n0 + 1)ξ(K)

=

∫
R
dK

(
1− e−β|K|

)( 1

eβ|K| − 1
+ 1

)
β∗(k,K)ξ(K)

=

∫
R
dK

eβ|K| − 1

eβ|K|
eβ|K|

eβ|K| − 1
β∗(k,K)ξ(K)

=

∫
R
dKβ∗(k,K)ξ(K), (4.73a)

L−(k)[ξ] =

∫
R
dK2 sinh

(
cβ|K|

2

)
exp

(
−cβ|K|

2

)
α∗(k,K)(n0 + 1)ξ(K)

=

∫
R
dK

(
1− e−β|K|

)( 1

eβ|K| − 1
+ 1

)
α∗(k,K)ξ(K)

=

∫
R
dK

eβ|K| − 1

eβ|K|
eβ|K|

eβ|K| − 1
α∗(k,K)ξ(K)

=

∫
R
dKα∗(k,K)ξ(K). (4.73b)

The derivatives
−→
∆±(k) now have to be evaluated on both L±(k)[ξ] and

χ
(−1)
0 [ξ, ξ∗]. In order to simplify the calculation, we define

←−
∆±(k) as derivatives

identical to
−→
∆±(k) but acting on their left. Moreover, we define

←→
∆ ±(k) =

←−
∆±(k) +

−→
∆±(k). In this way, Eq. (4.71) can be put in a more compact form,

i.e.,

χ(−1)[ξ, ξ∗] =

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

) ∏
j∈M

{←→
∆ −(kj) + L+(kj)[ξ]

}
×
∏

j′∈M′

{←→
∆ +(k

′
j′) + L−(k

′
j′)[ξ]

}
χ
(−1)
0 [ξ, ξ∗]. (4.74)
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A further simplification can be made by defining C∆(U ,U ′) as a contraction
with the following fundamental contractions

C∆({k1, k2},∅) =
−→
∆−(k1)L+(k2)[ξ] +

−→
∆−(k2)L+(k1)[ξ], (4.75a)

C∆(∅, {k1, k2}) =
−→
∆+(k1)L−(k2)[ξ] +

−→
∆+(k2)L−(k1)[ξ], (4.75b)

C∆({k}, {k′}) =
−→
∆−(k)L−(k

′)[ξ] +
−→
∆+(k

′)L+(k)[ξ] (4.75c)

and by computing the following identities by means of Eqs. (3.52) and (4.35){−→
∆−(k) + L+(k)[ξ]

}
χ
(−1)
0 [ξ, ξ∗]

=

∫
R
dK

[
2 sinh

(
cβ|K|

2

)
β(k,K)

δ

δξ(K)
+ β∗(k,K)ξ(K)

]
χ
(−1)
0 [ξ, ξ∗]

=

∫
R
dK

{
−2 sinh

(
cβ|K|

2

)
β(k,K)[n0(K) + 1]ξ∗(K) + β∗(k,K)ξ(K)

}
× χ(−1)

0 [ξ, ξ∗]

=

∫
R
dK

[
− exp

(
cβ|K|

2

)
β(k,K)ξ∗(K) + β∗(k,K)ξ(K)

]
χ
(−1)
0 [ξ, ξ∗]

=

∫
R
dK [−α(k,K)ξ∗(K) + β∗(k,K)ξ(K)]χ

(−1)
0 [ξ, ξ∗]

={−L(k)[ξ, ξ∗]}∗χ(−1)
0 [ξ, ξ∗], (4.76a){−→

∆+(k) + L−(k)[ξ]
}
χ
(−1)
0 [ξ, ξ∗]

=

∫
R
dK

[
2 sinh

(
cβ|K|

2

)
e−cβ|K|α(k,K)

δ

δξ(K)
+ α∗(k,K)ξ(K)

]
χ
(−1)
0 [ξ, ξ∗]

=

∫
R
dK

{
−2 sinh

(
cβ|K|

2

)
e−cβ|K|α(k,K)[n0(K) + 1]ξ∗(K)

+α∗(k,K)ξ(K)}χ(−1)
0 [ξ, ξ∗]

=

∫
R
dK

[
− exp

(
−cβ|K|

2

)
α(k,K)ξ∗(K) + α∗(k,K)ξ(K)

]
χ
(−1)
0 [ξ, ξ∗]

=

∫
R
dK [−β(k,K)ξ∗(K) + α∗(k,K)ξ(K)]χ

(−1)
0 [ξ, ξ∗]

=L(k)[ξ, ξ∗]χ
(−1)
0 [ξ, ξ∗], (4.76b)

where L(k)[ξ, ξ∗] is defined by Eq. (4.38). In this way, Eq. (4.74) can be com-
puted as follows

χ(−1)[ξ, ξ∗]

=

∞∑
n=0

∞∑
n′=0

∑
M⊆[n]

∑
M′⊆[n′]

∑
S⊆M

∑
S′⊆M′

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× CK,N

(
{ki}i∈[n]\M, {k′i′}i′∈[n′]\M′

)
C∆

(
{kl}l∈M\S , {k′l′}l′∈M′\S′

)
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×
∏
j∈S
{−L(kj)[ξ, ξ∗]}∗

∏
j′∈S′

L(k′j′)[ξ, ξ
∗]χ

(−1)
0 [ξ, ξ∗]. (4.77)

The fundamental contractions of C∆(U,U
′) defined by Eq. (4.75) can be

computed by means of Eq. (3.52) as follows

C∆({k1, k2},∅)

=

∫
R
dK2 sinh

(
cβ|K|

2

)
[β(k1,K)β∗(k2,K) + β∗(k1,K)β(k2,K)]

=− CK,N({k1, k2},∅), (4.78a)
C∆(∅, {k1, k2})

=

∫
R
dK2 sinh

(
cβ|K|

2

)
e−cβ|K|[α(k1,K)α∗(k2,K) + α∗(k1,K)α(k2,K)]

=

∫
R
dK2 sinh

(
cβ|K|

2

)
[β(k1,K)β∗(k2,K) + β∗(k1,K)β(k2,K)]

=− CK,N(∅, {k1, k2}), (4.78b)
C∆({k}, {k′})

=

∫
R
dK2 sinh

(
cβ|K|

2

)
[β(k,K)α∗(k′,K) + e−cβ|K|β∗(k,K)α(k′,K)] (4.78c)

The contractions CK,N(U,U
′) and C∆(U,U

′) appearing in Eq. (4.77) can be
combined into a single contraction C(U,U′) = CK,N(U,U

′)+C∆(U,U
′) which

has the following fundamental contractions

C({k1, k2},∅) = CK,N({k1, k2},∅) + C∆({k1, k2},∅) = 0, (4.79a)
C(∅, {k1, k2}) = CK,N(∅, {k1, k2}) + C∆(∅, {k1, k2}) = 0, (4.79b)
C({k}, {k′}) = CK,N({k}, {k′}) + C∆({k}, {k′})

=

∫
R
dK2 sinh

(
cβ|K|

2

)[
2 sinh

(
cβ|K|

2

)
e−cβ|K|α∗(k,K)α(k′,K)

+β(k,K)α∗(k′,K) + e−cβ|K|β∗(k,K)α(k′,K)
]
. (4.79c)

The contraction (4.79c) can be computed by means of Eqs. (3.46), (3.51) and
(3.52) as follows

C({k}, {k′})

=

∫
R
dK2 sinh

(
cβ|K|

2

)
[α∗(k,K)β(k′,K) + β(k,K)α∗(k′,K)]

=

∫
R
dKθ(kK)θ(k′K)2 sinh

(
β

2
|K|
)
|K|√
kk′

× [F (k,K)F (k′,−K) + F (k,−K)F (k′,K)]

=
θ(kk′)√
kk′

[∫
R
dKθ(kK)2 sinh

(
β

2
|K|
)
|K|F (k,K)F (k′,−K)
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+

∫
R
dKθ(kK)2 sinh

(
β

2
|K|
)
|K|F (k,−K)F (k′,K)

]
=
θ(kk′)√
kk′

[∫
R
dKθ(kK)2 sinh

(
β

2
|K|
)
|K|F (k,K)F (k′,−K)

+

∫
R
dKθ(−kK)2 sinh

(
β

2
|K|
)
|K|F (k,K)F (k′,−K)

]
=
θ(kk′)√
kk′

∫
R
dK [θ(kK) + θ(−kK)] 2 sinh

(
β

2
|K|
)
|K|F (k,K)F (k′,−K)

=
θ(kk′)√
kk′

∫
R
dK2 sinh

(
β

2
|K|
)
|K|F (k,K)F (k′,−K)

=
θ(kk′)√
kk′

∫
R
dK2 sinh

(
β

2
|K|
)
|K|

(2πa)2

∣∣∣∣Γ( iKa
)∣∣∣∣2 exp(iKa ln

∣∣∣∣ kk′
∣∣∣∣)

=
θ(kk′)√
kk′

∫
R

dK

2πa
exp

(
i
K

a
ln

∣∣∣∣ kk′
∣∣∣∣)

=
θ(kk′)√
kk′

δ

(
ln

∣∣∣∣ kk′
∣∣∣∣)

=
θ(kk′)

|k|
δ

(
ln

∣∣∣∣ kk′
∣∣∣∣)

=θ(kk′)δ (|k| − |k′|)
=δ (k − k′) . (4.80)

Hence, the fundamental contractions of C(U,U′) are

C({k1, k2},∅) = 0, C(∅, {k1, k2}) = 0, C({k}, {k′}) = δ(k − k′). (4.81)

As a consequence of Eq. (4.81), the combinatorial expression for the full con-
tractions C(U,U′) is precisely given by Eq. (4.37).

Owing to the definition of C(U,U′) = CK,N(U,U
′)+C∆(U,U

′), Eq. (4.77)
becomes

χ(−1)[ξ, ξ∗] =

∞∑
n=0

∞∑
n′=0

∑
S⊆[n]

∑
S′⊆[n′]

∫
Rn

dnkn
∫
Rn′

dn
′
k′
n′
ϕ̃n(kn)ϕ̃∗n′(k′

n′)√
n!n′!

× C
(
{ki}i∈[n]\S , {k′i′}i′∈[n′]\S′

)
×
∏
j∈S
{−L(kj)[ξ, ξ∗]}∗

∏
j′∈S′

L(k′j′)[ξ, ξ
∗]χ

(−1)
0 [ξ, ξ∗]. (4.82)

In this way we have concluded step 3.

Finally, with step 4, we obtain Eq. (4.36).
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Proof of Eq. (4.53)

Now, we prove Eq. (4.53). By plugging Eq. (4.1) in Eq. (4.52), we obtain
Eq. (4.53a) with

χ̄
(p)
M (kn,k′

n′)[ξ, ξ∗] = Tr

 n∏
i=1

â†(ki)|0M⟩⟨0M|
n′∏
i′=1

â(k′i′)

× exp

(∫
R
dk
[
ξ(k)â†(k)− ξ∗(k)â(k) + p

2
|ξ(k)|2

]))
(4.83)

By choosing p = −1, we obtain

χ̄
(p)
M (kn,k′

n′)[ξ, ξ∗] =Tr

 n∏
i=1

â†(ki)|0M⟩⟨0M|
n′∏
i′=1

â(k′i′) exp

(
−
∫
R
dkξ∗(k)â(k)

)

× exp

(∫
R
dkξ(k)â†(k)

))

=Tr

|0M⟩⟨0M|
n′∏
i′=1

â(k′i′) exp

(
−
∫
R
dkξ∗(k)â(k)

)

× exp

(∫
R
dkξ(k)â†(k)

) n∏
i=1

â†(ki)

)

=

n∏
i=1

δ

δξ(ki)

n′∏
i′=1

[
− δ

δξ∗(k′i′)

]
Tr (|0M⟩⟨0M|

× exp

(
−
∫
R
dkξ∗(k)â(k)

)
exp

(∫
R
dkξ(k)â†(k)

))

=

n∏
i=1

δ

δξ(ki)

n′∏
i′=1

[
− δ

δξ∗(k′i′)

]
χ
(−1)
0M [ξ, ξ∗], (4.84)

which, owing to Eq. (4.55), result in

χ̄
(p)
M (kn,k′

n′)[ξ, ξ∗]

=

n∏
i=1

δ

δξ(ki)

n′∏
i′=1

ξ(k′i′)χ
(−1)
0M [ξ, ξ∗]

=
∑
S⊆[n]

∑
S′⊆[n′]

C
(
{ki}i∈[n]\S , {k′i′}i′∈[n′]\S′

) ∏
i′∈S′

ξ(k′i′)
∏
i∈S

δ

δξ(ki)
χ
(−1)
0M [ξ, ξ∗]

=
∑
S⊆[n]

∑
S′⊆[n′]

C
(
{ki}i∈[n]\S , {k′i′}i′∈[n′]\S′

) ∏
i′∈S′

ξ(k′i′)
∏
i∈S

[−ξ∗(ki)]χ(−1)
0M [ξ, ξ∗].

(4.85)
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This proves Eq. (4.53b) for p = −1.
The general case can be proven by using the following identities

χ
(p)
M [ξ, ξ∗] = exp

(∫
R
dk
p+ 1

2
|ξ(k)|2

)
χ
(−1)
M [ξ, ξ∗], (4.86a)

χ
(p)
0M[ξ, ξ∗] = exp

(∫
R
dk
p+ 1

2
|ξ(k)|2

)
χ
(−1)
0M [ξ, ξ∗]. (4.86b)
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Chapter 5

Frame dependent
nonrelativistic limit

This chapter is based on and contains material from Ref. [4].

5.1 Introduction

In Chap. 2, we studied the nonrelativistic limit of quantum fields in Minkowski
[Sec. 2.2] and Rindler [Sec. 2.4] spacetimes. In particular, we considered the non-
relativistic condition as the regime in which energies are very close to the mass
energy. As a result, we developed the framework for nonrelativistic phenomena
in inertial and accelerated frames when Eqs. (2.1) and (2.47), respectively, are
satisfied.

Inertial and accelerated observers experience different flows of times due
to the inequivalent time coordinates t and T . Hence, they are provided with
different notions of energy as the generator of time translation. This means that
the nature of particle energy is frame dependent. Notice that if two observers
experience different energy content of particles, then also the nonrelativistic
condition appears to be frame dependent. The aim of the present chapter is to
study such a frame dependent effect.

In Chap. 3, we considered the scenario in which both the inertial and the
accelerated experimenter observe and interact with the same physical setup. By
following the algebraic formulation of QFTCS, we showed that the same state is
represented in both frames by different particle representations. Each represen-
tation can be mapped to the other by means of a Bogoliubov transformation.

The algebraic QFTCS appears to be the suitable framework to compare the
nonrelativistic condition in the two frames. In the present chapter, we will use
the results of Chap. 3 to show that nonrelativistic particle states of one frame
appear as a superposition of relativistic and nonrelativistic particles in the other
frame; hence, we will prove that the nonrelativistic limit is frame-dependent.
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Also, we show that the number of particles is not conserved between the two
frames as a consequence of the different particle representations of states.

In Sec. 2.4, we introduced the notion of quasi-inertiality by means of the
conditions (2.83). In the nonrelativistic quasi-inertial regime, both the accel-
eration α and the particle localization are sufficiently constrained to suppress
GR corrections to the dynamics coming from, respectively, high values of α and
noticeable differences between the Rindler (gµν) and the Minkowski (ηµν) met-
ric. In the absence of GR perturbations, one may expect that the description
of the field is equivalent to the one provided by the flat QFT with some min-
imal modifications (e.g., Newton potential); hence, the aforementioned frame
dependent effect in QFTCS is expected to be suppressed in the quasi-inertial
regime. In the present chapter, we explicitly prove this result for both scalar and
Dirac fields. In particular, we show that the accelerated observer agrees with
the inertial frame about the nonrelativistic nature of particles and the number
of particles is conserved.

The chapter is organized as follows. In Sec. 5.2, we show that the nonrela-
tivistic limit of one observer is generally incompatible with the nonrelativistic
condition in the other frame due to the Bogoliubov transformations mixing
relativistic and nonrelativistic modes; also, we discuss the difference between
number of particles and antiparticles in the two frames. These frame dependent
effects are suppressed in the quasi-inertial regime, as we will prove in Sec. 5.3
for scalar and Dirac fields. Conclusions are drawn in Sec. 5.4.

5.2 Inertial and accelerated frames

The aim of this section is to show that the nonrelativistic limit in the Minkowski
frame is generally non compatible with the nonrelativistic limit in the Rindler
frame; we also discuss the particle production between the inertial and the
accelerated frame.

Consider an inertial (Alice) and an accelerated (Rob) experimenter perform-
ing operations (e.g., preparation and observation) on the same physical state |ϕ⟩.
Each observer is provided with a representation of |ϕ⟩ in terms of Minkowski
and Rindler particles, respectively. Now, Alice claims that |ϕ⟩ is nonrelativistic
if |ϕ⟩ is only made of nonrelativistic Minkowski particles—i.e., if |ϕ⟩ is defined
by Minkowski creators satisfying Eq. (2.1) and acting on the Minkowski vacuum
|0M⟩. Conversely, Rob claims that |ϕ⟩ is nonrelativistic if it is only populated
by nonrelativistic Rindler particles satisfying Eq. (2.47) and created over the
Rindler vacuum |0L,R⟩. Are these claims compatible to each other? Can both
Alice and Rob detect nonrelativistic states at the same time?

The answer to these questions can be deduced from the Bogoliubov transfor-
mation relating Minkowski-Fock operators to Rindler-Fock operators. For scalar
fields, these transformations are reported in Eq. (3.80); whereas, for Dirac fields
they are shown in Eq. (3.111). In both cases, it can be noticed that the inte-
gral with respect to Rindler variables include also energies that do not satisfy
Eq. (2.47), even when only nonrelativistic Minkowski momenta k⃗ are considered.
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In other words, the condition ℏ|⃗k|/mc ≲ ϵ1/2 does not guarantee the absence of
relativistic Rindler operators in the right hand side of Eqs. (3.80) and (3.111).

This means that the Bogoliubov transformations (3.80) and (3.111) mix
nonrelativistic modes of one frame with relativistic modes of the other. The
effect is twofold: (i) The sea of Rindler particles and antiparticles populating
the Minkowski vacuum |0M⟩ in the Rindler-Fock space HL,R generally appears
to include states with relativistic energies; to see this, check Eqs. (3.7) and (3.99)
for the scalar field and Eqs. (3.130) and (3.131) for the Dirac field and notice
that the integral on the right hand side of Eqs. (3.99) and (3.131) include Rindler
operators that do not satisfy the nonrelativistic condition (2.47) as well. (ii) Any
nonrelativistic Minkowski particle creator can be responsible for the creation
and the destruction of relativistic Rindler particles and antiparticles. These
two facts imply that elements of the Minkowski-Fock space HM that are made
of nonrelativistic Minkowski particles are generally made of relativistic Rindler
particles and antiparticles when seen as elements of the Rindler-Fock space
HL,R. The other way around is also true: not always elements of HL,R made
of nonrelativistic particles and antiparticles are also made of nonrelativistic
particles and antiparticles in HM. The conclusion is that the nonrelativistic
limit is frame-dependent.

To see an example, consider the Minkowski single particle state of a scalar
field defined by Eq. (3.9). Assume that the state is nonrelativistic from the point
of view of the inertial observer; explicitly, this means that the wave function
ϕ̃1(k⃗) is vanishing for relativistic momenta, i.e.,

ϕ̃1(k⃗) ≈ 0, if
ℏ|⃗k|
mc
≫ ϵ1/2. (5.1)

The representation of the state |ϕ⟩ in the Rindler-Fock spaceHL,R is given by
Eq. (3.10), with ŜS defined by Eq. (3.99). In the right hand side of Eq. (3.10), one
can see the presence of Rindler operators not satisfying the nonrelativistic con-
dition (2.47) acting on the Rindler vacuum |0L, 0R⟩. Independently of presence
of the Minkowski single particle, the ŜS operator generates a sea of relativis-
tic Rindler particles over the Rindler vacuum |0L, 0R⟩; furthermore, relativistic
Rindler operators Â†

ν(Ω, K⃗⊥) act on the relativistic background ŜS|0L, 0R⟩ and
generate additional relativistic particles.

Provably, these relativistic Rindler operators Â†
ν(Ω, K⃗⊥) do not always dis-

appear when condition (5.1) holds. To see this, consider the approximation

αν(k⃗,Ω, K⃗⊥) ≈sign(Ω)
1

2

[
πmc2a

ℏ

∣∣∣∣sinh(βΩ2
)∣∣∣∣]−1/2

× exp

(
Ω

ca

(
π

2
− sνi

ℏk3
mc

))
δ2(k⃗⊥ − K⃗⊥). (5.2)

for the Bogoliubov coefficients (3.94) in the limit ℏ|⃗k|/mc ≲ ϵ1/2. As a conse-
quence of Eq. (5.2), the functional

α∗
ν [ϕ̃1](Ω, K⃗⊥) =

∫
R3

d3kϕ̃1(k⃗)α
∗
ν(k⃗,Ω, K⃗⊥) (5.3)
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can be approximated by

α∗
ν [ϕ̃1](Ω, K⃗⊥) ≈sign(Ω)

[
2mc2a

ℏ

∣∣∣∣sinh(βΩ2
)∣∣∣∣]−1/2

exp

(
βΩ

4

)
δ2(k⃗⊥ − K⃗⊥)

×F−1
3 [ϕ̃1](K⃗⊥, sνℏΩ/mc2a), (5.4)

where

F−1
3 [ϕ̃1](k⃗⊥, x3) =

∫
R
dk3

eik3x3

√
2π

ϕ̃1(k⃗) (5.5)

is the inverse of the Fourier transform of ϕ̃1(k⃗) with respect to the variable
k3. If F−1

3 [ϕ̃1](K⃗⊥, sνℏΩ/mc2a) is not supported in |ℏΩ/mc2 − 1| ≲ ϵ, then
the Rindler operators Â†

ν(Ω, K⃗⊥) appearing in Eq. (3.10) are smeared out with
functions that have support outside of the nonrelativistic region (2.47).

The condition for F−1
3 [ϕ̃1](K⃗⊥, sνℏΩ/mc2a) to not have support in the re-

gion |ℏΩ/mc2 − 1| ≲ ϵ is compatible with condition (5.1), in the sense that
one can find at least one configuration that satisfy both conditions. To see
this, consider the uncertainty principle for Fourier transforms [69] which states
that if ϕ̃1(k⃗) and F−1

3 [ϕ̃1](k⃗⊥, x3) are supported inside of |k3 − k̄3| ≲ ∆k3 and
|x3 − x̄3| ≲ ∆x3, respectively, then ∆x3∆k3 ≥ 1. Assume that Eq. (5.1) holds;
a necessary conditions for F−1

3 [ϕ̃1](K⃗⊥, sνℏΩ/mc2a) to have support inside of
|ℏΩ/mc2 − 1| ≲ ϵ is to satisfy the uncertainty principle ℏa/mc ≲ ϵ3/2. Conse-
quently, a sufficient condition for F−1

3 [ϕ̃1](K⃗⊥, sνℏΩ/mc2a) to not have support
inside of |ℏΩ/mc2 − 1| ≲ ϵ is given by ℏa/mc ≫ ϵ3/2. We found that when
the acceleration is sufficiently high (ℏa/mc ≫ ϵ3/2), the integral appearing in
Eq. (3.10) includes relativistic Rindler creators as well, notwithstanding the
nonrelativistic condition (5.1) for the Minkowski particle.

All the arguments that we used for the single particle case can also be ex-
tended to the case of more particles; this leads to the same frame dependent
effect for any Minkowski-Fock state. The procedure can also be applied to
the Dirac field case, due to the similarities between the Bogoliubov coefficients
(3.94) and (3.117).

In addition to the frame dependent nature of the nonrelativistic limit, the
Bogoliubov transformations (3.80) and (3.111) give an explanation to the parti-
cle production between the two frames. An element of the Minkowski-Fock space
HM with n particles and m antiparticles does not appear as an element of the
Rindler-Fock space HL,R with the same number of particles and antiparticles.
This occurs because |0M⟩ is not a vacuum state for HL,R and Minkowski particle
(antiparticle) creators â†(k⃗) (b̂†(k⃗)) annihilate Rindler antiparticles (particles),
in addition to creating Rindler particles (antiparticles).

In conclusion, we proved the frame dependent nature of the first quantization
scheme. Any Minkowski-Fock state |ϕ⟩ ∈ HM made of nonrelativistic particles
can also be seen as an element of Rindler-Fock space HL,R. The Minkowski
vacuum background |0M⟩ is converted into a see of relativistic and nonrelativis-
tic Rindler particles and antiparticles [Eqs. (3.7), (3.99), (3.130) and (3.131)];
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whereas, any Minkowski creator â†(k⃗) or b̂†(k⃗) acting on |0M⟩ is converted into
Rindler creation and annihilation operators involving also relativistic modes
[Eqs. (3.80) and (3.111)]. The nonrelativistic limit in the inertial frame is non-
equivalent to the nonrelativistic limit in the accelerated frame; also, the number
of particles and antiparticles is frame dependent as well.

So far, we have considered a sufficiently large acceleration (ℏa/mc ≫ ϵ3/2).
We may expect that the resulting frame dependent effect is suppressed when this
condition is not met. Intuitively, in a limit in which the two frames are similar,
the nonrelativistic condition and the number of particles become approximately
equivalent between the frames. In the following section we prove that such an
equivalence precisely occurs in the quasi-inertial regime.

5.3 Inertial and quasi-inertial frames

In Sec. 5.2, we showed that the inertial and the accelerated observers, Alice
and Rob, do not agree about the particle content of states. In particular, we
showed that the nonrelativistic condition and the number of particles differ
between the two frames. Here, instead, we investigate the regime in which these
frame dependent effects are suppressed. We prove that the suppression occurs
when Rob’s acceleration is sufficiently low (ℏa/mc ≲ ϵ3/2), the nonrelativistic
Minkowski-Fock state prepared by Alice is localized in |az−1| ≲ ϵ and Rob has
only access to the region |aZ−1| ≲ ϵ in his coordinate frame. In this regime, the
nonrelativistic Minkowski-Fock state is nonrelativistic in the accelerated frame
as well and the number of particles and antiparticles is conserved.

Additionally, we show that wave functions describing states in the quasi-
inertial frame are approximated by the corresponding wave functions in the
inertial frame, with the only difference coming from the coordinate transforma-
tion relating the two frames. In other words, particle states appear identical by
both observers, up to their coordinate representations.

We detail the results by considering scalar Gaussian single particles. The
accelerated observer sees a nonrelativistic single particle only when α is suffi-
ciently small and the wave packet in the inertial frame is narrower than the
scale length of the curvature, but wider than any relativistic wavelength. We
also show that the wave function describing the state in the accelerated frame
is approximately Gaussian.

The section is organized in the following way. In Sec. 5.3.1 we define the
quasi-inertial condition for the state as a localization condition in |az−1| ≲ ϵ for
its wave function. In Sec. 5.3.2 we define the notion of quasi-inertial observer as
an accelerated experimenter with a sufficiently low acceleration (i.e., ℏa/mc ≲
ϵ3/2) and only having access to the region |aZ−1| ≲ ϵ. By combining the results
of Secs. 5.3.1 and 5.3.2, we prove that the nonrelativistic limit and the number
of particles are approximately the same in both frames. In Sec. 5.3.3, we prove
that the wave functions are the same as well, with the only difference coming
from the coordinate representations. We detail these results in Sec. 5.3.4 for
scalar Gaussian single particles.
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5.3.1 Quasi-inertial setup
Here, we investigate the regime in which nonrelativistic Minkowski-Fock states
are seen by the accelerated observer as made of nonrelativistic Rindler particles
created over the Minkowski vacuum background. We show that a necessary and
sufficient condition is given by the localization of the wave function inside the
quasiflat region |az − 1| ≲ ϵ. States satisfying this condition are refereed to as
quasi-inertial.

Scalar Minkowski single particle

Firstly, consider the simple case of a scalar Minkowski single particle, defined
by Eq. (3.9) and represented by Eq. (3.10) in HL,R. Assume that the particle
is nonrelativistic from the point of view of the inertial observer, which means
that ϕ̃1(k⃗) satisfies Eq. (5.1).

In Sec. 5.2 we showed that the function α∗
ν [ϕ̃1](Ω, K⃗⊥) defined by Eq. (5.3)

satisfies Eq. (5.4). This means that α∗
ν [ϕ̃1](Ω, K⃗⊥) has support in |ℏΩ/mc2−1| ≲

ϵ if and only if the inverse of the Fourier transforms of ϕ̃1(k⃗) with respect to k3
is supported in |sνax3 − 1| ≲ ϵ, in the sense that

F−1
3 [ϕ̃1](k⃗⊥, x3) ≈ 0, if |sνax3 − 1| ≫ ϵ. (5.6)

This gives a necessary and sufficient condition for the ν-Rindler creators act-
ing on ŜS|0L, 0R⟩ in Eq. (3.10) to be nonrelativistic. Notice that the regions
|ℏΩ/mc2 − 1| ≲ ϵ and Ω < 0 are disjoint, which means that if α∗

ν [ϕ̃1](Ω, K⃗⊥)
is supported in |ℏΩ/mc2 − 1| ≲ ϵ, then it is vanishing in Ω < 0. Consequently,
Eq. (5.6) is a necessary and sufficient condition for relativistic ν-Rindler creators
and all Rindler annihilators acting on ŜS|0L, 0R⟩ in Eq. (3.10) to be smeared
out with a vanishing function.

The regions |sνax3 − 1| ≲ ϵ and sν̄x3 > 0 are disjoint as well; hence, the
function F−1

3 [ϕ̃1](k⃗⊥, x3) cannot simultaneously be supported in |sνax3 − 1| ≲
ϵ and be non vanishing for some positive values of sν̄x3. The condition for
F−1

3 [ϕ̃1](k⃗⊥, x3) to be vanishing in sν̄x3 > 0 is equivalent to αν̄ [ϕ̃1](Ω, K⃗⊥) ≈ 0
for Ω > 0. Consequently, Eq. (5.6) is a necessary and sufficient condition for
relativistic ν-Rindler creators, all ν̄-Rindler creators and all Rindler annihilators
acting on ŜS|0L, 0R⟩ in Eq. (3.10) to have vanishing smearing function.

Equation (5.6) can be proved to be equivalent to a localization condition for
|ϕ⟩. To see this, consider the single particle wave function in the position space
ϕ1(x⃗) defined by Eq. (1.20) for n = 1 and t = 0, i.e.

ϕ1(x⃗) =

√
mc2

(2π)3ℏω(k⃗)

∫
R3

d3keik⃗·x⃗ϕ̃1(k⃗), (5.7)

and notice that in the nonrelativistic limit (5.1), Eq. (5.7) can be approximated
by

ϕ1(x⃗) ≈
1

2π

∫
R2

d2k⊥e
ik⃗⊥·x⃗⊥F−1

3 [ϕ̃1](k⃗⊥, z). (5.8)
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Owing to Eq. (5.8), the condition (5.6) becomes equivalent to

ϕ1(x⃗) ≈ 0, if |sνaz − 1| ≫ ϵ. (5.9)

Equation (5.9) can be compared with the localization condition expressed by
Eq. (2.83b). In analogy to Eq. (2.83b), Eq. (5.9) describes the situation in which
the wave function ϕ1(x⃗) is localized in a region in which the metric is quasiflat,
i.e., gµν ≈ ηµν . In Sec. 5.3.3, we will show that when ν = R, Eq. (5.9) is precisely
equivalent to the condition (2.83). In particular, we will show that, in the quasi-
inertial regime, the transformation between wave functions is determined by the
coordinate transformation (1.106). Hence, the localization condition (5.9) for
the wave function ϕ1(x⃗) is equivalent to the localization condition expressed by
Eq. (2.83b) for the wave function describing |ϕ⟩ in the right Rindler wedge.

Equation (2.83a) is a necessary condition for Eqs. (5.1) and (5.6) due to the
uncertainty principle for Fourier transforms, as we have discussed in Sec. 5.2.
Equation (2.83c), instead, gives a constraint for the Rindler operators acting on
ŜS|0L, 0R⟩ in Eq. (3.10) as a consequence of the nonrelativistic condition (5.1)
and the δ2(k⃗⊥ − K⃗⊥) functions appearing in Eq. (3.94). Given the analogies
between the present configuration and the one described in Sec. 2.4 by means
of Eq. (2.83), the setup satisfying Eq. (5.9) is referred to as being quasi-inertial.

Scalar Minkowski-Fock state

We can now generalize this result for any Minkowski-Fock state |ϕ⟩. In Sec. 1.1.1,
we gave the definition for wave functions ϕn(xn) and ϕ̃n(kn) by means of
Eqs. (1.19) and (1.20). For practical purposes, we ignored antiparticles and only
focused on Fock states made of particles. However, to consider the Bogoliubov
transformations (3.80) and the Rindler-Fock representation of the Minkowski
vacuum [Eqs. (3.7) and (3.99)], we have to include antiparticles as well.

We define the wave function of |ϕ⟩ in the position space as

ϕnm(xn+m) =

(
2mc2

ℏ2

)n+m
2
∫
R3(n+m)

d3(n+m)kn+mϕ̃nm(kn+m)

×
n∏
i=1

f(k⃗i, 0, x⃗i)

n+m∏
j=n+1

f(k⃗j , 0, x⃗j), (5.10)

where ϕ̃nm(kn+m) is the wave function in the momentum space, defined from
the decomposition of |ϕ⟩ with respect to the Minkowski-Fock space HM

|ϕ⟩ = ĉϕ|0M⟩, (5.11)

with

ĉϕ =

∞∑
n,m=0

∫
R3(n+m)

d3(n+m)kn+m
ϕ̃nm(kn+m)√

n!m!

n∏
i=1

â†(k⃗i)

n+m∏
j=n+1

b̂†(k⃗j). (5.12)
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By definition, ϕ̃nm(kn+m) is symmetric with respect to the momenta variables
k⃗1, . . . , k⃗n and with respect to k⃗n+1, . . . , k⃗n+m. The nonrelativistic condition for
|ϕ⟩ reads as

ϕ̃nm(kn+m) ≈ 0, if
ℏ|⃗ki|
mc

≫ ϵ1/2 for some i ∈ {1, . . . , n+m}, (5.13)

which gives the following approximation

ϕnm(xn+m) ≈
(
2mc2

ℏ2

)n+m
2
∫
R3(n+m)

NR,M

d3(n+m)kn+mϕ̃nm(kn+m)

×
n∏
i=1

f(k⃗i, 0, x⃗i)
n+m∏
j=n+1

f(k⃗j , 0, x⃗j), (5.14)

where RNR,M is the nonrelativistic region defined by the condition (2.1), i.e.,
k⃗ ∈ RNR,M if and only if ℏ|⃗k|/mc ≲ ϵ1/2.

The explicit expression for |ϕ⟩ as an element of the Rindler-Fock space HL,R
can be obtained from Eqs. (3.7), (3.81), (5.11), (5.12) and reads as

|ϕ⟩ = ĈϕŜS|0L, 0R⟩, (5.15)

with

Ĉϕ =

∞∑
n,m=0

∑
νn+m

∫
R3(n+m)

d3(n+m)θn+m
Φ̃nm(θn+m,νn+m)√

n!m!

×
n∏
i=1

Â†
νi(θ⃗i)

n+m∏
j=n+1

B̂†νj (θ⃗j) (5.16)

and

Φ̃nm(θn+m,νn+m) =

∫
R3(n+m)

d3(n+m)kn+mϕ̃nm(kn+m)

×
n∏
i=1

α∗
νi(k⃗i, θ⃗i)

n+m∏
j=n+1

α∗
νj (k⃗j , θ⃗j), (5.17)

where the sum
∑

νn+m
in Eq. (5.16) runs over all the possible ν-variables

ν ∈ {L,R}. Notice that the function Φ̃nm(θn+m,νn+m) defined in Eq. (5.17)
cannot be regarded as the wave function of |ϕ⟩ in the Rindler frame due to
the presence of the ŜS operator acting on |0L, 0R⟩ in Eq. (5.15). In other
words, Φ̃nm(θn+m,νn+m) is not simply the generalization of Eq. (1.119) for
particles and antiparticles. However, in Secs. 5.3.2 and 5.3.3, we will show
that Φ̃nm(θn+m,νn+m) obtains the notion of wave function in the quasi-inertial
regime.
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The generalization of the quasi-inertial condition (5.9) for Minkowski-Fock
states with any number of particles and antiparticles is

ϕnm(xn+m) ≈ 0, if |sνazi − 1| ≫ ϵ for some i ∈ {1, . . . , n+m}. (5.18)

Equation (5.18) is a necessary and sufficient condition for |ϕ⟩ to not have rela-
tivistic ν-Rindler creators, no ν̄-Rindler creators at all and no Rindler annihila-
tors acting on ŜS|0L, 0R⟩ in Eq. (5.15). Hence, we find that the operator Ĉϕ is
only made of nonrelativistic ν-Rindler creators if and only if the quasi-inertial
condition (5.18) holds.

Explicitly, we say that Eq. (5.18) is a necessary and sufficient condition for
the approximation

Φ̃nm(θn+m,νn+m) ≈ 0, if θ⃗i ̸∈ RNR,C or νi = ν̄ for some i ∈ {1, . . . , n+m},
(5.19)

where RNR,C is the nonrelativistic region defined by the condition (2.47), in
the sense that (Ω, K⃗⊥) ∈ RNR,C if and only if Ω satisfies Eq. (2.47). Equation
(5.19) is equivalent to

Ĉϕ ≈
∞∑

n,m=0

∑
νn+m

∫
Rn+m

NR,C

d3(n+m)θn+m
Φ̃nm(θn+m,νn+m)√

n!m!

×
n∏
i=1

Â†
νi(θ⃗i)

n+m∏
j=n+1

B̂†
νj (θ⃗j). (5.20)

This means that Ĉϕ is approximately only made of creators of nonrelativis-
tic ν-Rindler particles. Therefore, the transformation ĉϕ 7→ Ĉϕ conserves the
nonrelativistic nature of particles when one switches from the inertial to the
accelerated frame.

By comparing Eq. (5.20) with Eq. (5.12) one can notice that Ĉϕ is identical to
ĉϕ, up to the function Φ̃nm replacing ϕ̃nm and the ν-Rindler creation operators
Â†
νi(θ⃗i), B̂

†
νj (θ⃗j) replacing the Minkowski operators â†(k⃗i), b̂†(k⃗j). This implies

that the number of particles and antiparticles created by Ĉϕ is the same as ĉϕ.
The conclusion is that the transformation ĉϕ 7→ Ĉϕ conserves the number of
particles and antiparticles, in addition to the nonrelativistic condition.

Finally, notice that if |ϕ⟩ satisfies the quasi-inertial condition (5.18) for ν =
L, then approximately no right Rindler particles are produced over ŜS|0L, 0R⟩
as a consequence of Eq. (5.20). Conversely, if ν = R, then all the Minkowski
operators â†(k⃗i), b̂†(k⃗j) are converted into Â†

R(θ⃗i) and B̂†
R(θ⃗j) operators. With-

out loss of generality, we assume that the accelerated observer Rob is describe
by the right wedge. Hence, the quasi-inertial condition (5.18) for ν = L leads
to the trivial scenario in which Rob can never detect the Minkowski single par-
ticle over the Minkowski vacuum. For this reason, hereafter, we only consider
Eq. (5.18) for ν = R, i.e.,

ϕnm(xn+m) ≈ 0, if |azi − 1| ≫ ϵ for some i ∈ {1, . . . , n+m}. (5.21)
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Equation (5.21) is a necessary and sufficient condition for

Φ̃nm(θn+m,νn+m) ≈ 0, if θi ̸∈ RNR,C or νi = L for some i ∈ {1, . . . , n+m}
(5.22)

and, hence,

Ĉϕ ≈
∞∑

n,m=0

∫
θn+m∈Rn+m

NR,C

d3(n+m)θn+m
Φ̃nm(θn+m)√

n!m!

n∏
i=1

Â†
R(θ⃗i)

n+m∏
j=n+1

B̂†
R(θ⃗j),

(5.23)
where Φ̃nm(θn+m) is defined as

Φ̃nm(θn+m) = Φ̃nm(θn+m,Rn+m), (5.24)

with
Rn+m = (R, . . . ,R︸ ︷︷ ︸

n

,R, . . . ,R︸ ︷︷ ︸
m

). (5.25)

Numerical check

These results can be numerically checked as follows.
Firstly, notice that when ℏ|⃗k|/mc ≲ ϵ, Eq. (3.79) can be approximated as

αν(k⃗, θ⃗) ≈
∫
R3

d3xf∗(k⃗, 0, x⃗)α̃ν(x⃗, θ⃗), (5.26)

with

α̃ν(x⃗, θ⃗) =
θ(sνz)

ℏ

(
sνθ1
az

+
mc2

ℏ

)
F̃ (θ⃗, sνZν(z))e

iθ⃗⊥·x⃗⊥ . (5.27)

By using the relation between ϕnm(xn+m) and ϕ̃nm(kn+m) [Eq. (5.10)] and
between αν(k⃗, θ⃗) and α̃ν(x⃗, θ⃗) [Eq. (5.26)], one can approximate Eq. (5.17) with

Φ̃nm(θn+m,νn+m) ≈
(
2mc2

ℏ2

)−n+m
2
∫
R3(n+m)

d3(n+m)xn+mϕnm(xn+m)

×
n∏
i=1

α̃∗
νi(x⃗i, θ⃗i)

n+m∏
j=n+1

α̃∗
νj (x⃗j , θ⃗j). (5.28)

The quasi inertial condition (5.21) can be used in Eq. (5.28) to let the integration
with respect to the position variables x⃗i run inside of the region |azi − 1| ≲ ϵ.
The Heaviside theta function appearing in Eq. (5.27) implies that a necessary
condition for the localization condition is that Φ̃nm(θn+m,νn+m) is vanishing
when at least one ν variables is equal to L. Therefore, hereafter we only consider
the right-wedge wave function Φ̃nm(θn+m) defined by Eq. (5.24).

Due to the quasi inertial condition (5.21), one may also introduce a cutoff
δz for any integration variable z in Eq. (5.28) and assume that any integration
can be approximately performed in z ∈ [a−1 − δz, a−1 + δz], with

δz ≲ ϵa−1, (5.29)
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instead of the full real axis. By considering such an approximation in Eq. (5.28)
and by using Eq. (5.10), one obtains

Φ̃nm(θn+m) ≈
∫
R3(n+m)

d3(n+m)kn+mϕ̃nm(kn+m)

×
n∏
i=1

α∗(k⃗i, θ⃗i, δz)

n+m∏
j=n+1

α∗(k⃗j , θ⃗j , δz), (5.30)

with

α(k⃗, θ⃗, δz) =
1

ℏ

(
θ1 +

mc2

ℏ

)∫ a−1+δz

a−1−δz
dz

∫
R2

d2x⊥

× f∗(k⃗, 0, x⃗)F̃ (θ⃗, ZR(z))e
iθ⃗⊥·x⃗⊥ . (5.31)

By using Eq. (1.12) and integrating with respect to x⃗⊥, Eq. (5.31) becomes

α(k⃗, θ⃗, δz) = δ2(k⃗⊥ − θ⃗⊥)χ(k⃗, θ1, δz), (5.32)

with

χ(k⃗,Ω, δz) =

√
π

ℏω(k⃗)

(
Ω+

mc2

ℏ

)∫ a−1+δz

a−1−δz
dze−ik3zF̃ (Ω, k⃗⊥, ZR(z)), (5.33)

which is the equivalent of Eq. (3.84) with a cutoff δz, ν = R and ω(k⃗) ≈ mc2/ℏ.
We are interested in the behavior of χ(k⃗,Ω, δz) with varying Ω. In particular,

we want to show that, when constraints (2.1), (2.83a) and (5.29) hold, χ(k⃗,Ω, δz)
is not vanishing only for Ω such that Eq. (2.47) holds. To this end, we perform
the coordinate transformation

z̄ =
az − 1

ā
, (5.34)

with

ā = 2−1/3

(
ℏa
mc

)2/3

(5.35)

as an acceleration dependent adimensional variable. We furthermore consider
the following adimensional variables

⃗̄k =
āk⃗

a
, Ω̄ =

ℏΩ
mc2

, δz̄ =
aδz

ā
. (5.36)

In this way, Eq. (5.33) reads as

χ(k⃗,Ω, δz) =
ā

a

√
mδz

ℏ
exp

(
−ik3

a

)
χ̄

(
āk⃗

a
,
ℏΩ
mc2

,
aδz

ā

)
, (5.37)
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with

χ̄(⃗̄k, Ω̄, δz̄) =

√
π(Ω̄ + 1)

4
√
1 + 2āk̄2

√
δz̄

∫ δz̄

−δz̄
dz̄e−ik̄3z̄ ¯̃F (Ω̄, ⃗̄k⊥, z̄) (5.38)

and

¯̃F (Ω̄, ⃗̄k⊥, z̄) =

√
a

āℏ
cF̃

(
mc2Ω̄

ℏ
,
a⃗̄k⊥
ā
, ZR

(
āz̄ + 1

a

))
(5.39)

as adimensional functions. The variable ⃗̄k⊥ appearing in Eq. (5.38) is made of
the transverse components of ⃗̄k, i.e.: ⃗̄k⊥ = (k̄1, k̄2).

Explicitly, Eq. (5.38) reads as

χ̄(⃗̄k, Ω̄, δz̄) =
Ω̄ + 1

2π3/2 4
√
1 + 2āk̄2

√
āδz̄

∫ δz̄

−δz̄
dz̄e−ik̄3z̄

×

√∣∣∣∣sinh( πΩ̄√
2ā3

)∣∣∣∣KiΩ̄/
√
2ā3


√

1 + 2ā|⃗k̄⊥|2
2ā3

(1 + āz̄)

 . (5.40)

We numerically compute Eq. (5.40) and plot the results in Fig. 5.1 for different
values of k̄3 and Ω̄. We choose ā ∈ {0.1, 1} and δz̄ ∈ {1, 10} to show the
quasi-inertial limit (i.e., ā≪ 1 and δz̄ ≲ 1).

Conditions (2.1), (2.83a), (5.29) in the new set of coordinates become

ā ∼ ϵ, |⃗k̄| ≲ 1, δz̄ ≲ 1, (5.41)

whereas Eq. (2.47) becomes
|Ω̄− 1|
ā

≲ 1. (5.42)

In Fig. 5.1, we show that when the parameter ā and the coordinates |⃗k̄| and
δz̄ are constrained by Eq. (5.41), χ̄(⃗̄k, Ω̄, δz̄) is not vanishing only for Ω̄ such
that Eq. (5.42) holds. In other words, the regime of low acceleration (ā ≪ 1),
quasiflat metric (δz̄ ≲ 1) and nonrelativistic Minkowski momenta (|k̄3| ≲ 1)
is characterized by a distribution χ̄(⃗̄k, Ω̄, δz̄) peaked at nonrelativistic Rindler
energies (Ω̄ ∼ 1). As a result, Eq. (2.47) selects only nonrelativistic frequencies
for which Φ̃nm(θn+m) is not vanishing.

Dirac Minkowski-Fock state

The discussion we provided for the scalar fields can also be extended to the
case of Dirac fields as well. The only differences are given by the Rindler-Dirac
operators Ĉνs(Ω, K⃗⊥) and D̂νs(Ω, K⃗⊥) replacing the scalar operators Âν(Ω, K⃗⊥)

and B̂ν(Ω, K⃗⊥), the Bogoliubov transformation (3.111) replacing Eq. (3.81) and
the ŜD operator replacing ŜS.
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Figure 5.1: Distribution of Rindler energies Ω̄ (horizontal axis) with respect
to Minkowski momenta k̄3 (vertical axes). The quantity measured here is
χ̄(⃗̄k, Ω̄, δz̄), which describes how energy-momentum distributions transform
from inertial to accelerated frames [Eqs. (5.30), (5.32), (5.37)]. For simplicity,
we ignore the transverse coordinates x and y by choosing k̄1 = 0 and k̄2 = 0.
The regime of low acceleration (ā≪ 1) and quasiflat metric (δz̄ ∼ 1) [Eq. (5.41)]
are indicated with, respectively, blue and purple arrows. In such regime, non-
relativistic Minkowski momenta are paired with nonrelativistic Rindler energies
(green arrows). Indeed, when k̄3 ≲ 1 [Eq. (5.41)], χ̄(⃗̄k, Ω̄, δz̄) is peaked for
Ω̄ ≈ 1 [Eq. (5.42)]. This means that in the quasi-inertial regime, the accelerated
observer agrees with the inertial observer about the nonrelativistic nature of
particles created over the vacuum state |0M⟩.
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For instance, in the case of single particle state |ψ⟩, we can use the definition
of wave function ψ̃1(s, k⃗) given by Eq. (1.51), i.e.,

|ψ⟩ =
2∑
s=1

∫
R3

d3kψ̃1(s, k⃗)ĉ
†
s(k⃗)|0L, 0R⟩. (5.43)

ψ̃1(s, k⃗) can be used to define the nonrelativistic condition for the particle in
the inertial frame

ψ̃1(s, k⃗) ≈ 0, if
ℏ|⃗k|
mc
≫ ϵ1/2, (5.44)

which is the equivalent of Eq. (5.1) for Dirac fields. The wave function in the
position space, instead, is given by Eq. (1.53); for t = 0, we define ψ1(x⃗) =
ψ1(0, x⃗).

The representation of |ψ⟩ in the Rindler frame can be derived by means of
the Bogoliubov transformation (3.111) and the Rindler representation of the
Minkowski vacuum (3.130) in analogy to Eq. (3.10). We have that

|ψ⟩ = ĈψŜD|0L, 0R⟩. (5.45)

with

Ĉψ =
∑

ν={L,R}

2∑
s=1

2∑
s′=1

∫
R3

d3k

∫
R
dΩ

∫
R2

d2K⊥ψ̃1(s, k⃗)α
∗
ν(k⃗,Ω, K⃗⊥)

× W̃†
νs′(Ω, K⃗⊥)ũs(k⃗)

[
θ(Ω)Ĉ†

νs′(Ω, K⃗⊥) + θ(−Ω)D̂νs′(−Ω,−K⃗⊥)
]
. (5.46)

By following the same arguments used for scalar fields, one can prove that
Eq. (5.46) can be approximated by

Ĉψ ≈
2∑
s=1

2∑
s′=1

∫
R3

d3k

∫
RNR,C

d3θψ̃1(s, k⃗)α
∗
R(k⃗, θ⃗)W̃

†
Rs′(θ⃗)ũs(k⃗)Ĉ

†
Rs′(θ⃗) (5.47)

if and only if the wave function ψ1(x⃗) satisfies

ψ1(x⃗) ≈ 0, if |az − 1| ≫ ϵ, (5.48)

which is the equivalent of Eq. (5.9) for Dirac fields and with ν = R. The
equivalence between the scalar and the Dirac case is due to the similarities
between the Bogoliubov coefficients (3.94) and (3.117).

Equation (5.48) is the quasi-inertial condition for the Dirac field |ψ⟩. It gives
a necessary and sufficient condition for the Ĉψ operator to be made exclusivity
of nonrelativistic right Rindler creators; additionally, the number of particles
created over the Minkowski vacuum |0M⟩ = ŜD|0L, 0R⟩ is preserved.
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5.3.2 Quasi-inertial observer
In Sec. 5.3 we found that Eq. (5.21) is necessary and sufficient condition for the
operator Ĉϕ to be made of nonrelativistic right Rindler creators and to have
the same particle content of ĉϕ [Eqs. (5.12) and (5.23)]. Notice, however, that
Eq. (5.23) does not imply that |ϕ⟩ is nonrelativistic in the Rindler frame and
the number of particles are still not conserved if one considers the Minkowski
and the Rindler representations of |ϕ⟩. Indeed, the operator ŜS still generates
relativistic particles by acting on the Rindler vacuum |0L, 0R⟩. Equation (5.21)
is a condition that guarantees the absence of relativistic operators acting on
ŜS|0L, 0R⟩ in Eq. (5.15); however ŜS|0L, 0R⟩ is a relativistic state populated by
a non vanishing number of Rindler particles. Moreover, Eq. (5.21) is a condition
for the state |ϕ⟩, whereas the relativistic nature of ŜS|0L, 0R⟩ and its particle
content are independent of the Minkowski particles created over it.

To solve this problem, we assume that the accelerated observer Rob has an
acceleration that satisfies Eq. (2.83a) and has only access to the region defined
by Eq. (2.83b), with Z as the right Rindler coordinate describing Rob’s frame.
We already remarked that for any Z such that Eq. (2.83b) holds, the metric
gµν is approximated by ηµν . For this reason, we say that Rob is a quasi-inertial
observer.

The localization condition (2.83b) defines the set of particles states that can
be detected by the quasi-inertial observer. For instance, left-Rindler particles are
excluded by such selection, since they are localized beyond the Rindler horizon.
The same occurs for right-Rindler particles with frequency Ω ≲ ca, because they
are localized too close to the horizon. This is a consequence of the fact that the
F (Ω, K⃗⊥, T, X⃗) modes are exponentially vanishing when Ω ≲ ca, aZ ≳ −1 and
ℏa/mc≪ 1. Indeed, Bessel functions have the following asymptotic behavior

Kiζ(ξ) ∼
e−ξ√
ξ

(5.49)

when ξ →∞, and, hence, F (Ω, K⃗⊥, T, X⃗) goes to zero as

F (Ω, K⃗⊥, T, X⃗) ∼ 1

c

√
ℏ
a

∣∣∣∣sinh(πΩca
)∣∣∣∣ϵ3/4 exp(−ϵ−3/2

)
. (5.50)

We define the Fock space HQI that is generated by left-wedge particles with
any frequency Ω and by right-wedge particles with frequency Ω ≲ ca. HQI
represents the set of states that cannot be detected by the quasi-inertial observer.
We define the partial trace TrQI overHQI, which maps any pure state |Φ⟩ ∈ HL,R
into a statistical operator ρ = TrQI(|Φ⟩⟨Φ|) describing |Φ⟩ from the point of view
of the quasi-inertial observer. We also define the Fock space HQI = TrQI(HL,R)
as the representation space for the quasi-inertial observer. In practice, the quasi-
inertial observer is not able to distinguish between any element of HQI and the
vacuum state of HQI.

We now consider a state |ϕ⟩ that satisfies the quasi-inertial condition (5.21)
and we derive its representation in HQI. We start by considering the represen-
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tation of |ϕ⟩ in HL,R, which is given by Eq. (5.15). Notice that the ŜS operator
defined by Eq. (3.99) can be approximated by

ŜS ≈ exp

2
∑

ν={L,R}

∫
Ω≲ca

dΩ

∫
R2

d2K⃗⊥ζ(Ω)
[
Â†
ν(Ω, K⃗⊥)B̂

†
ν̄(Ω,−K⃗⊥)

]A ,

(5.51)
since ζ(Ω) is exponentially small when Ω ≫ ca. Also, notice that when |ϕ⟩
satisfies the quasi-inertial condition (5.21), the operator Ĉϕ is approximated by
Eq. (5.23).

The integration interval in Eq. (5.51) is Ω ≲ ca ≪ mc2/ℏ [Eq. (2.83a)],
whereas the frequency variables θ1 in Eq. (5.23) are constrained by θ1 ≈ mc2/ℏ.
This means that Ĉϕ is left unaffected by the partial trace TrQI, in the sense that

TrQI(ĈϕÔ) ≈ ĈϕTrQI(Ô), (5.52)

whereas ŜS satisfies the trace cyclic property

TrQI(ŜSÔ) ≈ TrQI(ÔŜS). (5.53)

Indeed, the particles and antiparticles created by Ĉϕ are not elements of HQI,
since θ1 ≈ mc2/ℏ≫ ca. On the other hand, particles and antiparticles created
and annihilated by ŜS have frequency Ω ≲ ca and, hence, belong to HQI.

Equations (5.52) and (5.53) can be used together with (5.15) to prove that

TrQI(|ϕ⟩⟨ϕ|) ≈ Ĉϕ|0QI⟩⟨0QI|Ĉ†
ϕ, (5.54)

where
|0QI⟩⟨0QI| = TrQI(|0L, 0R⟩⟨0L, 0R|) (5.55)

is the vacuum state of HQI. Equation (5.54) states that |ϕ⟩ is seen by the
quasi-inertial observer as a pure state |Φ⟩ such that

|Φ⟩ = Ĉϕ|0QI⟩. (5.56)

In this way, we have proved that |ϕ⟩ is seen by the quasi-inertial observer as
a nonrelativistic state preserving the number of particles and antiparticles from
the Minkowski representation. Indeed, by comparing Eq. (5.56) with Eq. (5.11)
and Eq. (5.23) with Eq. (5.12), one notices that the same configuration of non-
relativistic particles and antiparticles are created over the respective vacuum.
As said before, the map ĉϕ 7→ Ĉϕ preserves the nonrelativistic condition and
the number of particles and antiparticles. The conclusion is that the inertial
and the quasi-inertial observer agree about the first-quantization description of
states.

An analogous result can be obtained for the case of Dirac fields due to
the similarities between the operators ŜS [Eq. (3.99)] and ŜD [Eq. (3.131)] and
between the scalar [Eq. (1.113)] and the Dirac modes [Eq. (1.175)] in Rindler
spacetime.
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5.3.3 Wave function transformation
By means of Eqs. (5.23) and (5.56) we proved that the frame dependency of
the nonrelativistic limit and the particle production is suppressed in the quasi-
inertial regime. Additionally, we can notice that Φ̃nm(θn+m) plays the role of
wave function for |Φ⟩ with respect to the quantum numbers θn+m, analogously
to ϕ̃nm(kn+m) in the inertial frame. The transformation between wave functions
ϕ̃nm(kn+m) 7→ Φ̃nm(θn+m) is given by Eq. (5.17).

The wave function of |Φ⟩ in the position representation is defined as

Φnm(Xn+m) =

(
2mc2

ℏ2

)n+m
2
∫
R3(n+m)

d3(n+m)θn+mΦ̃nm(θn+m)

×
n∏
i=1

F (θ⃗i, 0, X⃗i)
n+m∏
j=n+1

F (θ⃗j , 0, X⃗j), (5.57)

which is the analogue of Eq. (1.121), but for the quasi inertial frame and with
antiparticles included as well. As a consequence of Eq. (5.22), Eq. (5.57) can be
approximated by

Φnm(Xn+m) =

(
2mc2

ℏ2

)n+m
2
∫
R3(n+m)

NR,C

d3(n+m)θn+mΦ̃nm(θn+m)

×
n∏
i=1

F (θ⃗i, 0, X⃗i)

n+m∏
j=n+1

F (θ⃗j , 0, X⃗j), (5.58)

The wave function transformation ϕnm(xn+m) 7→ Φnm(Xn+m) can be de-
rived as follows. Use Eqs. (3.79), (5.14), (5.17) and the definition of RNR,M and
RNR,C in Eq. (5.58) to obtain

Φnm(Xn+m) ≈
∫
R3(n+m)

d3(n+m)xn+mϕnm(xn+m)

×
n∏
i=1

˜̃α∗
R(x⃗i, X⃗i)

n+m∏
j=n+1

˜̃α∗
R(x⃗j , X⃗j) (5.59)

with

˜̃αR(x⃗, X⃗) =
θ(z)

ℏ

(
1

az
+ 1

)∫
θ1>0

d3θθ1F̃ (θ⃗, ZR(z))e
iθ⃗⊥·x⃗⊥F ∗(θ⃗, 0, X⃗). (5.60)

Use Eq. (1.113a) in Eq. (5.60) to have

˜̃αR(x⃗, X⃗) =
θ(z)

ℏ

(
1

az
+ 1

)∫
θ1>0

d3θθ1F̃ (θ⃗, ZR(z))F̃ (θ⃗, Z)e
iθ⃗⊥·(x⃗⊥−X⃗⊥).

(5.61)
Notice that, as a consequence of Eq. (5.21), the functions ˜̃αR(x⃗, X⃗) appearing

in Eq. (5.59) are smeared out with a function that is vanishing for x⃗ such that
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|az − 1| ≫ ϵ. Hence, we may focus on values of ˜̃αR(x⃗, X⃗) for x⃗ that are inside
of |az − 1| ≲ ϵ and approximate Eq. (5.61) with

˜̃αR(x⃗, X⃗) ≈
∫
θ1>0

d3θ
2θ1
ℏaz

F̃ (θ⃗, ZR(z))F̃ (θ⃗, Z)e
iθ⃗⊥·(x⃗⊥−X⃗⊥). (5.62)

It is possible to show that∫ ∞

0

dθ1
2θ1
ℏaz

F̃ (θ⃗, ZR(z))F̃ (θ⃗, Z) =
1

4π2
δ(z − zR(Z)). (5.63)

A proof for Eq. (5.63) is provided in Appendix A.4.1. Equations (5.62) and
(5.63) lead to

˜̃αR(x⃗, X⃗) ≈ δ(z − zR(X))δ2(x⃗⊥ − X⃗⊥), (5.64)

which can be used in Eq. (5.59) to obtain

Φnm(Xn+m) ≈ ϕnm(xR(Xn+m)), (5.65)

where

xR(Xn+m) = (x⃗R(X⃗1), . . . , x⃗R(X⃗n), x⃗R(X⃗n+1), . . . , x⃗R(X⃗n+m)). (5.66)

Equation (5.65) states that the wave functions in the position representation
approximately transform as scalars, in the sense that Φnm(Xn+m) is identical
to ϕnm(xn+m) up to the transformation x⃗ν(X⃗) for each spatial coordinate.

5.3.4 Example: Gaussian single particle
We now provide an example of Minkowski single particle state |ϕ⟩ to probe the
results that we obtained. We assume that ϕ̃nm is vanishing for any n and m,
except for n = 1 and m = 0. We also assume that the wave function ϕ̃10(k⃗) has
a Gaussian form along the z axis and vanishing transverse momentum, i.e.,

ϕ̃10(k⃗) = 2πϕ̃(k3)δ(k⃗⊥), (5.67)

with

ϕ̃(k3) =

√
σ

π1/4
exp

(
−σ

2k23
2
− ik3z0

)
. (5.68)

In the position representation, the wave function ϕ10 [Eq. (5.10)] in

ϕ10(x⃗) = ϕ(z), (5.69)

with

ϕ(z) =
1√
2π

∫
R
dk3

√
mc2

ℏω(k3e⃗3)
ϕ̃(k3)e

ik3z (5.70)

and e⃗3 = (0, 0, 1). The nonrelativistic limit (5.13) leads to

ϕ(z) ≈ 1

π1/4
√
σ
exp

(
− (z − z0)2

2σ2

)
, (5.71)
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which is a Gaussian wave function with variance σ.
In the accelerated frame, the wave functions Φ̃10(Ω, K⃗⊥) [Eqs. (5.17) and

(5.24)] and Φ10(X⃗) [Eq. (5.57)], respectively, are

Φ̃10(Ω, K⃗⊥) = 2πΦ̃(Ω)δ2(K⃗⊥), Φ10(X⃗) = Φ(Z), (5.72)

with

Φ̃(Ω) =

∫
R
dk3ϕ̃(k3)χ

∗
R(k3e⃗3,Ω), (5.73a)

Φ(Z) =
2π
√
2m

ℏ

∫ ∞

0

dΩΦ̃(Ω)F̃ (Ω, 0, 0, Z) (5.73b)

and χν(k⃗,Ω) defined by Eq. (3.83).
In order for |ϕ⟩ to be nonrelativistic in the inertial frame [Eq. (5.1)], we

assume that
ℏ

mcσ
≲ ϵ1/2, (5.74)

which, together with Eq. (2.83a), reads as

aσ ≳ ϵ. (5.75)

The localized condition (5.21), instead, requires

|az0 − 1| ≲ ϵ (5.76a)
aσ ≲ ϵ. (5.76b)

Hereafter we assume

z0 =
1

a
, (5.77)

in order to meet condition (5.76a). On the other hand the values of σ are
constrained by Eqs. (5.75) and (5.76b) and result in

aσ ∼ ϵ. (5.78)

We consider the adimensional variables defined by Eqs. (5.34), (5.35), (5.36),
together with

σ̄ =
aσ

ā
, Z̄ =

aZ

ā
(5.79)

and the following adimensional wave functions

¯̃
ϕ(k̄3) =

√
a

ā
exp

(
i
k̄3
ā

)
ϕ̃

(
ak̄3
ā

)
, ϕ̄(z̄) =

√
ā

a
ϕ

(
āz̄ + 1

a

)
, (5.80a)

¯̃Φ(Ω̄) =

√
mc2

ℏ
Φ̃

(
mc2Ω̄

ℏ

)
, Φ̄(Z̄) =

√
ā

a
Φ

(
āZ̄

a

)
. (5.80b)
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In this way, Eqs. (5.68), (5.70), (5.73) read as

¯̃
ϕ(k̄3) =

√
σ̄

π1/4
exp

(
− σ̄

2k̄23
2

)
, (5.81a)

ϕ̄(z̄) =
1√
2π

∫
R
dk̄1

eik̄3z̄
¯̃
ϕ(k̄3)

4
√

1 + 2āk̄23
, (5.81b)

¯̃Φ(Ω̄) =
1√
ā

∫
R
dk̄3

¯̃
ϕ(k̄3)χ̄

∗
R(k̄3e⃗3, Ω̄), (5.81c)

Φ̄(Z̄) =
2π√
ā

∫ ∞

0

dΩ̄ ¯̃Φ(Ω̄) ¯̃F (Ω̄e⃗3, z̄R(Z̄)), (5.81d)

where

z̄R(Z̄) =
1

ā

[
azR

(
āZ̄

a

)
− 1

]
(5.82)

is the coordinate transformation between the adimensional variables z̄ and Z̄,
and where χ̄ν is defined as the adimensional equivalent of χν(k⃗,Ω) by the fol-
lowing identity

χν(k⃗,Ω) =

√
ℏ

mc2a
exp

(
−ik3

a

)
χ̄ν

(
āk⃗

a
,
ℏΩ
mc2

)
. (5.83)

Moreover, condition (5.78) now reads as

σ̄ ∼ 1. (5.84)

The explicit form of χ̄R(k̄3e⃗3, Ω̄) is given by Eq. (3.93). The adimensional
equivalent of Eq. (3.93) is

χ̄R(
⃗̄k, Ω̄) =

[
4π
√
1 + 2āk̄2

∣∣∣∣sinh( πΩ̄√
2ā3

)∣∣∣∣]−1/2

× exp

(
πΩ̄

(2ā)3/2
+ i

k̄3
ā
− i Ω̄

(2ā)3/2
ln

(√
1 + 2āk̄2 +

√
2āk̄3√

1 + 2āk̄2 −
√
2āk̄3

))
. (5.85)

By using Eqs. (1.113b), (5.39), (5.85) in Eq. (5.81), one is able to compute
the wave functions ¯̃Φ(Ω̄) and Φ̄(Z̄) in the accelerated frame. The results are
drawn in Fig. 5.2.

In Fig. 5.2a, we show that under condition (5.84) and ā ≪ 1, ¯̃Φ(Ω̄) is not
vanishing only for nonrelativistic frequencies (Ω̄ ≈ 1). This is in agreement
with the results of Secs. 5.3.1 and 5.3.2: in the quasi-inertial regime (σ̄ ≲ 1,
ā≪ 1), the accelerated observer detects nonrelativistic particles (Ω̄ ∼ 1) when
the state is nonrelativistic in the inertial frame (σ̄ ≳ 1) as well. Conversely,
when conditions (5.84) and ā≪ 1 are not met, relativistic energies are present
in the accelerated frame.

In Fig. 5.2b, we plot the wave function Φ̄(Z̄). We choose a configuration
in which condition (5.84) and ā ≪ 1 are met. One can see that Φ̄(Z̄) is ap-
proximated by ϕ̄(z̄), up to the coordinate transformation (5.82). Such a result
confirms the prediction of Eq. (5.65) for the case of a single Gaussian particle.
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Figure 5.2: Inertial Gaussian single particle wave functions in accelerated
frames. In panel (a), we plot the distribution of Rindler frequencies Ω̄ with
respect to different acceleration ā and different variance σ̄. If ā = 0.1, σ̄ = 1,
the wave function ¯̃Φ(Ω̄) is peaked in Ω̄ ≈ 1 and, hence, the state is populated by
nonrelativistic energies in the accelerated frame [Eq. (5.42)]. Conversely, rela-
tivistic energies appear for other configurations. The reasons are the following:
when σ̄ = 5, the particle is not well-localized in the region where the metric
is almost flat [Eq. (5.76b)]; when σ̄ = 0.5 the state is populated by relativistic
Minkowski momenta [Eq. (5.75)]; when ā = 0.5 the acceleration is not suffi-
ciently low for the quasi-inertial approximation [Eq. (2.83a)]. In panel (b), we
show the wave function in the position representation Φ̄(Z̄) (gray solid line) for
the state seen by the accelerated observer. We choose ā = 0.1 and σ̄ = 1 for the
nonrelativistic and quasi-inertial approximation. In such a regime, Φ̄(Z̄) can be
approximated by the Minkowski wave function ϕ̄(z̄R(Z̄)) (orange dashed line).
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5.4 Conclusions
We proved the frame-dependence of the nonrelativistic limit. Specifically, we
showed that by switching from an inertial to a non-inertial frame, the relativistic
nature of quantum states may change: nonrelativistic particles of one frame can
be relativistic for the other observer. Also the number of particles may change.

This can be problematic in the context of non-inertial detectors—e.g., Unruh-
DeWitt detectors [16, 70, 27]. For instance, an atomic detector, that is prepared
in the laboratory frame as a nonrelativistic n-particles state and then acceler-
ated, cannot be described as a fixed number of nonrelativistic particles in its
proper non-inertial frame. The familiar first-quantization description of atomic
systems breaks down when one switches from the inertial to the accelerated
frame.

We have proposed a solution to such problem by considering a quasi-inertial
frame. The observer is defined to have low acceleration in the nonrelativistic
limit and can only have access to a region in which the metric is quasiflat. We
showed that nonrelativistic states in the inertial frame are also nonrelativistic in
the quasi-inertial frame, as opposed to the case of arbitrarily large accelerations.
Moreover, the number of particles is preserved when switching from one frame
to the other. Finally, we showed how scalar particles wave functions transform
from the inertial to the quasi-inertial frame. In particular, we proved that they
approximately transform as scalar fields under the coordinate transformation.



Chapter 6

Experiments: accelerated
detectors

This chapter is based on and contains material from Ref. [5].

6.1 Introduction

In Chap. 3, we discussed the frame dependent representation of states and the
consequent particle production when switching from one frame to the other. In
particular, we showed that the representation of states in terms of Minkowski
particles generally differ from the representation in the Rindler-Fock space. In
principle, this means that the inertial and the accelerated observer would see
different particle content for the same field configuration. This theoretical pre-
diction raises the following questions: How can one experimentally probe the
different particle content in the two frame? Is it possible to detect a Rindler
particle and distinguish it from a Minkowski particle?

In real life experiments, particles are revealed by means of detectors. Due to
the difference between particle contents in different frames (e.g., Minkowski and
Rindler particles), it appears natural to ask which type of particle each detector
is able to reveal: does it detect Minkowski or Rindler particles? The question,
however, is not well posed, since Minkowski and Rindler particles actually come
from different representations of the same state. In particular, the detection of
the Minkowski single particle (3.9) is equivalent to the detection of the corre-
sponding Rindler-Fock state (3.10); whereas, the detection of a Rindler particle
is equivalent to the detection of a suitable Minkowski-Fock state representing
the same state. A detector coupled to Rindler particles in the accelerated frame
is equivalent to a detector coupled to Minkowski particles in the inertial frame.

Instead of asking whether the detector interacts with Minkowski or Rindler
particles, one should understand how it reacts in the vacuum of each frame. If
the detector does not “click” in the Minkowski vacuum, then one can say the
detector is tuned for the detection of Minkowski particles; whereas, if it does
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not react in the Rindler vacuum, it can be regarded as a Rindler particle detec-
tor. The question now can be formulated as follows: when does the detector is
suited for the detection of Minkowski or Rindler particles? By quoting Unruh,
“a particle detector will react to states which have positive frequency with re-
spect to the detectors proper time, not with respect to any universal time” [16].
Intuitively, this means that detectors with inertial trajectory do not react in the
Minkowski vacuum, whereas accelerated detectors are suited for the detection
of Rindler particles as they do not react in the Rindler vacuum.

It has been argued that experiments in inertial laboratories hardly provide
a test for the particle production and the Unruh effect in accelerated frames,
since any noninertial phenomenon can be equivalently described in the inertial
frame [71]. However, there can be situations in which the description of the
phenomenon in one frame appears more natural than in the other. An example
is provided by nonrelativistic systems. As pointed out in Sec. 5.1, due to the
frame dependent notion of time and energy, the nonrelativistic condition is frame
dependent as well, in the sense that any physical setup can only be regarded as
nonrelativistic in one of the two frames. This gives a preferred choice for the
coordinate system and the consequent particle representation.

In QFT, detectors are usually regarded as nonrelativistic systems coupled to
the field that the experimenter wants to probe. Intuitively, we may assume that
the detector appears as a nonrelativistic system in its own comoving frame.
This means that the preferred choice of time coordinate is the proper time.
For instance, if the detector is accelerated, the preferred coordinate system is
given by the Rindler frame (1.106) and both detector and field are naturally
described in terms of Rindler-Fock states. Clearly, an equivalent representation
can be given in terms of Minkowski particle states; however, the price to be paid
is the loss of the nonrelativistic nature of the detector.

Historically, Unruh-DeWitt detectors are the first proposed model of particle
detectors in the context of QFTCS [16, 27]. They are usually described as ideal
point-like objects with classical trajectory and quantized internal degrees of
freedom coupled with the background field. The first type of model considered
by Unruh and DeWitt is nonrelativistic; in particular, Unruh investigated a first
quantized particle in a box [16], whereas DeWitt [27] considered a monopole type
of detector.

More refined models including the recoil of the accelerated detector and
the back reaction of the Unruh effect superseded the original idealized descrip-
tion [72, 73, 74]. Fully relativistic detectors have been considered in Refs. [16,
72, 75]. Also, a general description of localized nonrelativistic quantum systems
by means of Fermi normal coordinates was presented in Ref. [76].

The Unruh-DeWitt model has been used in different works to describe ac-
celerated atoms as particle detectors [24, 25, 26]. In these cases, the atom is
assumed to be nonrelativistic and made of a fixed number of particles. However,
to the best of our knowledge, the fact that such a description is frame-dependent
has been overlooked. Remarkably, one has to take into account that the labora-
tory and the atom frames have different representations for the same quantum
system.
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In this chapter, we give a brief review of the Unruh-DeWitt detectors and
the experimental proposals to detect the Unruh effect. Afterwards, we discuss
the case of accelerated atomic detector. However, instead of using the idealized
Unruh-DeWitt model, we provide a description from first principle based on the
results of the previous chapters of this thesis. In particular, we consider the
formalism of NRQFTCS and use the nonrelativistic limit of the electron field in
Rindler spacetime presented in Sec. 2.4.2.

Due to the accelerating trajectory, the Rindler coordinate system and the
Rindler-Fock representation appear as the most natural choices for the descrip-
tion of the detector. We model the interaction between the atom and the elec-
tromagnetic background via electron-photon coupling. The atomic system is
designed to detect photons with specific spectral energy in the comoving frame.

Unfortunately, we lack of a fully quantum relativistic theory describing the
bound states of the atom. In principle, this would require a genuine QFT
description of electron and nuclear fields interacting between each other via
electromagnetic and nuclear forces and generating a well defined spectrum of
atomic bound states. As far as we know, this has not been accomplished yet.
Hence, we can only rely on the familiar semiclassical nonrelativistic theory,
which needs to be described in the detector comoving frame. We conclude
that the characterization of the atomic detector in the Rindler frame in terms
of Rindler-Fock particles is not only natural, but also practically necessary.
Indeed, the description of the accelerated atom in the Minkowski frame would
require a fully relativistic theory of atomic phenomena that we do not have.

The necessity to describe the state in terms of Rindler particles has the
following consequence. As shown in Sec. 5.2, if the accelerating atom is pre-
pared in the inertial laboratory frame with a fixed number of nonrelativistic
electrons, it appears as made of an indefinite number of relativistic and non-
relativistic particles in its proper frame. Hence, the first-quantized description
for hydrogen-like atoms cannot be adopted. However, following the results of
Sec. 5.3, we know how to suppress such a frame-dependent effect. For the case
of accelerated hydrogen-like atom, we show that this can be accomplished by
constraining the atomic ionization and the accelerating electric field.

We identify the physical regimes with nonvanishing atomic excitation prob-
ability due to the Unruh electromagnetic background. We recognize the obser-
vational limits for the Unruh effect via first-quantized atomic detectors, which
appear to be compatible with current technology. Notably, the nonrelativistic
energy spectrum of the atom cannot induce coupling with the thermal radia-
tion, even when special relativistic and GR corrections are considered. On the
contrary, the coupling with the Unruh radiation arises because of relativistic
hyperfine splitting and the Zeeman effect.

This chapter is organized as follows. In Sec. 6.2, we discuss the Unruh-
DeWitt detector as a toy model for accelerated detectors; also, we give a brief
review of the experimental proposal to test the Unruh effect by means of Unruh-
DeWitt-like detectors. In Sec. 6.3, we study accelerated atoms by applying QFT
in the Rindler spacetime and we detail the observational limits to detect Unruh
radiation via first-quantized atomic detectors. Conclusions are drawn in Sec. 6.4.
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6.2 Unruh-DeWitt detectors

Since the theoretical proposal of the Unruh effect [14, 15, 16], there has been a
wide interest in noninertial particle detectors to probe this effect. Here, we give
a brief introduction about the Unruh-DeWitt detectors, originally introduced
in Refs. [16, 27].

In Sec. 6.2.1, we discuss the nonrelativistic models considered by both Unruh
and DeWitt; whereas, in Sec. 6.2.2, we show the relativistic model proposed in
Ref. [16] as an alternative to the nonrelativistic particle detectors. Finally, in
Sec. 6.2.3, we give a brief review about some experimental proposals to detect
the Unruh effect.

6.2.1 Non relativistic models

Particle in a box

In his original work [16], Unruh considered a nonrelativistic particle in a uni-
formly accelerated box as a noninertial detector. In the comoving accelerated
frame (T, X⃗), the particle detector is prepared in its ground state |0D⟩ and then
interacts with the scalar real field Φ̂R(T, X⃗). The interaction is regulated by
the time dependent coupling constant ε(T ) simulating the switching on and off
of the detector. Afterwards, if the detector is found in an excited state |nD⟩,
one says that a quanta of the field has been detected.

The Unruh effect is the prediction that in the accelerated frame, the Min-
kowski vacuum |0M⟩ of the field Φ̂R(T, X⃗) is seen as a thermal state [Eq. (3.14)].
This means that |0M⟩ is filled with Rindler particles that interact with the parti-
cle in the box. For this reason, the excitation of the particle detector is regarded
as an experimental verification of the Unruh effect.

The total Hamiltonian describing the time evolution of the field-detector
system in the right Rindler frame is ĤR = ĤΦ,R + ĤD,R + Ĥint,R [70]. ĤΦ,R

is the free Hamiltonian for the background field Φ̂R(T, X⃗) and is equal to the
right hand side of Eq. (3.15). ĤD,R = EDÂ

†
DÂD is the free Hamiltonian of the

detector. The interaction Hamiltonian Ĥint,R couples the detector to the field.
Explicitly, in the interaction picture, we have that

Ĥint,R(T ) = ε(T )

∫
R3

d3X

√
−g(X⃗)Φ̂R(T, X⃗)δ3(X⃗ − ˆ⃗

XD(T )) (6.1)

Here, ED is the energy gap for the detector spectrum and Â†
D and ÂD are, re-

spectively, the raising and lowering operators, defined by Â†
D|nD⟩ =

√
n+ 1|(n+

1)D⟩, ÂD|nD⟩ =
√
n|(n− 1)D⟩ and ÂD|0D⟩ = 0, for any n ∈ N. The states |nD⟩

are the eigenstates of ĤD,R with |0D⟩ as the ground state. The operator ˆ⃗
XD is

the first-quantized position operator for the particle in the box, with eigenstates
|X⃗D⟩.

ˆ⃗
XD(T ) is the time evolution of ˆ⃗

XD with respect to the free Hamiltonian
ĤD,R.
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By defining the wave functions ψn(X⃗) = ⟨X⃗D|nD⟩, Eq. (6.1) becomes

Ĥint,R(T ) =ε(T )
∑
n,m

∫
R3

d3X

√
−g(X⃗)Φ̂R(T, X⃗)ψ∗

n(X⃗)ψm(X⃗)ei(n−m)EDT/ℏ

× |nD⟩⟨mD|, (6.2)

where the sum
∑
n,m runs over all elements of the detector spectrum.

Monopole coupling

If we assume that for all practical purposes the box is well localized in X⃗ = 0,
then we can approximate Eq. (6.2) as

Ĥint,R(T ) ≈ ε(T )
∑
n,m

Φ̂R(T, 0⃗)e
i(n−m)EDT/ℏ|nD⟩⟨mD|, (6.3)

which results in a monopole coupling between the field and the detector.
The same model was considered by DeWitt in Ref. [27]. In this case, the

detector is assumed to follow the classical trajectory X⃗ = 0, which, in the
inertial frame, is the uniformly accelerating trajectory parameterized by (t, x⃗) =

(tR(T, 0⃗), 0, 0, zR(T, 0⃗)), with tR(T, X⃗) and zR(T, X⃗) defined by Eq. (1.110). The
internal quantum degrees of freedom of the detector couple to the field by means
of Eq. (6.3) and lead to the detection of Unruh quanta.

The excitation of the Unruh-DeWitt detector can be derived in two equiv-
alent ways: (i) One can use the representation of the Minkowski vacuum as a
right-Rindler-Fock state provided by Eq. (3.14) and notice that the time evolu-
tion of ρ̂0⊗|0D⟩⟨0D| with respect to the Hamiltonian Ĥint,R(T ) does not lead to
the same initial state ρ̂0⊗|0D⟩⟨0D|; in particular, there is a non vanishing prob-
ability for the detector to be found in an excited state. (ii) Instead of using the
right-Rindler-Fock representation for the field, one can use the Minkowski-Fock
space HM; by means of Eq. (3.1), one can represent Eq. (6.3) as an operator
acting on HM; the time evolution of |0M⟩⊗|0D⟩ with respect to such an operator
has a non vanishing probability to be found in an excited state.

At variance with |0M⟩⊗|0D⟩, the time evolution of the state |0R⟩⊗|0D⟩, with
right Rindler vacuum state |0R⟩, does not lead to excitations of the detector
if ε(T ) is sufficiently slowly varying, i.e., the detector is smoothly turned on
and off. This makes the Unruh-DeWitt detector defined by Eq. (6.3) as an
instrument well suited for the detection of Rindler quanta.

Notice that the Lagrangian densities associated to Eqs. (6.1) and (6.3) are
not Lorentz invariant. Physically, this means that the systems are nonrelativis-
tic. Notice also that the Hamiltonian ĤR generates the time evolution with
respect to the Rindler coordinate T . Hence, the unitary operator generated by
ĤR describes the dynamics from the point of view of an accelerated observer
comoving with the detector. To have a proper description from the point of view
of an inertial observer comoving with the laboratory, one needs the generator
of the Minkowski time t. However, this requires a fully relativistic theory that
allows for diffeomorphisms between coordinate systems.
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6.2.2 Relativistic model
A fully relativistic model was already discussed by Unruh in his original work
[16] as an alternative to the nonrelativistic particle in a box. In particular, he
considered a particle detector described by two Klein-Gordon complex scalar
fields Φ̂↓ν(T, X⃗) and Φ̂↑ν(T, X⃗), with masses M↓ and M↑ > M↓, respectively.
Φ̂↓ν(T, X⃗) and Φ̂↑ν(T, X⃗) represent two field states of the detector, with exci-
tation energy M↑ −M↓. The interaction action is given by

Ŝint,R =ε
∑

ν={L,R}

∫
R
dT

∫
R3

d3X

√
−g(X⃗)

×
[
Φ̂†

↓ν(T, X⃗)Φ̂↑ν(T, X⃗) + Φ̂↓ν(T, X⃗)Φ̂†
↑ν(T, X⃗)

]
Φ̂ν(T, X⃗). (6.4)

Here, we consider both left and right wedge to let t = 0 and T = 0 be a
common Cauchy surface in the Minkowski and the Rindler frame, respectively,
as explained at the beginning of Sec. 1.3.

At initial times (T = −∞), the detector is assumed to be a particle of the
low mass field Φ̂↓ν(T, X⃗). The “clicking” is given by the transition from the
Φ̂↓ν(T, X⃗) particle to a Φ̂↑ν(T, X⃗) particle. The detection of the Unruh effect
is due to the absorption of an Unruh thermal quanta of Φ̂R(T, X⃗) with the
consequent excitation of the detector via particle transition from Φ̂↓ν(T, X⃗) to
Φ̂↑ν(T, X⃗).

To obtain the representative of Eq. (6.4) in the Minkowski frame, one needs
to consider the transformation of the fields from the Rindler to the Minkowski
frame. The equivalent of Eq. (3.1) for the detector fields is

Φ̂↓ν(T, X⃗) = ϕ̂↓(tν(T, X⃗), x⃗ν(T, X⃗)), Φ̂↑ν(T, X⃗) = ϕ̂↑(tν(T, X⃗), x⃗ν(T, X⃗)),
(6.5)

where ϕ̂↓(t, x⃗) and ϕ̂↑(t, x⃗) describe the detector in the inertial frame.
Notice that the Rindler coordinate system (T, X⃗) only covers the left and

right wedge in the Minkowski frame, respectively defined by z < −c|t| and z >
c|t|. The future (ct > |z|) and the past (ct < −|z|) wedges, instead, are excluded
by the Rindler frame. Hence, by using Eq. (6.5) in Eq. (6.4) and by performing
the coordinate transformation (T, X⃗) 7→ (t, x⃗) = (tν(T, X⃗), x⃗ν(T, X⃗)) for each
wedge, one obtains

Ŝint,R = ε

∫
R
dt

∫
|z|>c|t|

d3x
[
ϕ̂†↓(t, x⃗)ϕ̂↑(t, x⃗) + ϕ̂↓(t, x⃗)ϕ̂

†
↑(t, x⃗)

]
ϕ̂(t, x⃗). (6.6)

The assumption that the particle detector is well localized in |X⃗| ≲ λ in the
right wedge can be implemented by restricting the action of the field operators
Φ̂↓ν(T, X⃗) and Φ̂↑ν(T, X⃗) to states that allow for the following approximation

Φ̂↓ν(T, X⃗) ≈ 0 and Φ̂↑ν(T, X⃗) ≈ 0 if ν = L or |X⃗| ≫ λ. (6.7)
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Equation (6.7) can be seen as an approximation for the matrix elements of the
field operators Φ̂↓ν(T, X⃗) and Φ̂↑ν(T, X⃗) with respect to the localized states.
The masses of the fields M↓ and M↑ must be sufficiently large to let the semi-
classical trajectory X⃗ ≈ 0 hold; in particular, a Compton length much smaller
than λ is required. Also, an accelerating external force in the Minkowski frame
must be introduced to let the detector have a stationary motion in the Rindler
frame.

By assuming that λ ≲ a−1, the localization condition for the Minkowski
fields is

ϕ̂↓(t, x⃗) ≈ 0 and ϕ̂↑(t, x⃗) ≈ 0 if |x⃗− x⃗(t)| ≫ λ, (6.8)

where x⃗(t) = (0, 0, z(t)) is the accelerating trajectory in the inertial frame, with
z(t) = a−1 cosh(sinh−1(cat)) = a−1

√
1 + (cat)2. Notice that, as a consequence

of Eq. (6.5), Eq. (6.7) is a necessary condition for Eq. (6.8).
When the detector localization condition (6.8) holds, the spatial integral in

the right hand side of Eq. (6.6) can be extended to the entire space R3, including
the future and the past wedges, i.e.,

Ŝint,R ≈ ε
∫
R
dt

∫
R3

d3x
[
ϕ̂†↓(t, x⃗)ϕ̂↑(t, x⃗) + ϕ̂↓(t, x⃗)ϕ̂

†
↑(t, x⃗)

]
ϕ̂(t, x⃗). (6.9)

This result can be understood as follows. The operator Ŝint,R appearing on
the left hand side of Eq. (6.9) and defined by Eq. (6.4) gives the time evolution
of the detector-field system with respect to the coordinate time T ; physically,
it describes how the accelerated observer sees the system evolving from the
asymptotic time T = −∞ to T = +∞. However, in principle, Ŝint,R is not
associated to the notion of time evolution in the Minkowski frame; hence, it
does not tell how an inertial observer in the laboratory sees the fields evolving
from t = −∞ to t = +∞. The genuine action describing such an evolution is

Ŝint,M = ε

∫
R
dt

∫
R3

d3x
[
ϕ̂†↓(t, x⃗)ϕ̂↑(t, x⃗) + ϕ̂↓(t, x⃗)ϕ̂

†
↑(t, x⃗)

]
ϕ̂(t, x⃗), (6.10)

which is equal to the right hand side of Eq. (6.9). Consequently, Eq. (6.9) gives
an equivalence between the two actions, i.e.,

Ŝint,R ≈ Ŝint,M. (6.11)

This is a result of the Lorentz invariance of the relativistic action and the local-
ization condition (6.8).

Equation (6.11) states that both the inertial and the accelerated observer
describe the asymptotic evolution of the localized accelerated detector by means
of the same interaction Hamiltonian. Hence, they agree about the results of the
detector measurements. In particular, if the detector is prepared as a particle
of the low mass field Φ̂↓ν(T, X⃗), then the probability to be found excited (i.e.,
as a particle of Φ̂↑ν(T, X⃗)) after a large time of interaction is the same in the
two frame. For this reason, all the predictions that are made in one frame are
also valid in the other frame.
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This result can be applied to the nonrelativistic case as well. By taking
the nonrelativistic limit of the detector fields Φ̂↓ν(T, X⃗) and Φ̂↑ν(T, X⃗) in the
Rindler frame, one obtains a model that is similar to the one shown in Sec. 6.2.1.
By considering the fully relativistic theory we know that the predictions made
in Sec. 6.2.1 also apply to the inertial frame. However, we cannot use the
nonrelativistic theory to reach such a conclusion. Instead, we need to start
from the fully relativistic theory to obtain Eq. (6.11). Then, one can focus
on the accelerated frame and take the nonrelativistic limit to derive physical
predictions is such a frame; the validity of these predictions for both observers
is a priori guaranteed by the equivalence (6.11).

6.2.3 Experiments

There have been a series of experimental proposal to test the Unruh effect.
For instance, the depolarization of electrons in storage rings [77] has been

explained in terms of Unruh effect in rotational frames [78]. In the experimental
setup, the electron plays the role of Unruh-DeWitt detector, with its spinorial
degrees of freedom coupled to the background electromagnetic field. It has been
argued that, in addition to the spin, also the vertical fluctuation needs to be
considered [79]. Such a degree of freedom has been considered in an experimental
proposal about an electron in a Penning trap [80] as well.

There are proposals that suggest the use of ultraintense lasers [81, 82]. The
growing interest is mainly motivated by the ever-improving experimental set-
ups, that allow to reach very high accelerations [83].

Besides electrons, uniformly accelerated protons have been considered as
well. They can be seen as Unruh-DeWitt detectors due to acceleration-induced
weak-interaction decay [84, 85, 86] and photon emission [87, 88].

Accelerated atomic detectors have also been considered in more recent works
[24, 25]. In these articles, the authors consider a two-level atom accelerated
through a microwave cavity. The coupling between the atom and the electro-
magnetic field is non-adiabatic due to the sharp boundaries of the cavity. Such
a non-adiabatic condition enhances the acceleration-induced radiation.

In the next section, we will consider accelerated atoms as Unruh-DeWitt
detectors. However, differently from the existing literature, we will derive the
description of such detectors from first principles by considering the nonrela-
tivistic limit of a Dirac field in Rindler spacetime.

6.3 Atomic detectors

In Sec. 6.2, we discussed the Unruh-DeWitt detectors. In particular, we consid-
ered the nonrelativistic [Sec. 6.2.1] and relativistic [Sec. 6.2.2] models proposed
by Unruh [16] and DeWitt [27] in their original works. These particle detectors
give a simplified representation of physical objects used in real life experiments.

In this section, we consider accelerated atoms as a particle detector to probe
the Unruh effect. In literature, both the nonrelativistic [24, 25, 26] and the
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relativistic [72] Unruh-DeWitt model have been used to study these type of
detectors. At variance with these works, however, we provide a model for ac-
celerated atomic detectors based on the nonrelativistic limit of electron fields
in curved spacetimes. In this way, contrary to Sec. 6.2.1, we outline relativistic
corrections and fundamental subtleties, including the results of Chap. 5, that
have been overlooked in the nonrelativistic theory. Also, at variance with the
relativistic two-scalar-field model of Sec. 6.2.2, here, we provide a description
for the particle detector by means of Dirac theory in Rindler spacetime for
hydrogen-like atoms.

As already remarked in Sec. 6.1, the nonrelativistic limit represents nowa-
days the only regime for a fully satisfactory description of hydrogen-like atoms.
Indeed, we still lack of an explicit energy spectrum for the fundamental quantum
fields forming the atomic system. More generally, the fully-relativistic theory of
quantum fields is not very suited for the description of bound states. For this
reason, we consider the nonrelativistic limit of relativistic hydrogen-like atoms
in the accelerating comoving frame.

The framework for the nonrelativistic limit of Dirac fields can be found in
Sec. 2.4.2. This method allows for a comprehensive study of the nonrelativistic
regime for hydrogen-like atoms while including fundamental subtleties that come
from the relativistic theory, such as the frame-dependence of the nonrelativistic
condition and the particles number that has been outlined in Chap. 5.

Despite the atom is initially prepared in the inertial laboratory frame as a
nonrelativistic bound state with a fixed number of electrons and nuclear parti-
cles, in the comoving accelerated frame, the energy and the number of the quan-
tum particles are different. The single electron appears as a superposition of
states with varying energy and particles number and the electronic and nuclear
structure is radically modified. The frame-dependent nature of particles—at
the origin of the Unruh effect—not only alters the background electromagnetic
vacuum but also the electron and nuclear fields.

Such a frame-dependence poses limits to adopting the familiar first-quantized
description of the hydrogen-like atom in its proper frame and brings up dif-
ficulties in understanding light-matter interaction with noninertial observers.
Lowering the acceleration suppresses the effect on the electrons and the other
nuclear particles [Sec. 5.3]; however, this may also suppress the Unruh back-
ground electromagnetic vacuum, with the consequent decrease in the temper-
ature [Eq. (3.13)]. For a non-vanishing measurement of the Unruh effect, one
needs an energy gap ∆E such that ∆E ≲ kBTU. Hence, the atomic spectrum
must have a sufficiently fine structure to absorb the low-energy Unruh thermal
photons. Is it possible to suppress the frame-dependent effect on the electron
while still detecting the electromagnetic thermal background?

We give a positive answer to the previous question by a rigorous analysis
based on QFTCS. Notwithstanding the suppressed frame-dependent effect for
electrons, the hyperfine splitting provides the energy gap to reveal the Unruh
radiation. We identify a specific parameter region in terms of the nuclear charge
number Z and the electric field E for the detection via first-quantized atomic
detectors.



178 CHAPTER 6. EXPERIMENTS: ACCELERATED DETECTORS

The section is organized as follows. In Sec. 6.3.1, we use QFTCS to describe
free electrons in inertial and accelerated frames; by using the results of Chap. 5,
we show the frame-dependent particle content of the field and how to suppress
the effect. In Sec 6.3.2, we discuss the atomic stability by studying the interac-
tion with the accelerating field and the nuclear electric field. In Sec. 6.3.3, we
investigate the physical regimes to detect Unruh radiation and we show that the
relativistic hyperfine splitting is responsible for the coupling between the atom
and the Unruh radiation.

6.3.1 Electron field in inertial and accelerated frame

We assume that the atom is ionized with 1 electron and Z > 1 protons and that
the electron is prepared in the laboratory frame as a nonrelativistic particle.
We consider a uniform electric field E⃗ = Ee⃗3, with E > 0, that produces an
acceleration α along e⃗3 = (0, 0, 1) such that α = (Z − 1)eE/M , with e the
elementary charge and M the atomic mass. Both the nucleus and electric field
E⃗ are treated classically, whereas the electron is treated via quantum field theory
of Dirac fields.

In Secs. 1.1.2 and 1.3.2, we studied the Dirac field in Minkowski and Rindler
spacetimes. Here, we adopt the same formalism to describe the electron field
in the inertial and the accelerated frame, respectively. By using the interaction
picture, we separate the free field theory from the interaction Lagrangian. In
the inertial frame, the decomposition of the free electron field ψ̂(t, x⃗) in free
modes is given by Eqs. (1.38), (1.40) and (1.44); whereas, in the accelerated
frame the decomposition of the field Ψν(T, X⃗) is given by Eqs. (1.125), (1.175)
and (1.176).

In Sec. 3.5, we derived the frame-dependent particle content of the Dirac
field. In particular, we computed the Bogoliubov transformation (3.111) relating
Minkowski to Rindler operators. The representation of the single Minkowski-
Dirac particle |ψ⟩ in the Rindler-Fock space HL,R was reported in Eq. (5.45),
with Ĉψ and ŜD respectively define by Eqs. (5.46) and (3.131). We can use
this result to describe the single electron as seen by an accelerated observer
comoving with the atom.

In Sec. 5.2, we showed the frame dependent nature of the particles. By
using Eq. (5.45), one can see that any nonrelativistic single particle prepared in
the inertial frame appears as a superposition of states with varying energy and
particle number in the accelerated frame. This can be applied to the case of
noninertial hydrogen-like atom prepared in the laboratory frame by an inertial
experimenter. The frame-dependent particle content of the electron field is
responsible for the appearance of electron states with varying energy and particle
number in the accelerated frame.

In Sec. 5.3 we showed that the frame-dependent effect is suppressed when
the acceleration α is sufficiently low and the particle state is localized in the
approximately Minkowskian region of the Rindler spacetime (i.e., where gµν ≈
ηµν). Any nonrelativistic Minkowski single particle appears as a nonrelativis-
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tic Rindler particle in the accelerated frame if α satisfies Eq. (2.83a) and the
localization in x⃗ in such that

|az − 1| ≲ ϵ, (6.12)

where ϵ = ℏΩ/mc2 is the nonrelativistic parameter defined as the ratio between
the nonrelativistic energy ℏΩ and the mass energy mc2. The resulting Rindler
single particle is created over the Unruh background |0M⟩, which is in a super-
position of Rindler particles. These background particles are mostly localized
far from the region (6.12) and close to the Rindler horizon. Hence, they can be
ignored for the local detection of the Unruh effect.

6.3.2 Avoiding complete ionization

In this subsection, we discuss the interaction between the electron and the classic
electromagnetic field. We obtain the conditions under which the atom is not
completely ionized by the electric field E⃗. We show that such conditions not
only guarantee the atomic stability, but also suppress the frame-dependent effect
described in the previous subsections.

The classic electromagnetic field acting on the electron comes from the po-
tential energy Vext due to the external electric field E⃗ and the potential energy
Vnuc due to the nuclear Coulomb interaction. In the comoving frame, Vext is

Vext(Z) =
1− e−2aZ

2

eE

a
. (6.13)

The nuclear potential energy Vnuc is

Vnuc(R) = −ϵ1/2QED
ℏc
R
, (6.14)

where R = |X⃗| is the radial coordinate, ϵQED = (Zα0)
2 is the quantum electro-

dynamics (QED) coupling and α0 the fine-structure constant.
Equation (6.13) can be proved as follows. The electromagnetic tensor asso-

ciated to the electric field E⃗ in the inertial frame is

Fµν =
E

c


0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 0

 . (6.15)

The Jacobian matrix associated to the coordinate transformation (1.106) is

∂Xµ

∂xν
=


e−aZ cosh(caT ) 0 0 c−1e−aZ sinh(caT )

0 1 0 0
0 0 1 0

ce−aZ sinh(caT ) 0 0 e−aZ cosh(caT )

 . (6.16)
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Both Eqs. (6.15) and (6.16) can be used to compute the components of the
electromagnetic tensor in the noninertial frame (T, X⃗) as

∂Xµ

∂xα
∂Xν

∂xβ
Fαβ = e−2aZE

c


0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 0

 . (6.17)

Equation (6.17) states that in the accelerated frame, E⃗ appears as an electric
field along Z with magnitude e−2aZE. The consequent potential energy Vext
that is vanishing for Z = 0 is Eq. (6.13).

The electron is pulled away from its orbit by Vext while it is dragged by the
accelerating nucleus via Vnuc. If E is sufficiently large, the electron escapes from
the nuclear Coulomb barrier via quantum tunneling, compromising the atomic
stability. To avoid complete ionization, we require a small E such that

|Vext(R0)| ≪ |E(0)
0 |, (6.18)

with E(0)
0 = −ϵQEDµc

2/2 as the ground state of Vnuc, µ = (m+MN)/mMN ≈ m
as the reduced mass, MN ≈ M as the nuclear mass, R0 = a0/Z as the atomic
radius and a0 = ℏ/mcα0 as the Bohr radius. Hence, we assume that the external
force Vext simply perturbs the spectrum of Vnuc via Stark effect.

Equation (6.18) reads as

aR0 ≪ ϵQED
(Z − 1)m

2M
, (6.19)

or, equivalently,

E ≪ (Zα0)
3

2

m2c3

ℏe
. (6.20)

Notice that the electron is localized inside the region R ≲ R0 since Vnuc domi-
nates over Vext. Notice also that ϵQED ≪ 1 and (Z − 1)m ≪ M . Hence, from
Eqs. (6.13) and (6.19), one concludes that the electron is localized where the
electric field is approximately uniform.

Notice that ϵQEDmc
2 is the order of the nonrelativistic atomic energies. This

is a consequence of the fact that the spectrum of Vnuc is

E(0)
n = − ϵQED

2(n+ 1)2
µc2. (6.21)

By comparing Eq. (6.19) with Eq. (6.12), one finds out that the localization
condition (6.12) is already met by configurations that satisfy Eq. (6.19). Fur-
thermore, Eq. (6.19) leads to

ℏa
mc
≪ ϵ

3/2
QED

(Z − 1)m

2M
, (6.22)

which is a sufficient condition for Eq. (2.83a). By constraining E and Z accord-
ingly to Eq. (6.20), one guarantees the atom stability and the first-quantization
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electron description in the accelerated frame. The atom does not ionize and the
electron appears as a nonrelativistic single particle in both frames.

Equation (6.18) guarantees a lifetime τ for the atom that is exponentially in-
creasing for decreasing electric field. Indeed, by using the WKB approximation,
one can find the following ionization rate [89]

1

τ
≈ 16

ℏR0eE

(
E

(0)
0

)2
exp

(
4E

(0)
0

3R0eE

)
. (6.23)

6.3.3 Detecting Unruh radiation via Hyperfine splitting

In this subsection, we consider the interaction between the accelerated atom
and the electromagnetic Unruh background. We show the conditions under
which the coupling between electron and Unruh radiation produce measurable
effects. We study the spectrum of the relativistic hydrogen-like atom in Rindler
spacetime with uniform external electric field and we show that the coupling is
induced by the hyperfine splitting. Finally, we plot the regime of parameters
for the observability of the Unruh effect.

In the accelerated frame, as a consequence of the Unruh effect, the electro-
magnetic background appears as a thermal bath [Eq. (3.14)], with temperature
given by Eq. (3.13). The electron can be excited by absorbing a photon with the
energy ∆En = En−E0 of the n-th electronic transition. The event is detectable
if

∆En ≲ kBTU, (6.24)

and if the atom has a sufficiently large lifetime such that

τ ≳
ℏ

∆En
. (6.25)

Equation (6.24) guarantees a nonvanishing probability for the electron to
interact with photons described by the following Boltzmann distribution

PB =
1

e∆En/kBTU − 1
. (6.26)

A more refined constraint than Eq. (6.24) can be imposed by assuming a lower
bound for PB, i.e.,

PB < Pmin, (6.27)

with Pmin < 1. Equation (6.25), instead, ensures that the absorption spectrum
of the atom is narrow around ∆En. Given the exponential growth of the atom
lifetime for smaller E [Eq. (6.23)], it is safe to assume that Eq. (6.25) gives an
almost exact lower limit for τ , i.e.,

τ >
ℏ

∆En
. (6.28)
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The states and energies of the spectrum En are the solutions of the Dirac
equation in Rindler spacetime for hydrogen-like atoms with the interaction po-
tential Vext. They can be computed perturbatively by considering the non-
relativistic hydrogen-like spectrum E

(0)
n [Eq. (6.21)] perturbed by Vext and by

relativistic corrections coming from the Rindler-Dirac equation.
The energies gaps of the unperturbed Hamiltonian ∆E

(0)
n = E

(0)
n − E(0)

0 in
Eq. (6.21) are of the order

∆E(0)
n ∼ ϵQEDmc

2. (6.29)

By plugging Eq. (6.29) in Eq. (6.24), one finds that the lower bound for the
electric field is

E ≳
2π(Zα0)

2

Z − 1

mMc3

ℏe
, (6.30)

which is way larger than the upper bound (6.20). Hence, ∆E(0)
n does not induce

coupling with the electromagnetic background for any stable configuration.
Perturbations of E(0)

n do not significantly change the energies gaps, unless
they break the spin degeneracy of the atomic ground state. In that case, the
first level E(0)

0 splits into the actual ground state E0 and the first excited state
E1, with ∆E = E1 − E0 ≪ ϵQEDmc

2.
Provably, the Rindler-Dirac equation for the hydrogen-like atom with poten-

tials Vnuc and Vext have a degenerate minimum energy level. Hence, the external
electron field Vext and the special and general relativity corrections do not break
the spin degeneracy of E(0)

0 .
To see this, consider the full Rindler-Dirac equation with potentials Vnuc and

Vext describing the electron in the accelerated frame, i.e.,

iℏ∂0Ψ = HΨ, (6.31)

with the following Hamiltonian

H =− iℏc2γ0γ3∂3 −
i

2
ℏαγ0γ3 + eaZγ0(−iℏc2γ1∂1 − iℏc2γ2∂2 +mc3)

+ Vnuc + Vext. (6.32)

Notice that H is symmetric with respect to the following unitary operators

U1 = icγ0P1γ
2γ3, U2 = icγ0γ1P2γ

3, (6.33)

where Pi is the parity operator for the i-th coordinate, i.e., P1 : X 7→ −X and
P2 : Y 7→ −Y . Indeed, one can prove that H commutes with U1 and U2, i.e.,

[U1, H] = 0, [U2, H] = 0, (6.34)

by using the following anticommutative properties

{P1, ∂1} = 0, {P2, ∂2} = 0, (6.35a)
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{γµ, γν} = −2ηµν . (6.35b)

Equation (6.35b), the hermiticity of γ0, P1 and P2 and the antihermiticity of
γi can be used to prove the unitarity of U1 and U2. Furthermore, Eq. (6.35b)
leads to the following anticommutative relation

{U1, U2} = 0. (6.36)

Equation (6.34) implies that H and U1 are simultaneously diagonalizable. The
same occurs for H and U2. However, U1 and U2 are not compatible, since, as a
consequence of Eq. (6.36), they do not commute.

Consider a state Ψ which is simultaneously eigenstate of H and U2. The
non-compatibility between U1 and U2 implies that Ψ is not eigenstate of U1.
Hence, U1Ψ is a different state from Ψ. However, U1Ψ is still eigenstate of H
with the same energy of Ψ. We find that the Hamiltonian H is at least two-
degenerate for each energy level. This proves that the spin degeneracy of the
first energy level is not lifted by the energy potential Vext nor by the special and
general relativity corrections to the accelerated hydrogen-like atom.

One has to look at the hyperfine structure to see a split of E(0)
0 due to

quantum electrodynamics corrections. The electron-nucleus interaction via spin-
spin coupling generates the following energy gap [90]

∆Ehf =

{
1
3π (2I + 1)Z3α4

0g
m2c2

MP
if I ̸= 0

0 if I = 0
, (6.37)

with MP as the proton mass. I is the quantum number such that |I⃗|2 = I(I+1),
where I⃗ is the nucleus spin. g is the effective g-factor defined as follows: µ⃗ =
(gℏe/2MP)I⃗, where µ⃗ is the magnetic moment of the nucleus resulting from its
spin.

Notice that the selection rule that forbids transitions between levels with
vanishing azimuthal quantum number ℓ = 0 breaks down due to the Stark
effect. Hence, the absorption of photons coupled to the hyperfine structure is
allowed.

By plugging Eq. (6.37) in Eq. (6.27), one finds that the atomic hyperfine
structure produces a measurable Boltzmann distribution when I ̸= 0 and when[

exp

(
2(2I + 1)Z3α4

0g

3(Z − 1)

Mm2c3

MPℏeE

)
− 1

]−1

< Pmin. (6.38)

Furthermore, the atom has a sufficiently long lifetime when [Eqs. (6.28) and
(6.37)]

ℏeE
m2c3

exp

(
2(Zα0)

3

3

m2c3

ℏeE

)
>

12πZ2α0

(2I + 1)g

MP

m
. (6.39)

Equations (6.38) and (6.39) define the regime of parameters E, Z, M , I, g
for the detection of the Unruh effect via first-quantized atomic detectors. The
results are shown in Fig. 6.1, where for some nuclear configurations we plot the
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Figure 6.1: Observation window for the Unruh effect via first-quantized atomic
detectors. The constrained variable is the accelerating electric field E for each
nuclear configuration Z, M , I, g [91]. The upper limit for E [Eq. (6.39)] guaran-
tees the stability of the atomic bound state and the first-quantized description
of the electron in the accelerated frame. Above this limit, the electron escapes
from the Coulomb potential via tunneling and it appears as a superposition of
states with different energies and number of particles in the accelerated frame.
The lower limit [Eq. (6.38)], instead, ensures the detection of the Unruh effect
from the electromagnetic thermal background via light-matter interaction. Be-
low such a limit, the hyperfine structure of the atom produces an energies gap
that is too large for the Boltzmann distribution to be detected. In (a) we show
the Boltzmann distribution for the atom-radiation interaction [Eq. (6.40)]. In
(b), we show the Unruh temperature TU of the electromagnetic background in
the accelerated frame for different configurations [Eq. (6.41)].
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range of validity for the electric field E. In Fig. 6.1, we also plot the Boltzmann
distribution

PB =

[
exp

(
(2I + 1)Z3α4

0g

3(Z − 1)

Mm2c3

MPℏeE

)
− 1

]−1

(6.40)

and the Unruh temperature

TU =
Z − 1

2π

ℏeE
kBMc

. (6.41)

To overcome background noises, a sufficiently large TU is needed and requires
high ionization Z.

6.4 Conclusions
Various experimental proposals have been reported to test the Unruh effect. The
proposals include the depolarization of electrons in storage rings [78, 79], Pen-
ning traps [80], ultraintense lasers [81, 82]. The growing interest is motivated by
the ever-improving experimental equipment that allows to reach high accelera-
tions [83]. Besides electrons, also uniformly accelerated protons have been con-
sidered as Unruh-DeWitt detectors via acceleration-induced weak-interaction
decay [84, 85, 86] and photon emission [87, 88].

In this chapter, we analyzed the electron in the accelerated atom by the
nonrelativistic limit of a Dirac field in Rindler spacetime. While considering
hyperfine splitting, we addressed three problems: (i) the instability of the atom
due to a strong accelerating field; (ii) the frame-dependent nature of the electron;
(iii) the detectability of the Unruh effect due to the electromagnetic radiation.
We have shown that (i) and (ii) impose an upper boundary condition for the
electric field accelerating the ionized hydrogen-like atom. Taking into account
(iii), we determined an observation window in the E and Z plane [Fig. 6.1].
Surprisingly, quantitative estimates unveil that the effect can be detected with
electric fields within the reach of the modern technologies of high-power lasers
and nuclear magnetic resonance.

As a concluding remark, we discuss the possibility to extend our results by
including the Zeeman effect. The presence of a uniform magnetic field B⃗ parallel
to the accelerating electric field E⃗ has the following effects: (i) it does not affect
the accelerating trajectory of the atom; (ii) it induces an energy splitting at
the ground states similarly to the hyperfine splitting. Hence, for atoms that
have vanishing hyperfine splitting (e.g., nuclei with zero spin), only the Zeeman
effect produces a measurable energy gap that couples to the Unruh radiation.
We remark that, at variance with the hyperfine splitting, the strength of the
magnetic field B⃗ can be controlled and induces an arbitrarily small energy gap.
Consequently no lower bound for the electric field E⃗ occurs.
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Chapter 7

Localization in inertial frame

This chapter is based on and contains material from Ref. [6].

7.1 Introduction

Much work has been done on the problem of localization in QFT. The difficulties
are explainable by means of some no-go theorems. Notably, the Hegerfeldt the-
orem [92] forbids any notion of localization that assumes causal propagation of
wave functions and orthogonality condition between states in disjoint regions of
space. The Reeh-Schlieder theorem [29], instead, shows that the causal and local
structure of fields does not guarantee the independence between the preparation
of states and the measurement of observables in disjoint regions.

In NRQM, the notion of localization is notoriously given in terms of wave
functions and position operator and follows Born’s interpretation of quantum
mechanics. States are localized in the support of their wave functions, whereas
second-quantized observables are localized in x⃗ if they are generated by creators
and annihilators of particles in x⃗. Also, states are orthogonal if the supports
of their wave functions are disjoint and, hence, if they are localized in different
regions. In this case, the Hegerfeldt theorem does not lead to contradicting
results, as the relativistic postulate of causality is not needed in NRQM.

This notion of localization was then extended to QFT by Newton, Wigner
and Fulling [93, 94]. The so-called Newton-Wigner localization is based on
the orthogonality condition between states in disjoint regions and other nat-
ural requirements that make it conceptually equivalent to the Born scheme.
At variance with Born, however, Newton and Wigner worked in the context
of relativistic theories. Hence, the superluminal propagation of wave functions
predicted by Hegerfeldt gives unsatisfactory results and leads to the idea that
the Newton-Wigner scheme is not suited for a genuine description of local phe-
nomena in QFT.

A fundamental notion of localization is, instead, provided by the AQFT
formalism. As already detailed in Sec. 3.2.2, the algebraic approach to QFT is

189
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based on the definition of local algebras by means of quantum fields in spacetime
points. This gives a natural definition of local observables and local preparation
of states.

At variance with the Newton-Wigner scheme, the AQFT framework provides
a genuine notion of localization and it faithfully describes local experiments in
isolated laboratories. The main argument is that the instantaneous propagation
of Newton-Wigner wave functions is in conflict with relativity. Conversely, in
AQFT, the microcausality condition appears as an axiom of the theory and is
expressed by the commutativity of quantum fields in spacelike separated points.

Unfortunately, the microcausality condition does not guarantee the indepen-
dence between the preparation of states and the measurement of observables in
spacelike separated regions. The Reeh-Schlieder theorem demonstrates that
states that are localized with respect to the AQFT scheme are not necessarily
strictly localized [30, 31]. Explicitly, this means that the outcome of measure-
ments in a region OB may depend on the local preparation of states in OA even
if OA and OB are causally disconnected. However, it has been argued that such
a nonlocal effect does not violate causality since it only comes from selective
nonunitary preparations of states [32, 34, 35, 36].

At variance with the AQFT, the Newton-Wigner scheme is not affected by
the Reeh-Schlieder nonlocality. In particular, any state localized with respect
to the Newton-Wigner scheme is also strictly localized and does not affect mea-
surements in any other disjoint space regions. In this case, we say that the strict
localization property is always satisfied.

Also, as a consequence of a corollary of the Reeh-Schlieder theorem [32, 36],
no local creator and annihilator operator can be defined in the AQFT formalism.
This means that, contrary to the Newton-Wigner scheme, the AQFT scheme is
not characterized by local Fock spaces and local vacua.

All the incompatibilities between the two localization schemes disappear in
the nonrelativistic limit. In particular, it has been proven that any operator
that is localized in x⃗ with respect to the Newton-Wigner scheme approximates
to an operator localized in x⃗ with respect to the AQFT scheme [95, 96]. This
result is in agreement with the fact that the Born-Newton-Wigner and the
AQFT schemes are suited for the description of phenomena in, respectively,
the nonrelativistic and the relativistic regime.

As a consequence of the convergence to the AQFT, the Newton-Wigner
scheme acquires a fundamental notion of localization in the nonrelativistic limit.
Furthermore, the Reeh-Schlieder nonlocal effect is suppressed and any state
locally prepared in a space region V1 is also strictly localized in V1, even if the
preparation is a selective nonunitary operation.

In addition to the Newton-Wigner and the AQFT scheme, we study the
modal localization scheme, which was already introduced in Sec. 1.1.2 by means
of the modal representation of single particle states. In Parts I and II of the the-
sis, we used the definition of Minkowski particles as positive frequency solutions
of the field equation and we implicitly assumed that these states are localized
in the support of the corresponding modes. This is generally inaccurate, since
a genuine notion of localization is only given by the AQFT scheme which is
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not compatible with the modal scheme. However, here, we show that in the
nonrelativistic limit the two localization schemes converge. This implies that
the modal scheme is actually suited for a genuine description of localized states
but only in the nonrelativistic regime.

This chapter is intended to be an introductory review on the problem of
localization in QFT. In particular, we consider a Minkowski spacetime and we
study the Newton-Wigner, the AQFT and the modal schemes. We compare
their features and show their convergence in the nonrelativistic limit. We only
focus on real scalar fields, as the only important elements of the theory are
captured by quantum fields without internal degrees of freedom.

The chapter is organized as follows. In Secs. 7.2, 7.3 and 7.4 we define the
Newton-Wigner, the AQFT and the modal schemes, respectively. Their features
are then shown and compared to each other in Sec. 7.5. In Sec. 7.6, we study the
localization in NRQM; in particular, we define the Born scheme and we show the
convergence of all localization schemes in the nonrelativistic limit. Conclusions
are drawn in Sec. 7.7.

7.2 Newton-Wigner scheme

In their paper [93], Newton and Wigner addressed the problem of localization
of particles in Relativistic Quantum Mechanics (RQM) by deriving the posi-
tion observable and its eigenstates from first principles. They showed that the
definition of localization is uniquely determined by some natural requirements.
They assumed the following general theoretic postulates on the basis of which a
particle can be considered localized at time t = 0 in x⃗: (i) the superposition of
localized states is localized as well; (ii) the set of localized states in x⃗ is invari-
ant under rotations and time and space reflections with x⃗ as a fixed point; (iii)
states localized in different spatial positions x⃗ ̸= x⃗′ are orthogonal; (iv) some
regularity conditions of mathematical good behavior. From these assumptions,
Newton and Wigner derived the definition of a unique position operator ˆ⃗xNW
and localized states |x⃗NW⟩. The operator was then second quantized by Fulling
[94], who reformulated the theory in the context of QFT.

Newton and Wigner started from the representation of the spinless elemen-
tary particles (i.e., Klein-Gordon single particles) via irreducible representation
of the Poincare group (i.e., energy, momentum and angular momentum). Then,
they studied the case of particles with spin and finite mass. The uniqueness of
the position operator satisfying the natural transformation conditions in RQM
with arbitrary spin was later discussed in [97] and led to the same conclusions
as Newton and Wigner.

The Newton-Wigner scheme in QFT predicts a phenomenon of superluminal
spreading [98] that is in contrast with the relativistic notion of causality. This is
a consequence of the Hegerfeldt theorem [92, 99], whose only hypotheses are the
positivity of the energy of relativistic particles and the orthogonality condition
of states localized in disjoint regions. Due to the violation of causality, the
Newton-Wigner scheme is not regarded as fundamental in nature. Conversely,
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in Sec. 7.3, we will see that the notion of locality provided by AQFT does not
lead to superluminal signaling and can be regarded as a genuine localization
scheme in QFT.

The present section is organized as follows. In Sec. 7.2.1, we briefly show
the results of Newton and Wigner’s work in the context of RQM. Then, in
Sec. 7.2.2 we consider the second-quantized version of the position operator to
define the Newton-Wigner scheme in QFT. Lastly, in Sec. 7.2.3, we review the
literature about the Hegerfeldt theorem and its consequences on the problem of
localization.

7.2.1 Newton-Wigner scheme in RQM
Here, we give the definition of Newton-Wigner position operator and wave func-
tions in the context of RQM.

States with defined momentum |⃗k⟩ are defined as eigenstates of the momen-

tum operator ˆ⃗
k, satisfying the following orthonormalization property

⟨k⃗|⃗k′⟩ = δ3(k⃗ − k⃗′). (7.1)

Starting from the definition of |⃗k⟩, Newton and Wigner derived the unique state
satisfying conditions (i)-(iv) as

|x⃗NW⟩ =
∫
R3

d3k
e−ik⃗·x⃗√
(2π)3

|⃗k⟩. (7.2)

Equation (7.2) describes the state localized in x⃗ at time t = 0 according to
the Newton-Wigner scheme in RQM. This provides the definition of the position
operator

ˆ⃗xNW =

∫
R3

d3xx⃗|x⃗NW⟩⟨x⃗NW|, (7.3)

whose eigenstates are |x⃗NW⟩ with eigenvalues x⃗. Also, for any state |ϕ⟩, Newton
and Wigner defined the wave function in position space as

ϕNW(t, x⃗) = ⟨x⃗NW|ϕ(t)⟩ =
∫
R3

d3k
e−iω(k⃗)t+ik⃗·x⃗√

(2π)3
ϕ̃(k⃗), (7.4)

with ω(k⃗) as the frequency of k⃗ [Eq. (1.4)] and with ϕ̃(k⃗) as the wave function
in momentum space, defined as

ϕ̃(k⃗) = ⟨k⃗|ϕ⟩. (7.5)

The inner product between states can be written in terms of their wave function
in position space as

⟨ϕ|ϕ′⟩ =
∫
R3

d3xϕ∗NW(t, x⃗)ϕ′NW(t, x⃗), (7.6)
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which is the familiar L2(R3) scalar product.
Notice that in NRQM, wave functions in momentum space are related to

wave functions in position space by means of the Fourier transform. The same
occurs in RQM between the wave functions ϕ̃(k⃗) and ϕNW(0, x⃗) [Eq. (7.4)]. This
analogy leads to the equivalence between the Newton-Wigner and the Born
localization schemes, which will be detailed in Sec. 7.6.2.

Newton and Wigner already pointed out in their original work [93] that the
position operator ˆ⃗xNW is not relativistically covariant. For any Lorentz boost
Λv⃗ : (t, x⃗) 7→ (t′, x⃗′), the state that is localized in (say) x⃗ = 0 at t = 0 is not
localized in x⃗′ = 0 at t′ = 0. Hence, two inertial observers do not share the
same notion of localization. This is an important argument against the Newton-
Wigner localization program, since Lorentz transformed frames are physically
equivalent in relativistic theories.

Furthermore, the Newton-Wigner localization is found not to be preserved
in time. Specifically, a particle localized in a bounded region at t = 0 will de-
velop infinite tails at immediately later times t ̸= 0, exceeding the light cone
of the initial region [98]. The phenomenon of superluminal spreading of the
wave functions was then proved to occur for a more general class of localization
schemes. The only condition is a nonconstant Hamiltonian that is a semi-
bounded function of the particle momentum (e.g., Klein-Gordon particles) [99].
This model-independent result goes under the name of Hegerfeldt theorem and
will be discussed in Sec. 7.2.3.

The non-covariant behavior of the position operator ˆ⃗xNW and the acausal
spreading of the wave functions make the Newton-Wigner localization unsat-
isfactory for a fully relativistic theory. The solution to this problem will be
found by noticing that the operator ˆ⃗xNW does not entail any fundamental no-
tion of locality; conversely, it is a mathematical artifice that comes from the
nonrelativistic theory. Only in the nonrelativistic limit of RQM, the Newton-
Wigner scheme obtains a genuine notion of locality. This result will be shown
in Sec. 7.6.3.

7.2.2 Newton-Wigner scheme in QFT
In Sec. 7.2.1, we worked in the context of RQM and used the definition of first-
quantized Newton-Wigner position operator ˆ⃗xNW to define localized states and
wave functions in position space. Here, we apply these results to the framework
of QFT. In particular, we define localized states and observables by means of a
second-quantized version of ˆ⃗xNW. The method is based on the natural embed-
ding of RQM in QFT as the theory of single particle states of the corresponding
quantum fields.

For any scalar field ϕ̂(t, x⃗), the corresponding single particle state with de-
fined momentum k⃗ is defined as

|⃗k⟩ = â†(k⃗)|0M⟩, (7.7)

where â†(k⃗) is a creator operator satisfying the canonical commutation identities
(1.13). Single particle states with defined position are defined by Eq. (7.2).
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Owing to Eq. (7.7), Eq. (7.2) is equivalent to

|x⃗NW⟩ = â†NW(x⃗)|0M⟩, (7.8)

where

âNW(x⃗) =

∫
R3

d3k
eik⃗·x⃗√
(2π)3

â(k⃗) (7.9)

is the inverse of the Fourier transform of the annihilation operator â(k⃗).
Notice that there is a one-to-one mapping between the operators âNW(x⃗)

and â(k⃗) for varying x⃗ and k⃗. Hence, the entire Minkowski-Fock algebra AM
is generated by âNW(x⃗) with varying x⃗, in the sense that any operator acting
on the Minkowski-Fock space HM can be written as a linear combination of
products of âNW(x⃗) and â†NW(x⃗) operators.

Hereafter, the algebra generated by âNW(x⃗) with fixed x⃗ is denoted as
ANW

M (x⃗). We say that ANW
M (x⃗) is a local algebra with respect to the Newton-

Wigner scheme. Any element of ANW
M (x⃗) is an operator that is localized in x⃗.

Conversely, any local state |ϕ⟩ is the result of local operations on the vacuum
background |0M⟩. Hence, |ϕ⟩ is said to be localized in x⃗ if there is a local
operator Ô ∈ ANW

M (x⃗) such that |ϕ⟩ = Ô|0M⟩.
The definition of localized states and observables can also be generalized to

extended regions. For any region V ⊂ R3, we define ANW
M (V) as the local algebra

in V generated by the operators âNW(x⃗) with x⃗ ∈ V. We say that the operator
Ô and the state |ϕ⟩ = Ô|0M⟩ are localized in V if Ô is an element of ANW

M (V).
The definitions of local operators and states provided here come from a

second-quantized generalization of ˆ⃗xNW. Notice that, by embedding the rela-
tivistic theory of single particles, the Newton-Wigner scheme in QFT inherits
all the issues concerning the localization of states described by Sec. 7.2.1. This
includes the instantaneous propagation of localized states and the consequent
violation of causality, which will be discussed in the next subsection.

7.2.3 Hegerfeldt theorem

In his original work [92], Hegerfeldt showed that the phenomenon of instanta-
neous spreading for a relativistic particle does not occur only in the Newton-
Wigner scenario. An alternative proof was later provided by Perez and Wilde
[100]. Hegerfeldt and Ruijsenaars recognized that relativity is not needed to
prove the results, while positivity of the energy and translation invariance suf-
fice to give the instantaneous spreading [99]. Then, Hegerfeldt recognized that
translation invariance is also not needed and, hence, the role of positivity of
energy appears to be crucial in the instantaneous spreading of the wave func-
tion [101]. However, when translation invariance is not considered, the localized
particle either develops infinite tails immediately after or stays in its support
indefinitely.

In [99], the authors show that any particle confined in a bounded region can
be found in spacelike separated regions at later times if the Hamiltonian is a



7.3. AQFT SCHEME 195

nonconstant semibounded function of the momentum and translation invariant.
Under stronger assumptions, the spreading of the wave function is over all of
space. The conditions considered by Hegerfeldt and Ruijsenaars are met in RQM
and QFT, where the energy of particles ω(k⃗) is a function of the momentum k⃗
and is always positive.

The generality of the results is given by the fact that no specific definition
of localization has been considered. To prove that no state can be localized
in a finite region for a finite time interval, Hegerfeldt and Ruijsenaars only
assumed that states localized in disjoint regions are orthogonal to each other.
Also, to show that the spreading is over all of space, the authors assumes the
existence of a positive operator N̂(V) for any space region V ⊂ R3, such that
⟨ϕ|N̂(V)|ϕ⟩ ∈ [0, 1] is the probability of finding the particle in V. For instance,
in the case of Newton-Wigner localization, N̂(V) is defined as

N̂(V) = 1

|V|

∫
V
d3xâ†NW(x⃗)âNW(x⃗), (7.10)

where |V| is the volume of V.
The apparent contradiction with the causal nature of the Klein-Gordon equa-

tion (or any other hyperbolic equation satisfying finite propagation speed, e.g.,
Maxwell equation, Dirac equation) can be argued in the following way [102].
Given any positive frequency solution of the Klein-Gordon equation ϕ(t, x⃗) such
that ϕ(0, x⃗) = 0 for any x⃗ outside V, then one finds that ϕ(t, x⃗) = 0 in any region
spacelike distant from V only if ∂tϕ(0, x⃗) = 0, which does not occur for positive
frequency solutions. This means that the localization in a finite region for a
finite time is only possible for superpositions of positive and negative frequency
solutions of the Klein-Gordon equation, which are excluded by the hypotheses
of the Hegerfeldt theorem.

7.3 AQFT scheme
In Sec. 7.2 we reviewed the Newton-Wigner approach to the problem of localiza-
tion in QFT. We remarked that the assumption made by Newton and Wigner
are included in the hypotheses of the Hegerfeldt theorem. The results of the
theorem are incompatible with the causality principle, as they imply a superlu-
minal propagation of the localization condition. The paradox can be resolved
by noticing that, in QFT, the spacetime coordinates xµ appear as variables
of the fields ϕ̂(xµ) and the causality condition is defined via commutativity of
spacelike separated fields.

In the framework of AQFT, any spacetime event E is provided with a local
algebra A(E) generated by the field ϕ̂(xµ) with xµ as the Minkowski coordinate
representing E [Sec. 3.2.2]. More generally, for any spacetime region O, the local
algebra A(O) is generated by the field ϕ̂(xµ) smeared out with test functions
that are supported in the Minkowski coordinate region OM ⊂ R4 representing
O. The operator Ô is said to be localized in O with respect to the AQFT
scheme if Ô is an element of A(O). We also define localized states by means
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of the notion of preparation over the vacuum |0M⟩. The state |ϕ⟩ is said to
be localized in O if it is the result of local operations on |0M⟩. Explicitly, this
means that |ϕ⟩ = Ô|0M⟩, with Ô ∈ A(O).

The causality condition states that if OA and OB are spacelike separated re-
gions, the corresponding local algebras A(OA) and A(OB) mutually commute.
For the particular case of the real scalar field ϕ̂(xµ), this is a consequence of the
canonical commutation relation (1.2). From Eqs. (1.2) and (1.3), we find that
[ϕ̂(t, x⃗), ϕ̂(t′, x⃗′)] = 0 if (t, x⃗) and (t′, x⃗′) are spacelike separated. The commu-
tativity of quantum fields imposes statistical independence of measurements in
spacelike separated regions OA and OB, in the sense that measurements in OA
and OB do not influence each other. This leads to the notion of microcausality
of fields, which is included in the axioms of AQFT [28].

The microcausality axiom only ensures independence of measurements in
spacelike separated regions OA and OB. However, experiments also include
other types of operations, such as the preparation of states. Hence, one can
be interested in studying how and when operations in OA can be considered
independent of experiments made in any other spacelike separated region OB.
For instance, one may ask if the local preparation of a state in OA influences
measurement in OB.

The localization program in AQFT is crucially affected by the Reeh-Schlieder
theorem [29], which predicts the presence of nonlocal quantum correlations in
the vacuum |0M⟩ [28, 32, 33]. One of the consequences of the Reeh-Schlieder
theorem is that measurements made in OB are able to distinguish the vacuum
|0M⟩ from some states |ϕ⟩ localized in OA, even if OB is spacelike separated
from OA. Notwithstanding this apparent incompatibility with causality, it can
be shown that the Reeh-Schlieder nonlocality cannot be used for superluminal
signaling.

Another consequence of the theorem is the fact that one cannot use local
fields to construct the operator N̂(V) that gives the probability to find a particle
in space region V [32, 36]. This implies that Hegerfeldt formulation of locality
is not compatible with the algebraic notion of locality in AQFT.

The explicit hypotheses and statement of the Reeh-Schlieder theorem will
be given in Sec. 7.3.1. Conversely, the solution to the apparent violation of
causality will be discussed in Sec. 7.3.2.

7.3.1 Reeh-Schlieder theorem

In this subsection, we show the hypotheses and statement of the Reeh-Schlieder
theorem. We discuss the dependency of spacelike separated operations and the
nonlocality of number operators as consequences of the theorem.

Besides the microcausality of fields, the other axioms for AQFT in flat space-
time are

1. Isotony: any observable in O can also be measured in a larger region O′,
hence, A(O) ⊂ A(O′) if O ⊂ O′;
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2. Relativistic covariance: each Poincaré transformation ρ is provided with
a unitary representation Û(ρ) such that Û(ρ)A(O)Û†(ρ) = A(ρ(O)) with
the vacuum |0M⟩ as the uniquely invariant state;

3. Spectrum condition: the spectrum of the generators P̂µ of the translation
are such that P 0 ≥ 0 (i.e., the energy is nonnegative) and (P 0)2 ≥ |P⃗ |2
(i.e., the spectrum of the energy-momentum is confined to the forward
light cone, capturing the notion of luminal and subluminal propagation of
physical effect);

4. Weak Additivity: for any region O ⊆ M, with M as the Minkowski
spacetime, A(M) is the smallest algebra containing

⋃
αµ∈R4 A(Oα), where

Oα is the region O translated by αµ.

Assumptions 2-4 are used to prove the Reeh-Schlieder theorem [29, 28]. The
theorem states that the vacuum |0M⟩ is cyclic for any local algebra A(O), in
the sense that for any region O, for any state |ϕ⟩ and for any ϵ > 0, there
exist an operator Ô ∈ A(O) such that ∥ Ô|0M⟩ − |ϕ⟩ ∥< ϵ, where ∥ · ∥ is the
norm in the Hilbert space. This means that one can approximate any state of
the global Hilbert space with arbitrary precision by applying an element of any
local algebra A(O) to the vacuum |0M⟩. Such a nonlocal effect is the result of
entangled correlations in the vacuum [28, 32, 33].

By operating in any bounded spacetime region OA, one is able to produce
any global state |ϕ⟩ that may, in principle, differ from |0M⟩ in another spacelike
separated region OB. Even if OA and OB are not causally connected, the re-
striction of |ϕ⟩ in A(OB) may be different from the restriction of |0M⟩ in A(OB).
This result seems to be incompatible with the notion of causality. However, the
contradiction is resolved by noticing that the nonlocal effect cannot be used for
superluminal signaling. A more detailed discussion will be provided in Sec. 7.3.2.

A corollary to the Reeh Schlieder theorem is that the vacuum is a separating
state in any local algebra A(O), in the sense that for any Ô ∈ A(O), if Ô
annihilates the vacuum (i.e., Ô|0M⟩ = 0), then Ô is trivial (i.e., Ô = 0) [32,
36]. The consequence is that local number operators do not exist. As already
anticipated by the previous section, the number operator N̂(V) is inevitably
nonlocal with respect to the AQFT scheme. This also applies to the Newton-
Wigner number operator [Eq. (7.10)].

7.3.2 Apparent violation of causality
In Sec. 7.3.1, we introduced the apparent violation of causality due to the Reeh
Schlieder theorem. To see the problem in a physical scenario, consider two ob-
servers, Alice and Bob, which are localized in two spacelike separated regions,
OA and OB. Alice prepares a state |ϕ⟩ = ÔA|0M⟩ by means of a local operator
ÔA ∈ A(OA) acting on the vacuum |0M⟩; whereas Bob performs local measure-
ments by means of the observable ÔB ∈ A(OB). As a consequence of the Reeh
Schlieder theorem, we find that there are some cases in which

⟨ϕ|ÔB|ϕ⟩ ≠ ⟨0M|ÔB|0M⟩. (7.11)
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Equation (7.11) implies that the preparation of the local state |ϕ⟩ = ÔA|0M⟩ in
OA can be detected by Bob as a result of measurements of the local observable
ÔB. This seems to be incompatible with the notion of causality since Alice and
Bob are spacelike separated.

The problem has been addressed by different authors [32, 34, 35, 36] and led
to the conclusion that the violation of causality is only apparent. The solution
is given by noticing that a global change of the state is only due to selective
operations that cannot be used for superluminal signaling. This argument will
be detailed in the present subsection.

Firstly, notice that Eq. (7.11) does not hold if ÔA is unitary. Indeed, by using
the unitarity condition Ô†

AÔA = 1 and the microcausal commutation relation
[ÔA, ÔB] = 0, we obtain

⟨0M|Ô†
AÔBÔA|0M⟩ = ⟨0M|Ô†

AÔAÔB|0M⟩ = ⟨0M|ÔB|0M⟩. (7.12)

Explicitly, this means that

⟨ϕ|ÔB|ϕ⟩ = ⟨0M|ÔB|0M⟩. (7.13)

By following Knight and Licht [30, 31], we say that the state |ϕ⟩ satisfies
the strictly localization property if it gives the same expectation values as the
vacuum for all measurements in the causal complement of OA. Equivalently, we
say that |ϕ⟩ is strictly localized in OA if Eq. (7.13) holds for any ÔB ∈ A(OB)
and for any region OB spacelike separated from OA. As a result of Eq. (7.12), we
know that any local unitary operator ÛA ∈ A(OA) produces a strictly localized
state |ϕ⟩ = ÛA|0M⟩ by acting on the vacuum |0M⟩.

In general, the modification of quantum states due to the interaction with
experimental instruments (e.g., emitters) is represented by a unitary evolution
|0M⟩ 7→ Ûint|0M⟩. However, one can argue that this is not the only way to
prepare local states. For instance, one can use the following procedure: (i) let
the device interact with the vacuum |0M⟩ to unitarily prepare the state Ûint|0M⟩;
(ii) perform the projective measurement P̂i over a set of subspaces Hi of the
global Hilbert space; (iii) reject all the states that are not elements of (say) H0.
In this way, the experimenter is sure that the resulting state is an element of H0.
The overall operation is said to be selective due to the experimenter’s choice of
selecting a subensemble after the measurement.

In this scenario, the preparation of the state in OA affects observations in
the spacelike separated region OB. To see this, consider a local observable
ÔB ∈ A(OB) and assume that Ûint ∈ A(OA) and P̂0 ∈ A(OA). The normalized
state after the preparation is |ϕ⟩ = ÔA|0M⟩, with

ÔA =
P̂0Ûint√

⟨0M|Û†
intP̂0Ûint|0M⟩

(7.14)

as a local operator in OA. The mean value of ÔB is

⟨ϕ|ÔB|ϕ⟩ =
⟨0M|Û†

intP̂0ÛintÔB|0M⟩
⟨0M|Û†

intP̂0Ûint|0M⟩
, (7.15)
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which is different from ⟨0M|ÔB|0M⟩. Hence, in this scenario, Eq. (7.11) holds
and the state |ϕ⟩ is not strictly localized in OA. Notice that the inequality
P̂0 ̸= 1 is crucial for the proof of Eq. (7.11).1

We found that only nonselective local operations in OA do not change the
vacuum in the causal complement of OA. Conversely, the Reeh-Schlieder non-
local effect and the consequent apparent violation of causality occur when the
state is prepared by means of selective operations on |0M⟩. The defining feature
of this type of operations is the experimenter’s decision to only consider the
subspace H0 and reject all states that give negative results in measuring the
effect P̂0. Crucially, the outcomes of the projective measurements are random
and only the observer knows when the state has been successfully prepared.
This information can only be shared by means of a classical communication.
Hence, causality is not violated.

To see that selective operations cannot be used for superluminal signaling,
consider again the two experimenters, Alice and Bob, localized in two spacelike
separated regions OA and OB. Alice performs a selective operation in OA to
prepare a state, whereas Bob measures the observable Ô ∈ A(OB) in OB. In
order to prepare the desired state, Alice repeats the operation multiple times
and excludes the cases in which the outcome of her selective measurements are
unsuccessful, i.e., when the desired state has not been successfully prepared.
At this point, Alice is biased, as she knows which operation was successful and
which was not. Bob, in principle, is ignorant about the outcome of Alice’s
operations and, hence, does not know when to perform the measurement with
the correct state. He can only acquire this information in two possible ways:
(i) by performing Alice’s projective measurement to verify if the state is the
correct one; however this is only possible if Bob has access to Alice’s algebra
and, hence, if they are not spacelike separated; (ii) by letting Alice share her
information via classical communication, which follows relativistic causality and
forbids superluminal signaling.

To connect with the literature, we agree with Clifton, Halvorson and Valente
1The results of Eqs. (7.12) and (7.15) can be extended to the case of general quantum

operations with local Kraus operators K̂i ∈ A(OA) [103, 34, 35]. The statistical operator
describing the state after the operation is

ρ̂ =

∑
i K̂i|0M⟩⟨0M|K̂†

i∑
i⟨0M|K̂†

i K̂i|0M⟩
. (7.16)

The operation is said to be nonselective only when∑
i

K̂†
i K̂i = 1. (7.17)

By using the ciclicity of the trace and the commutation relation between K̂i ∈ A(OA) and
Ô ∈ A(OB), one can prove that

Tr(ρ̂Ô) =

∑
i Tr(K̂†

i K̂i|0M⟩⟨0M|Ô)∑
i⟨0M|K̂†

i K̂i|0M⟩
. (7.18)

The right hand side of Eq. (7.18) is equal to Tr(|0M⟩⟨0M|Ô) if and only if the Kraus operators
satisfy Eq. (7.17).
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[34, 35] who recognized that the problematic operations are selective. However,
we give a different argument on why no violation of causality occurs even in the
case of selective operations. For Clifton and Halvorson [34], these operations do
not retain full physical meaning, but are partly affected by the purely conceptual
operation of selecting subensembles. In other words, the selective component of
the operation is regarded as mathematical and nonphysical. This leads to the
interpretation of quantum states as partly epistemic entities, where each update
of state after a measurement only represents a change of knowledge of the ex-
perimenter based on the outcome of the measurement. Conversely, Valente [35]
avoided any interpretation of states, while giving arguments to support the the-
sis that superluminal signaling of selective operations cannot be controlled. We
also showed how these operations cannot be used to instantly send information
to another experimenter; however, we used a different argument.

Our approach is inspired by the quantum teleportation technique [104],
where a maximally entangled state is used to teleport a quantum state. In
that case, no violation of causality occurs because a classical channel has to be
employed to transmit information about the outcomes of Alice’s measurement.
This is in complete analogy with the scenario of the Reeh-Schlieder apparent
paradox described here. Hence, we used the argument that the nonlocal cor-
relations due to entanglement is compatible with the prohibitions of superlu-
minal causation. QFT admits correlations between spacelike separated regions
[105, 106] while causality is not violated.

The result is also directly connected to the EPR experiment [107, 34], where
nonlocal quantum correlations are used to globally change a state via local
measurements. The wave function collapse in the EPR scenario cannot be ex-
ploited to instantly send information to another experimenter. Equivalently,
in the Reeh-Schlieder scenario, one uses the vacuum correlations to produce a
nonlocal effect, which, however, does not lead to superluminal signaling.

7.4 Modal scheme

In Sec. 1.1.1, we derived the representation of single particle states as positive
frequency modes of the Klein-Gordon equation (1.1). States with defined mo-
mentum |⃗k⟩ are represented by the free modes (1.12), which satisfy the orthonor-
mality condition (1.17) with (ϕ, ϕ′)KG as the Klein-Gordon product (1.15). More
generally, any Minkowski-Fock state |ϕ⟩ ∈ HM is represented by the wave func-
tions in momentum space ϕ̃n(kn) and in position space ϕn(t,xn), respectively
defined by Eqs. (1.19) and (1.20). To not get confused with the notation of
Sec. 7.2, we say that ϕNW(t, x⃗) is a Newton-Wigner wave function and ϕn(t,xn)
is a modal wave function.

In Sec. 1.1.1, we also remarked that ϕn(t,xn) does not entail any genuine
notion of localization in QFT, at variance with the AQFT scheme. To see this,
one can use the same argument provided for the Newton-Wigner scheme. In par-
ticular, one can refer to the superluminal spreading of the modal wave functions
ϕn(t,xn) to claim that the modal scheme is not suitable for the description of
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localized relativistic states. Such an instantaneous spreading can be proven by
noticing that ϕn(t,xn) is a linear combination of products of positive frequency
modes. Hence, if the support of ϕn(t,xn) is compact at a fixed time t, then its
time derivative ∂0ϕn(t,xn) is not compactly supported at the same time t [102].
Consequently, the modal wave function instantly develops infinite tails.

In QFT, the function ϕn(t,xn) cannot be associated to the probability to
find the n particles in xn = (x⃗1, . . . , x⃗n). However, this is not true in NRQM.
In Secs. 7.6.3 and 7.6.4, we will show that both the AQFT and the modal
scheme converge to the same localization scheme when states and observables
are restricted to the nonrelativistic regime. This means that the modal wave
functions acquire a fundamental notion of localization only in the nonrelativistic
limit.

In the remaining part of this section, we formulate the modal localization
scheme in terms of localized states and observables. By definition, the state |ϕ⟩
is said to be localized in a volume V at time t with respect to the modal scheme
if the support of ϕn(t,xn) is in Vn, in the sense that ϕn(t,xn) = 0 when there
is an l ∈ {1, . . . , n} such that x⃗l /∈ V.

We now show that there is a natural definition of localized operators based
on the localization of states with respect to the modal scheme. We start by
considering the Minkowski-Fock representation of any state |ϕ⟩ ∈ HM given by
Eqs. (5.11) and (5.12). As specified at the beginning of the chapter, we consider
a real field ϕ̂(t, x⃗) which does not include antiparticles; hence, we assume that
m = 0 in Eq. (5.12).

The identity relating ϕ̃n(kn) to ϕn(t,xn) is Eq. (1.20), which can be inverted
by means of a Fourier transform as

ϕ̃n(kn) =
[

ℏ
(2π)3mc2

]n/2 ∫
R3n

d3nxnϕn(0,xn)
n∏
l=1

[√
ω(k⃗l)e

−ik⃗l·x⃗l

]
. (7.19)

Equation (7.19) can be plugged in Eq. (5.12) to obtain

ĉϕ =

∞∑
n=0

1√
n!

∫
R3n

d3nxnϕn(0,xn)
n∏
l=1

â†mod(x⃗l), (7.20)

with

âmod(x⃗) =

∫
R3

d3k

√
ℏω(k⃗)

(2π)3mc2
eik⃗·x⃗â(k⃗). (7.21)

For each x⃗ we indicate the algebra generated by the operator âmod(x⃗) and its
adjoint as Amod

M (x⃗). For extended regions of space V ⊆ R3, we define Amod
M (V) as

the algebra generated by the operators âmod(x⃗) with x⃗ ∈ V. By using Eq. (7.20)
and the definition of localized states with respect to the modal scheme, we find
that ĉϕ is an element of Amod

M (V), with V as the region in which the state
|ϕ⟩ = ĉϕ|0M⟩ is localized at t = 0. This naturally leads to the definition of local
operators as elements of Amod

M (V) and the identification of Amod
M (V) as a local

algebra with respect to the modal scheme.
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Newton-Wi-
gner scheme

AQFT
scheme

modal
scheme

Relativistic covariance and
causality hold No Yes No

The variable x⃗ is a genuine
position coordinate No Yes Yes

Operators in disjoint spatial
regions commute Yes Yes No

States in disjoint spatial
regions are orthogonal Yes No No

The global Hilbert space
factorizes into local Hilbert
spaces: HM =

⊗
iHM(Vi)

Yes Yes No

The global vacuum |0M⟩ is
entangled across the local
Hilbert spaces HM(Vi)

No Yes -

The local Hilbert spaces
HM(Vi) are Fock spaces
with local vacua |0M(Vi)⟩

Yes No -

The global vacuum
factorizes into the local
vacua: |0M⟩ =

⊗
i |0M(Vi)⟩

Yes - -

Localized states live in local
Hilbert spaces [Eq. (7.26)] Yes - -

The strict localization
property [Eq. (7.13)] at
t = 0 is guaranteed

Yes
Only for local
nonselective
preparations

No

Table 7.1: Summary table of the differences between the Newton-Wigner, the
AQFT and the modal localization schemes.

Notice that, due to the invertibility of Eq. (7.21), any operator Ô acting on
the Minkowski-Fock space HM admits a region V ⊆ R3 such that Ô ∈ Amod

M (V).
If, in particular, V = R3, then the operator is said to be global (i.e., nonlocal)
with respect to the modal scheme.

7.5 Comparison between localization schemes

In the previous sections of this chapter, we introduced three different localization
schemes in QFT. Here, we compare them and we detail the relevant differences.
A summary of the discussion can be found in Table 7.1.
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7.5.1 Newton-Wigner and AQFT scheme

Fundamental differences

There are significant conceptual differences between the Newton-Wigner local-
ization and the AQFT localization schemes. The former is based on the or-
thogonality between states localized in different regions and leads to frame-
dependent (i.e., noncovariant) features and superluminal phenomena. Con-
versely, the AQFT localization scheme is causal and covariant and, hence, it
is regarded as fundamental in nature. In particular, the commutativity of fields
in spacelike separated regions guarantees the independence of measurements.
Furthermore, if a state is localized in one region V of space at t = 0, there is no
mean by which one can instantaneously send information outside the light cone
of V.

In the Newton-Wigner scheme, the variable x⃗ appears as a result of second-
quantizing the position operator ˆ⃗xNW. Conversely, in the AQFT scheme, the
variable x⃗ is associated the coordinate system representing the underling space-
time and, hence, entails a genuine notion of localization.

Other differences between the Newton-Wigner and the AQFT schemes can
be obtained by considering the respective local algebras ANW

M (V) and A(O).
However, notice that V is a subset of R3, whereas O is a region of spacetime.
Hence, a direct comparison between the two schemes can only be made if we
restrict O to a space region at t = 0. This is possible due to the dynamical
structure of the field ϕ̂(xµ). Indeed, as a consequence of the Klein-Gordon
equation (1.1) and the hyperbolic nature of the spacetime, any region O admits
a minimally extended Cauchy region CO inside the hypersurface t = 0 such that
the field operators ϕ̂(xµ) insideO can be written in terms of field operators ϕ̂(xµ)
and π̂(xµ) [Eq. (1.7)] inside CO. Explicitly, this means that A(O) ⊆ AAQFT

M (CO),
where AAQFT

M (V) is the algebra generated by the field operators ϕ̂(0, x⃗) and
π̂(0, x⃗) with varying x⃗ ∈ V. We also define the local algebra in a space point
AAQFT

M (x⃗) as the one generated by the fields ϕ̂(0, x⃗) and π̂(0, x⃗) with fixed x⃗.
The Newton-Wigner and the AQFT localization schemes can now be directly
compared by means of the algebras ANW

M (V) and AAQFT
M (V), or, equivalently,

by means of ANW
M (x⃗) and AAQFT

M (x⃗).
By comparing the algebras ANW

M (x⃗) and AAQFT
M (x⃗), one can notice that the

two notions of locality are not compatible, in the sense that if an operator is
Newton-Wigner localized in x⃗, it cannot be localized with respect to the AQFT
scheme as well. Explicitly, we are saying that ANW

M (x⃗) ̸= AAQFT
M (x⃗).

This can be proved by reminding that operators in ANW
M (x⃗) are generated

by the Newton-Wigner annihilation operator âNW(x⃗) and its adjoint, whereas
the algebra AAQFT

M (x⃗) is generated by the field operators ϕ̂(0, x⃗) and π̂(0, x⃗).
By using Eqs. (1.7), (1.11), (1.12) and (7.9), we obtain

âNW(x⃗) =

∫
R3

d3x′
[
fϕ̂7→NW(x⃗− x⃗′)ϕ̂(0, x⃗′) + fπ̂ 7→NW(x⃗− x⃗′)π̂(0, x⃗′)

]
, (7.22)
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with

fϕ̂ 7→NW(x⃗) =

∫
R3

d3k

√
ω(k⃗)eik⃗·x⃗
√
2ℏ(2π)3

, fπ̂ 7→NW(x⃗) =

∫
R3

d3k
−ieik⃗·x⃗√

2ℏω(k⃗)(2π)3
.

(7.23)

From Eq. (7.23), it is possible to notice that fϕ̂ 7→NW(x⃗) and fπ̂ 7→NW(x⃗) are
supported in the whole space R3. Consequently, the right hand side of Eq. (7.22)
is nonlocal with respect to the AQFT scheme. This means that âNW(x⃗) /∈
AAQFT

M (x⃗) and, hence, ANW
M (x⃗) ̸= AAQFT

M (x⃗).

Local particle content

An important difference between the two schemes is given by the notion of the
vacuum as locally and globally devoid of quanta [108]. The Newton-Wigner
operators âNW(x⃗) [Eq. (7.9)] annihilate the vacuum, i.e., âNW(x⃗)|0M⟩ = 0, and
can be used to define a local number density operator N̂(V) [Eq. (7.10)]. Con-
versely, the corollary of the Reeh-Schlieder theorem forbids the definition of such
an operator in the AQFT localization scheme. In that case, the vacuum is not
locally devoid of quanta, but only globally.

Notice that the Newton-Wigner operators âNW(x⃗) satisfy the canonical com-
mutation identity

[âNW(x⃗), â†NW(x⃗′)] = δ3(x⃗− x⃗′), [âNW(x⃗), âNW(x⃗′)] = 0. (7.24)

Hence, âNW(x⃗) can be interpreted as a local annihilation operator in the Newton-
Wigner scheme. Conversely, due to the corollary of the Reeh-Schlieder theorem,
local creation and annihilation operators do not exist in the AQFT scheme.

The existence of local creation and annihilation operators in the Newton-
Wigner scheme ensures that the global Fock space factorized into local Fock
spaces HM =

⊗
iHNW

M (Vi), where {Vi} is any partition of R3. The vacuum
of each Fock space HNW

M (Vi) will be denoted as |0NW
M (Vi)⟩ and is defined by

âNW(x⃗)|0NW
M (Vi)⟩ = 0, for any x⃗ ∈ Vi. From the definition of |0NW

M (Vi)⟩ and
the fact that the Minkowski vacuum |0M⟩ is always annihilated by âNW(x⃗), we
find that |0M⟩ is equal to the product state of the local vacua, i.e., |0M⟩ =⊗

i |0M(Vi)⟩, and, hence, it is not entangled across the local Hilbert spaces
HNW

M (Vi).
In the AQFT scheme, the global Hilbert space HM can be factorized by

means of the local field operators ϕ̂(0, x⃗) and π̂(0, x⃗) and their commutation
relations (1.8), which lead to HM =

⊗
iH

AQFT
M (Vi).2 However, a factorization

2We remark that the factorization HM =
⊗

i H
AQFT
M (Vi) is not mathematically precise

and can be considered valid only in some sort of limit. In particular, in the rigorous context of
AQFT, the microcausality condition does not guarantee the factorization of the global algebra
into the local algebras A =

⊗
i A

AQFT
M (Vi).

However, a weaker version of A =
⊗

i A
AQFT
M (Vi) can be found in those theories that satisfy



7.5. COMPARISON BETWEEN LOCALIZATION SCHEMES 205

of HM into local Fock space is not possible, due to the nonexistence of local
creators and annihilators. Consequently, the local Hilbert spaces HAQFT

M (Vi)
cannot be Fock spaces and the global vacuum |0M⟩ cannot factorize into local
vacua. More precisely, |0M⟩ does not factorize into any set of local states, since
it is entangled across the local Hilbert spaces AAQFT

M (Vi) [28, 32, 33].

Independence via tensor product of local Hilbert spaces and algebras

In quantum physics, the independence of physical phenomena is represented
by the factorization of states and observables. In the usual prescription, two
distinct laboratories, A and B, are supplied with their own Hilbert space HA
and HB, the respective experimenters prepare the states |ψA⟩ ∈ HA and |ψB⟩ ∈
HB and perform the measurement of the observable ÔA and ÔB. The global
Hilbert space, state and observable are the respective tensor product HA⊗HB,
|ψA⟩ ⊗ |ψB⟩ and ÔA ⊗ ÔB.

A similar factorization also occurs in the Newton-Wigner and the AQFT
schemes. In particular, the global Hilbert space factorizes into local Hilbert
spaces, i.e., HM =

⊗
iHM(Vi). Hence, the two laboratories A and B can

be represented by local fields in the respective regions VA and VB. Here, we
use a unifying notation for both schemes by indicating local Hilbert spaces as
HM(Vi). Depending on the circumstances, if we are referring to the Newton-
Wigner scheme, then HM(Vi) = HNW

M (V); conversely, for the AQFT scheme,
HM(Vi) = HAQFT

M (V).
The factorization of HM into HM(VA)⊗HM(VB)⊗ . . . allows experimenters

in VA and VB to independently prepare and measure states in their own bounded
regions. The fact that the experimenter in VA is able to perform measurements
independently from VB is made possible by local operators in VA which act as
an identity on H(VB).

We remark that the only preparations in VA that are guaranteed to not
affect measurements in VB are nonselective. Notwithstanding the factorization
HM = HM(VA)⊗HM(VB)⊗ . . . , selective operations may still lead to nonlocal
effects as a consequence of the nonunitary state update. The problem has been

the so-called split property [109]. The assumption is that for any couple of spacetime regions
O and O′ ⊃ O there is a type I von Neumann algebra R such that A(O) ⊂ R ⊂ A(O′). The
split property has been proven in a variety of models, including free massive scalar field [110],
Dirac, Maxwell, free massless scalar fields [111] and free massive fermion fields [112].

A weak notion of independence via tensor product of local Hilbert spaces and algebras
is present in quantum field theories with split property [59]. In particular, for any regions
OA, O′

A and OB such that OA ⊂ O′
A and OB is spacelike separated from O′

A, the following
isomorphism holds

A(OA) ∨ A(OB) ∼= A(OA)⊗ A(OB), (7.25)

where the left-hand side is the algebra generated by sums and products of elements in A(OA)
and A(OB) and the right-hand side is the spatial tensor product of the algebras.

The notion of independence via tensor product is weak because one can consider any O′
A

arbitrarily close to OA, but never equal. In other words, the region O′
A ensures that OA and

OB do not touch at their border; however, one can consider the limiting case in which the
two regions OA and OB are arbitrary close. Hence, the factorization A =

⊗
i A

AQFT
M (Vi) can

only by formalized in such a limit.
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discussed in Sec. 7.3.2 for the case of the AQFT scheme. In particular, we
showed that the strict localization property of states is not always satisfied as
a result of the Reeh-Schlieder theorem.

In this subsection, we will demonstrate that the Newton-Wigner scheme is
not affected by these nonlocal effects. In particular, we will show that in the
Newton-Wigner scheme the strict localization property is always satisfied and,
hence, local measurements in VB are independent of selective preparations of
states in VA.

Intrinsic notion of localization

Due to the factorization of the global Fock state HM =
⊗

iHNW
M (Vi) and the

global vacuum |0M⟩ =
⊗

i |0M(Vi)⟩ in the Newton-Wigner scheme, we find that
any state that is localized in V can be written as

|ϕ⟩ = Ô|0M(V)⟩ ⊗

[⊗
i

|0M(Vi)⟩

]
, (7.26)

where, in this case, {Vi} is a partition of R3 \ V and Ô is an operator act-
ing on HNW

M (V). The same factorization does not occur for localized states
in the AQFT scheme, because the global vacuum does not factorize in HM =⊗

iH
AQFT
M (Vi).

Equation (7.26) gives a definition of localized states in terms of a local Hilbert
space HNW

M (V) as the domain of the state. Intuitively, we say that the state |ϕ⟩
lives in HNW

M (V), while it appears indistinguishable from the vacuum outside
the region V. Such a notion of localization can be compared to the one provided
in Sec. 7.2.2 by means of local operators Ô ∈ ANW

M (V) acting on the vacuum
|0M⟩. The physical interpretation was that the local state is the result of lo-
cal operations occurring in V over the vacuum background |0M⟩. Conversely,
Eq. (7.26) gives a notion of localization that is independent of the preparation
of the state.

The intrinsic notion of localization provided by Eq. (7.26) is missing in the
AQFT scheme, which can therefore only rely on the interpretation of localized
states in terms of local preparations over the vacuum |0M⟩. In that case, the
local state |ϕ⟩ = Ô|0M⟩ with Ô ∈ AAQFT

M (V) cannot be said to live inside the
local Hilbert space HAQFT

M (V).

Strict localization property and Alice-Bob scenario

As a consequence of Eq. (7.26) the strict localization property is always satisfied
in the Newton-Wigner scheme, in the sense that any state |ϕ⟩ localized in VA
with respect to the Newton-Wigner scheme always appears indistinguishable
from the vacuum |0M⟩ in any other separated region VB. Explicitly this means
that for any |ϕ⟩ = ÔA|0M⟩, with ÔA ∈ ANW

M (VA), and for any observable ÔB ∈
ANW

M (VB), Eq. (7.13) holds. The proof comes from the factorization of |ϕ⟩ and



7.5. COMPARISON BETWEEN LOCALIZATION SCHEMES 207

ÔB in HM = HNW
M (VA)⊗HNW

M (VB)⊗ . . . and from the normalization condition
1 = ⟨ϕ|ϕ⟩ = ⟨0M(VA)|Ô†

AÔA|0M(VA)⟩.
The result may be understood in terms of the Alice-Bob scenario presented

in Sec. 7.3.2 for the AQFT scheme. An experimenter (Alice) prepares a state
over the vacuum |0M⟩ by means of local Newton-Wigner operators âNW(x⃗) ∈
ANW

M (VA). Another experimenter (Bob) performs measurements in a separated
region by means of local Newton-Wigner operators âNW(x⃗) ∈ ANW

M (VB). From
Eq. (7.13), we deduce that the outcomes of Bob’s measurements are independent
of the preparation of the state by Alice.

Hereafter, we will refer to this scenario as the Newton-Wigner Alice-Bob
experiment to not get confused with AQFT Alice-Bob experiment presented
in Sec. 7.3.2. The discussion of Sec. 7.3.2 led to the conclusion that not all
the states that are localized with respect to the AQFT scheme are also strictly
localized, at variance with the Newton-Wigner scheme.

The two Alice-Bob scenarios lead to different results. One may ask which
one would be applicable in real experiments. We have already remarked that the
AQFT localization scheme is fundamental and entails causal processes. Hence,
we may be prone to consider the AQFT Alice-Bob experiment as the most
relevant one, while the Newton-Wigner Alice-Bob scenario should not be un-
derstood as having a genuine notion of localization. The processes considered
in the Newton-Wigner case are physically realizable, in the sense that the state
prepared by Alice and the observable used by Bob exist; however, they can
hardly be interpreted as genuinely local. If, for instance, Alice uses an emitter
to produce the state over the vacuum, the correct way to describe the QFT
interaction between the device and the field is by means of local unitary evo-
lution, with the AQFT notion of localization. This would motivate the idea of
considering the AQFT Alice-Bob scenario as the one genuinely describing two
macroscopic experimenter living in disjoint regions of space.

Orthogonality condition

By means of Eq. (7.22) we found that the Newton-Wigner and the AQFT
schemes are incompatible. This seems to contradict the idea of generality advo-
cated by Newton and Wigner in Ref. [93]. In particular, the two authors only
considered a minimal set of physically motivated postulates to define the notion
of localization in RQM. At least one of the postulates for the Newton-Wigner
localization must have been ignored in the AQFT scheme.

The missing assumption is the orthogonality of states in different spatial
positions. To see this, consider the states |ϕA⟩ = ϕ̂(0, x⃗A)|0M⟩ ∈ AAQFT

M (x⃗A) and
|ϕB⟩ = ϕ̂(0, x⃗B)|0M⟩ ∈ AAQFT

M (x⃗B), which are respectively localized in x⃗A and x⃗B
according to the AQFT scheme. Assume that the two points are different, x⃗A ̸=
x⃗B, and, hence, the states are localized in disjoint regions. By following Newton
and Wigner’s assumptions, one would expect that ⟨ϕA|ϕB⟩ = 0; however, this is
not true. The inequality ⟨ϕA|ϕB⟩ ≠ 0 can be checked by computing the 2-point
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correlation function

⟨0M|ϕ̂(0, x⃗A)ϕ̂(0, x⃗B)|0M⟩ =
ℏ

(2π)3

∫
R3

d3k
eik⃗·(x⃗A−x⃗B)

2ω(k⃗)
, (7.27)

which is different form zero.
We recognize that the orthogonality condition is not met by the AQFT local-

ization. Consequently, the probability transition associated to the two spatially
separated states |⟨ϕA|ϕB⟩|2 is different form zero. The result is apparently para-
doxical, as it seems that there is a nonvanishing probability for a local state to
be found in another disjoint region [108]. The paradox is resolved if we assume
that in AQFT the definition of localized states can only be given in terms of
local preparations over the vacuum |0M⟩.

At the beginning of Sec. 7.3, we said that |ϕ⟩ is a localized state with respect
to the AQFT scheme if it is the result of local operations on |0M⟩. The same def-
inition was also provided for the Newton-Wigner scheme in Sec. 7.2.2. Then, we
found that an intrinsic notion of localization naturally occurs due to Eq. (7.26),
which provides a definition of localized states as elements of the local alge-
bras HNW

M (V). This notion of localization only appears in the Newton-Wigner
scheme. Conversely, in the AQFT scheme, Eq. (7.26) does not hold because
local vacuum states do not exist; hence, the definition of localized states can
only be provided in terms of local preparations over the vacuum |0M⟩.

The quantity |⟨ψA|ψB⟩|2 should be interpreted as the probability for a state
locally prepared in x⃗A to turn into a state that can be locally prepared in
x⃗B. The fact that ⟨ψA|ψB⟩ is different from zero implies that |ψB⟩ can be ob-
tained as an outcome of the projective measurement |ψB⟩⟨ψB| on |ψA⟩, i.e.,
|ψB⟩ ∝ |ψB⟩⟨ψB|ψA⟩. This means that |ψB⟩ may be prepared in both of the
following ways: either (i) via local operation ϕ̂(0, x⃗B) on |0M⟩ in x⃗B or (ii)
via local operation ϕ̂(0, x⃗A) on |0M⟩ in x⃗A followed by the projective mea-
surement |ψB⟩⟨ψB|. The apparent paradox comes from the unexpected com-
patibility between (i) and (ii) notwithstanding the fact that x⃗A and x⃗B are
different points. However, notice that the operator |ψB⟩⟨ψB| is nonlocal, i.e.,
|ψB⟩⟨ψB| /∈ AAQFT

M (x⃗B). Due to the nonlocality of the projective operation, one
should not be surprised by the compatibility between (i) and (ii).

7.5.2 Newton-Wigner and modal scheme
In this subsection, we detail the differences between the Newton-Wigner and
the modal scheme.

As remarked in Sec. 7.5.1, the variable x⃗ in the Newton-Wigner scheme is
not a space coordinate and, hence, it does not entail any genuine notion of
position. Conversely, in the modal scheme, x⃗ appears as a space coordinate for
the positive frequency modes f(k⃗, t, x⃗) that are solutions of the Klein-Gordon
equation (1.1). The representatives f(k⃗, t, x⃗) inherit the fundamental notion
of spacetime event (t, x⃗) from the QFT framework. Hence, in analogy to the
AQFT scheme, we say that the variable x⃗ entails a genuine notion of position.
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A feature that both localization schemes share is the acausal spreading of
the wave functions, which was discussed in Secs. 7.2 and 7.4. In particular, the
superluminal effect in the Newton-Wigner is a result of the Hegerfeldt theo-
rem [Sec. 7.2.3], which is a no-go theorem for localization schemes that simul-
taneously satisfy (i) causality, (ii) positivity of energy and (iii) orthogonality
condition for states in disjoint spatial regions. The acausal spreading of the
modal wave functions ϕn(t,xn), instead, was proved in Sec. 7.4 by means of the
non-localizability of positive frequency modes for finite intervals of time. The
Hegerfeldt theorem cannot be applied in this case because the assumption (iii)
is missing.

The lack of assumption (iii) can be proved by considering two single particle
states |ϕA⟩ = â†mod(x⃗A)|0M⟩ and |ϕB⟩ = â†mod(x⃗B)|0M⟩ respectively localized
in x⃗A and x⃗B. By using Eq. (7.21) and the commutation relations (1.13), we
obtain

⟨ϕA|ϕB⟩ =
∫
R3

d3k
ℏω(k⃗)
mc2

eik⃗·(x⃗A−x⃗B)

(2π)3
, (7.28)

which means that ⟨ϕA|ϕB⟩ different from zero even if x⃗A ̸= x⃗B. At variance with
the Newton-Wigner scheme, the modal scheme admits non-orthogonal states
that are localized in disjoint spatial regions.

By using again Eq. (7.21) and the commutation relations (1.13) one can also
prove that

[âmod(x⃗), â
†
mod(x⃗

′)] =

∫
R3

d3k
ℏω(k⃗)
mc2

eik⃗·(x⃗−x⃗
′)

(2π)3
, (7.29a)

[âmod(x⃗), âmod(x⃗
′)] = 0. (7.29b)

Equation (7.29a) implies that the modal operators âmod(x⃗) and â†mod(x⃗) cannot
be interpreted as local annihilation and creation operators, at variance with the
Newton-Wigner operators âNW(x⃗) and â†NW(x⃗). It also implies that operators
localized in disjoint spatial regions generally do not commute. Explicitly, this
means that there are operators ÔA ∈ Amod

M (x⃗A) and ÔB ∈ Amod
M (x⃗B) such that

[ÔA, ÔB] ̸= 0, (7.30)

even if x⃗A ̸= x⃗B.
As a consequence of Eq. (7.30), the global Hilbert space does not factorize

into local Hilbert spaces. This means that the modal localization scheme lacks of
the notion of independence via tensor product of local Hilbert spaces. Also, local
Fock spaces do not exist and the global vacuum cannot factorize into local vacua,
since local Hilbert spaces are nonexistent in the first place. Consequently, the
strict localization property is not guaranteed in the modal scheme, at variance
with the Newton-Wigner scheme.

All of these differences show that the two localization schemes are incom-
patible. More generally, it is possible to demonstrate that any operator or state
that is localized with respect to one scheme it is not localized with respect to
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the other. The proof is similar to the one provided in the previous subsection
for the Newton-Wigner and the AQFT scheme. Consider the operators âmod(x⃗)
and âNW(x⃗), which generate the respective local algebras Amod

M (x⃗) and ANW
M (x⃗).

Use their definitions [Eqs. (7.9) and (7.21)] to compute

âmod(x⃗) =

∫
R3

d3x′fNW 7→mod(x⃗− x⃗′)âNW(x⃗′), (7.31)

with

fNW7→mod(x⃗) =

∫
R3

d3k

√
ℏω(k⃗)
mc2

eik⃗·x⃗

(2π)3
. (7.32)

Notice that the support of fNW7→mod(x⃗) is R3, which means that âmod(x⃗) is non-
local with respect to the Newton-Wigner scheme. This proves that Amod

M (x⃗) ̸=
ANW

M (x⃗) with the consequent incompatibility between the two schemes.

7.5.3 AQFT and modal scheme
In Secs. 7.5.1 and 7.5.2, we detailed the relevant features of the AQFT and
the modal scheme, respectively, and we made a comparison with the Newton-
Wigner scheme. In this subsection, instead, we use the results of Secs. 7.5.1 and
7.5.2 to show the differences between the AQFT and the modal scheme.

The incompatibility between the two schemes can be proved by compar-
ing the respective algebras AAQFT

M (x⃗) and Amod
M (x⃗). By plugging Eq. (7.22) in

Eq. (7.31) we obtain

âmod(x⃗) =

∫
R3

d3x′
[
fϕ̂ 7→mod(x⃗− x⃗

′)ϕ̂(0, x⃗′) + fπ̂ 7→mod(x⃗− x⃗′)π̂(0, x⃗′)
]
, (7.33)

with

fϕ̂7→mod(x⃗) =

∫
R3

d3k
ω(k⃗)eik⃗·x⃗

(2π)3
√
2mc2

, fπ̂ 7→mod(x⃗) =
−i√
2mc2

δ3(x⃗). (7.34)

The fact that fϕ̂7→mod(x⃗) has support in the entire space R3 implies that the
modal operators âmod(x⃗) are nonlocal with respect to the AQFT scheme, i.e.,
âmod(x⃗) /∈ AAQFT

M (x⃗), which means that Amod
M (x⃗) ̸= AAQFT

M (x⃗).
As remarked in Secs. 7.5.1 and 7.5.2, both the AQFT and the modal scheme

are characterized by a genuine position coordinate x⃗ representing the underling
Minkowski spacetime. However, at variance with the AQFT scheme, the modal
scheme cannot be considered fundamental in nature. This is due to the acausal
effects produced by the superluminal spreading of the wave functions. Also, the
microcausality axiom does not hold, as it can be noticed from Eq. (7.30). The
non commutativity of operators in disjoint spatial regions does not guarantee the
statistical independence of measurements in those regions. For these reasons,
the modal scheme does not give a genuine notion of localization.

Due to Eq. (7.30), the strict localization property is not always satisfied,
which means that Eq. (7.13) does not hold for any ÔB ∈ Amod

M (VB) and any
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QFT NRQM
Newton-Wigner scheme equivalent−−−−−−→ Born

schemeAQFT scheme nonrelativistic limit−−−−−−−−−−−−→
modal scheme nonrelativistic limit−−−−−−−−−−−−→

Figure 7.1: Localization schemes in the relativistic (QFT) and the nonrelativis-
tic (NRQM) theory. The Newton-Wigner and the Born scheme are equivalent,
whereas the AQFT and the modal scheme converge to the Born scheme in the
nonrelativistic limit.

|ϕ⟩ = ÔA|0A⟩, with ÔA ∈ Amod
M (VA) and VA ∩ VB = ∅. This also occurs in the

AQFT scheme with ÔA ∈ AAQFT
M (VA) and ÔB ∈ AAQFT

M (VB), as a consequence
of the Reeh-Schlieder theorem [Sec. 7.3.1]. However, in Sec. 7.3.2, we showed
that the unitarity of the local operator ÔB guarantees the validity of the strict
localization property (7.13) in the AQFT scheme. Crucially, the commutation
relation [ÔA, ÔB] = 0 and the definition of unitary operators were used to derive
Eq. (7.13). In the case of the modal localization scheme, the operators ÔA and
ÔB do not commute, which means that Eq. (7.13) is not guaranteed anymore.

7.6 Localization in the nonrelativistic regime

In the previous section we detailed three localization schemes for the fully rel-
ativistic QFT. Among them, only the AQFT scheme gives a genuine notion of
localization. In particular, any local experiment can only be faithfully described
in the framework of AQFT. The Newton-Wigner and the modal scheme, instead,
appear more as mathematical artifices not suited for a genuine description of
local phenomena.

In this section, we consider the nonrelativistic limit of QFT and we show that
the three localization scheme converge to each other. Hence, in such a regime,
the Newton-Wigner and the modal scheme acquire the fundamental notion of
localization entailed by the AQFT framework. We say that the two schemes are
“fundamentalized” by the nonrelativistic limit.

To obtain this result, we study NRQM and the notion of localization pre-
scribed by the nonrelativistic theory. We remark that in NRQM the fundamental
objects are the first-quantized position and momentum operator, x̂i and k̂i. The
notion of localization in NRQM is based on the definition of x̂i and on the Born
interpretation of quantum mechanics, according to which the modulo square
of wave functions gives the probability density to find particles. We demon-
strate that such a localization program is equivalent to the Newton-Wigner
scheme as they both rely on local creators and annihilators. Then, by following
Refs. [95, 96], we show that both the AQFT and the modal scheme converge to
the Born scheme in the nonrelativistic limit. These results are summarized by
Fig. 7.1.
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Due to the converge between the Newton-Wigner and the AQFT, we prove
that the nonlocal effect described in Sec. 7.3.2 is suppressed by the nonrelativis-
tic limit. In particular, we show that any state localized in a space region VA is
also strictly localized in VA, in the sense that it does not affect any measurement
conducted in some disjoint region VB.

Similarly to Sec. 7.5.1, we detail this result by considering an Alice-Bob
scenario, in which Alice prepares the state |ψ⟩ in VA and Bob measures ÔB in
VB. At variance with Sec. 7.5.1, here, |ψ⟩ and ÔB are nonrelativistic and, hence,
can be equivalently localized with respect to any scheme. The nonrelativistic
Alice-Bob scenario inherits from the AQFT scheme the fundamental notion of
localization, in the sense that, regardless of the scheme used to describe the
experiment, one always obtains an approximately genuine description of the
local phenomena in the two regions VA and VB. Also, the strict localization
property of the Newton-Wigner Alice-Bob scenario emerges as an independence
between the preparation of |ψ⟩ and the measurements of ÔB.

The section is organized as follows. In Sec. 7.6.1, we present the Born scheme,
which gives the familiar description of localized states in NRQM. In Sec. 7.6.2,
we show the equivalence between the Newton-Wigner and the Born scheme;
whereas, in Secs. 7.6.3 and 7.6.4 we demonstrate the convergence of the AQFT
and the modal scheme, respectively, to the Born-Newton-Wigner scheme. In
Sec. 7.6.5 we use this convergence to show that the Reeh-Schlieder nonlocal effect
is suppressed in the nonrelativistic limit and the strict localization property
always holds; we detail this result by considering the Alice-Bob scenario in the
nonrelativistic regime.

7.6.1 Born localization scheme

In NRQM, states are localized according to the Born localization principle which
assumes that the probability density of finding the system in any space point is
the square of the amplitude of its wave function. Hence, particles are localized
in the support of their wave functions and they are orthogonal to each other if
the localization occurs in disjoint spatial regions.

In the first-quantized theory, the algebra is generated by the observables po-
sition x̂i and and momentum k̂i, satisfying the canonical commutation relation

[x̂i, k̂j ] = iδij , (7.35)

and by eventual internal degrees of freedom (e.g., spin), which we will ignore for
the sake of simplicity. The wave function ψ(x⃗) of any state |ψ⟩ can be derived
from the eigenstates of ˆ⃗x, such that ψ(x⃗) = ⟨x⃗B|ψ⟩, where x̂i|x⃗B⟩ = xi|x⃗B⟩.

Wave functions in the momentum space can be obtained by means of states
with defined momentum |⃗k⟩, which are defined by k̂i |⃗k⟩ = ki |⃗k⟩. The identity
relating |⃗k⟩ to the states with defined position |x⃗B⟩ is

|x⃗B⟩ =
∫
R3

d3k
e−ik⃗·x⃗√
(2π)3

|⃗k⟩, (7.36)
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which is the Fourier transform of |⃗k⟩. One can use Eq. (7.36) to switch from
the representation of states in the position space to their representation in the
momentum space.

From the normalization of |ψ⟩ (i.e., ⟨ψ|ψ⟩ = 1) and the orthogonality con-
dition ⟨x⃗B|x⃗′B⟩ = δ3(x⃗− x⃗′), one obtains the familiar result for wave functions∫

R3

d3x|ψ(x⃗)|2 = 1, ⟨ψ|ψ′⟩ =
∫
R3

d3xψ∗(x⃗)ψ′(x⃗). (7.37)

Equation (7.37) captures the idea that ψ(x⃗) is the probability amplitude of
finding the particle in x⃗, with the consequent interpretation of the support of
ψ(x⃗) as the region of localization for the particle. For any couple of states |ψ⟩
and |ψ′⟩, if ψ(x⃗) and ψ′(x⃗) have disjoint support, they are orthogonal to each
other.

In the second-quantized theory, the state |x⃗B⟩ appears as a single particle
with defined position. It is defined as

|x⃗B⟩ = â†B(x⃗)|0⟩, (7.38)

with â†B(x⃗) as the creator of the particle in x⃗ and |0⟩ as the vacuum state. All the
relevant features of the Born localization scheme in second quantization are in-
herited from the first-quantized theory. This includes the definition of localized
states in terms of compactly supported wave functions and the orthogonality
condition for states that are localized in disjoint regions.

By definition, the operators âB(x⃗) and â†B(x⃗) satisfy the canonical commu-
tation relation

[âB(x⃗), â
†
B(x⃗

′)] = δ3(x⃗− x⃗′), [âB(x⃗), âB(x⃗
′)] = 0. (7.39)

As a result of Eq. (7.39), the global Fock space factorizes into local Fock
spaces H =

⊗
iH(Vi) and the global vacuum factorizes into the local vacua

|0⟩ =
⊗

i |0(Vi)⟩. Any state |ψ⟩ localized in V is equivalently represented by an
element of H(V) such that

|ψ⟩ = |ψ(V)⟩ ⊗

[⊗
i

|0(Vi)⟩

]
, (7.40)

where |ψ(V)⟩ is the element of H(V) and {Vi} is a partition of R3 \ V. In this
sense, we say that the localized state |ψ⟩ lives in the local Fock space H(V).

7.6.2 Equivalence between the Newton-Wigner and the
Born scheme

In Sec. 7.2, we presented the Newton-Wigner scheme as an attempt to formalize
the notion of localization in RQM and in QFT. Nonrelativistic theories, instead,
are described by the Born scheme, which was introduced in Sec. 7.6.1.
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By comparing the two localization schemes, it is straightforward to see that
they are equivalent. In particular, they are both based on the existence of local
creation and annihilation operators. All the features found for the Newton-
Wigner scheme in Secs. 7.2 and 7.5.1 also apply to the Born localization scheme.

Conceptually, the only difference is given by the regime in which they are
defined. The Born scheme was originally introduced in nonrelativistic theories
(i.e., NRQM), whereas the Newton-Wigner scheme was conceived in relativistic
physics (i.e., RQM and QFT). The original attempt by Newton and Wigner was
precisely to recover the Born interpretation of localized states in the relativistic
regime. Consequently, the assumptions postulated by the authors are also met
by the Born scheme in NRQM. The results of their work [93] are not only
applicable in the relativistic theory but can also be understood in the context
of NRQM.

By seeing NRQM as the nonrelativistic limit of the corresponding field the-
ory, one can embed the Born scheme into QFT. This leads to a complete equiv-
alence between the Newton-Wigner and the Born scheme in the nonrelativistic
regime of quantum fields.

The equivalence is made possible by the fact that both theories are provided
with an unifying notion of single particles with defined momentum |⃗k⟩. In
NRQM, these states are defined as the eigenstates of the first-quantized operator
ˆ⃗
k, whereas in QFT they are associated to a basis of positive frequency solutions
of the Klein-Gordon equation (1.1). The two definitions of |⃗k⟩ are unified by
the idea that they both represent the same physical object.

By following the Newton-Wigner approach, we define the single particle
localized in x⃗ by means of Eq. (7.2). The same definition applies to the state
|x⃗B⟩ with respect to the Born localization scheme. By comparing Eq. (7.2) with
Eq. (7.36) we find that |x⃗B⟩ = |x⃗NW⟩. This proves the equivalence between the
two localization schemes.

7.6.3 Convergence of the AQFT to the Born scheme

In Sec. 7.6.1, we remarked that NRQM is characterized by the Born notion
of localization. NRQM, however, is not regarded as a fundamental theory of
physics and it only comes from nonrelativistic approximations of QFT. Hence,
one expects that the Born scheme actually emerges as the nonrelativistic limit
of a more fundamental notion of localization properly defined in QFT.

In Sec. 7.6.2, we showed that the Born localization scheme is equivalent to
the Newton-Wigner scheme. In Sec. 7.5, we remarked that QFT has more than
one localization scheme and that the Newton-Wigner scheme is in conflict with
the notion of localization in AQFT. Between the two schemes, the latter is more
fundamental than the former for the following reasons: (i) The genuine notion of
position in QFT is given by the Minkowski spacetime upon which the algebra of
fields is constructed, while the Newton-Wigner position operator is by no means
associated to spacetime events on a manifold; (ii) The AQFT localization scheme
is based on the microcausality of fields which forbids violation of causality and
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superluminal signaling, at variance with the Newton-Wigner which is affected
by the instantaneous spreading of wave functions.

In summary, the AQFT scheme gives the fundamental notion of localization
in QFT, while the Born scheme defines the localization in NRQM. The con-
vergence between the two schemes is expected in the nonrelativistic limit as a
consequence of the equivalence between NRQM and QFT in such a limit. In this
section, we show that the Newton-Wigner and the AQFT scheme converge in
the nonrelativistic regime. Due to the equivalence between the Newton-Wigner
and the Born scheme, this also proves the convergence between the Born and
the AQFT scheme.

Classical versus quantum position

Before showing the convergence between the two localization schemes, we want
to discuss conceptual differences that seem to make them incompatible at any
limit. We already remarked that, in AQFT scheme, the variable x⃗ labeling
the fields ϕ̂(0, x⃗) and π̂(0, x⃗) are coordinates representing classical events in the
Minkowski spacetime; in this sense we say that the notion of localization in
AQFT is classical. Conversely, in NRQM, the variable x⃗ is used as an index for
second-quantized operators generated by the first-quantized position observable
ˆ⃗x; hence, the notion of localization is quantum. This leads to the apparent
incompatibility between the two notions of localization. Why is the position
quantum in NRQM and classical in QFT?

An answer to this question can be found by comparing the Galilean and
the Poincaré group which are at the foundation of the nonrelativistic and the
relativistic physics. In NRQM, the operators k̂i and mx̂i are, respectively, the
generators of the translations and the Galilean boosts. Conversely, in relativis-
tic theories, the Poincaré group is defined by the generators of translations P̂µ,
rotations Ĵ i and Lorentzian boosts K̂i. It has been proven that in the nonrel-
ativistic limit, the Poincaré group converges to the centrally-extended Galilean
group and that the generator of Lorentzian boosts K̂i is approximated by the
generator of Galilean boosts mx̂i [113, 114]. Intuitively, this can be seen by
noticing that for small momenta |⃗k| ≪ mc/ℏ, Lorentzian boosts effectively act
as Galilean boosts by transforming k⃗ linearly.

The upshot is that the operator x̂i should not be interpreted as a quantized
version of the Minkowski coordinate xi, but as the limit of the Lorentzian boost
operator K̂i divided by the mass m. In the centrally-extended Galilean algebra,
the operators x̂i and k̂i satisfy the canonical commutation relation (7.35), which
leads to the correct transformation rule for the position operator under space
translation, i.e.,

exp(i⃗a · ˆ⃗k)x̂i exp(−i⃗a · ˆ⃗k) = x̂i + ai. (7.41)

Consequently, the operator x̂i plays the dual role of position observable and
Galilean boost generator.

The interpretation of x̂i as a position observable is only valid in the nonrel-
ativistic Galilean theory. The lack of fully relativistic nature in x̂i is noticeable
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from the noncovariant and acausal features described in Sec. 7.2. Notwithstand-
ing the correct behavior under spatial translation [Eq. (7.41)], the operator x̂i
does not properly transform under Lorentz boost and, hence, cannot be seen as
a representative of the Poincaré group.

We now know why the Born-Newton-Wigner operator x̂i emerges as a po-
sition operator in NRQM. However, in the relativistic theory we already had
classical Minkowski coordinates xµ assuming the role of position variable. Are
they still somehow present in NRQM or do they disappear in the nonrelativistic
limit? The question is conceptually relevant, because, contrary to the operator
x̂i, the coordinates xµ have a fundamental notion of localization.

Clearly, we cannot directly compare the classical variable xµ with the quan-
tum operator x̂i. Instead, we need to consider the second-quantized operators
of NRQM labeled by x⃗ and compare them with field operators of QFT in the
hypersurface t = 0. We remark that second-quantized operators in x⃗ are gener-
ated by the Newton-Wigner operators âNW(x⃗), whereas field operators in (0, x⃗)

are generated by ϕ̂(0, x⃗) and π̂(0, x⃗). Alternately, one can consider

âAQFT(x⃗) =

√
mc2

2ℏ2
ϕ̂(0, x⃗)− i√

2mc2
π̂(0, x⃗), (7.42)

and its adjoin as generators of the local algebra AAQFT
M (x⃗). The inverse of

Eq. (7.42) is

ϕ̂(0, x⃗) =
ℏ√
2mc2

[
âAQFT(x⃗) + â†AQFT(x⃗)

]
, (7.43a)

π̂(0, x⃗) = i

√
mc2

2

[
âAQFT(x⃗)− â†AQFT(x⃗)

]
. (7.43b)

A priori, the variable x⃗ appearing in âNW(x⃗) and in âAQFT(x⃗) have differ-
ent meaning. In the case of âNW(x⃗), x⃗ appears as an index resulting from the
second quantization prescription; whereas, in âAQFT(x⃗), x⃗ is a genuine coordi-
nate representing a spacetime event. However, it has been proven that in the
nonrelativistic limit, the two fields âAQFT(x⃗) and â(x⃗) converge [95, 96]. Con-
sequently, we see that the Minkowski coordinate x⃗ does not disappear in the
nonrelativistic limit, but remains as an index for the annihilator field â(x⃗).

Convergence between Newton-Wigner and AQFT operators

The convergence between âAQFT(x⃗) and â(x⃗) has two consequences. On one
hand, we see that the genuine Minkowski coordinate x⃗ emerges in NRQM as an
index for the annihilator field â(x⃗). On the other hand, we have the proof that
the Newton-Wigner and the AQFT localization schemes converge in the non-
relativistic limit. Indeed, any operator that is localized in x⃗ with respect to the
Newton-Wigner scheme can be approximated by operators which are localized
in x⃗ with respect to the AQFT scheme. This means that the fundamental notion
of localization owned by the Minkowski coordinate x⃗ is approximately shared
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with the Newton-Wigner position operator ˆ⃗x. In other words, the nonrelativistic
limit is able to “fundamentalize” the Newton-Wigner localization.

To show the convergence between âAQFT(x⃗) and â(x⃗), different approaches
have been considered, including the use of coarse-grained operators [95] and the
restriction of the Hilbert space to a bandlimited subspace [96]. These methods
are based on the definition of a minimum resolution in space and a maximum
energy scale by means of the Compton wavelength λC = ℏ/mc.

In Ref. [95], the minimum experimental resolution of nonrelativistic phenom-
ena is described via coarse-graining modeling. In such a regime, coarse-grained
operators are assumed to appear indistinguishable from their fine-grained coun-
terparts. The convergence between the Newton-Wigner and the AQFT local-
ization schemes can be realized by noticing that the kernels fϕ̂7→NW(x⃗) and
fπ̂ 7→NW(x⃗) appearing in Eq. (7.22) decay exponentially as exp(−|x⃗|/λC) when
x⃗ is outside the minimum spatial resolution, i.e., |x⃗| ≫ λC.

Explicitly, the coarse-grained versions of âAQFT(x⃗) and âNW(x⃗) are defined
as

âAQFT,⃗j,Λ =

∫
R3

d3xGΛ(Dj⃗ − x⃗)âAQFT(x⃗), (7.44a)

âNW,⃗j,Λ =

∫
R3

d3xGΛ(Dj⃗ − x⃗)âNW(x⃗), (7.44b)

with j⃗ ∈ Z3 as grid coordinates, D as the spatial separation of the grid points
and

GΛ(x⃗) =
1

(2πΛ2)1/4
exp

(
−|x⃗|

2

4Λ2

)
(7.45)

as the Gaussian smearing function with spatial resolution Λ ≪ D. The ap-
proximation âAQFT,⃗j,Λ ≈ âNW,⃗j,Λ for Λ ≫ λC is proven in Ref. [95] and leads
to the convergence between the Newton-Winger and the AQFT schemes in the
nonrelativistic limit.

At variance with Ref. [95], the method adopted in Ref. [96] is based on
the definition of the bandlimited subspace HΛ

M as the Fock space of particles
with momenta lower than the cutoff 1/Λ. By restricting âAQFT(x⃗) and âNW(x⃗)
to HΛ

M with Λ ≫ λC, the authors derive the approximation âNW(x⃗)|HΛ
M
≈

âAQFT(x⃗)|HΛ
M

at first order in λC/Λ≪ 1.
The proof is based on computing the Bogoliubov transformation between

the operators âAQFT(x⃗) and â(k⃗), i.e.,

âAQFT(x⃗) =

∫
R3

d3k
[
fâ7→AQFT(x⃗, k⃗)â(k⃗) + fâ† 7→AQFT(x⃗, k⃗)â

†(k⃗)
]
, (7.46)

with

fâ7→AQFT(x⃗, k⃗) =
eik⃗·x⃗

2
√
(2π)3

√ mc2

ℏω(k⃗)
+

√
ℏω(k⃗)
mc2

 , (7.47a)
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fâ† 7→AQFT(x⃗, k⃗) =
e−ik⃗·x⃗

2
√

(2π)3

√ mc2

ℏω(k⃗)
−

√
ℏω(k⃗)
mc2

 . (7.47b)

The restriction of Eqs. (7.9) and (7.47) to the bandlimited subspace HΛ
M is

âNW(x⃗)|HΛ
M
=

∫
|⃗k|<1/Λ

d3kfâ7→NW(x⃗, k⃗)â(k⃗), (7.48a)

âAQFT(x⃗)|HΛ
M
=

∫
|⃗k|<1/Λ

d3k
[
fâ7→AQFT(x⃗, k⃗)â(k⃗) + fâ† 7→AQFT(x⃗, k⃗)â

†(k⃗)
]
,

(7.48b)

with

fâ7→NW(x⃗, k⃗) =
eik⃗·x⃗√
(2π)3

. (7.49)

Notice that

fâ 7→AQFT(x⃗, k⃗) ≈ fâ 7→NW(x⃗, k⃗) if |⃗k| ≪ λ−1
C , (7.50a)

fâ† 7→AQFT(x⃗, k⃗) ≈ 0 if |⃗k| ≪ λ−1
C . (7.50b)

Hence, by expanding Eqs. (7.48) to the first order in λC/Λ ≪ 1, we obtain
âNW(x⃗)|HΛ

M
≈ âAQFT(x⃗)|HΛ

M
, which leads to the convergence between the two

localization schemes in the nonrelativistic regime.
In Ref. [96], the Bogoliubov transformation (7.48) is also expanded up to the

second order in λC/Λ≪ 1. This gives corrective terms that spoil the nonlocality
of âNW(x⃗) with respect to the AQFT scheme at the first nontrivial order.

7.6.4 Convergence of the modal to the Born scheme
In this subsection, we show the convergence between the modal and the Newton-
Wigner scheme in the nonrelativistic limit. Due to the equivalence between the
Newton-Wigner and Born scheme [Sec. 7.6.2], we implicitly show the conver-
gence between the modal and the Born scheme.

We follow the strategy of Ref. [96] that we already used in Sec. 7.6.3 for the
case of the AQFT schemes. Firstly, we restrict Eq. (7.21) to the bandlimited
subspace HΛ

M to obtain

âmod(x⃗)|HΛ
M
=

∫
|⃗k|<1/Λ

d3k
[
fâ7→AQFT(x⃗, k⃗)− f∗â† 7→AQFT(x⃗, k⃗)

]
â(k⃗), (7.51)

where fâ7→AQFT(x⃗, k⃗) and fâ† 7→AQFT(x⃗, k⃗) are defined in Eq. (7.47). Then, we
use Eqs. (7.48a), (7.50) and (7.51) to derive the approximation âNW(x⃗)|HΛ

M
≈

âmod(x⃗)|HΛ
M

when λC/Λ≪ 1. This implies that any element of Amod
M (x⃗) can be

approximated to an element of ANW
M (x⃗) and that the two localization schemes

converge. Due to the equivalence between the Newton-Wigner and Born scheme,
we also proved the convergence between the modal and the Born scheme.
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We remark that the Born scheme converges to the AQFT scheme as well
[Sec. 7.6.3]. Hence, in this subsection, we have also indirectly proven the
convergence between the modal and the AQFT scheme. To have a direct
proof, compare Eq. (7.48b) with Eq. (7.51) and use Eq. (7.50) to show that
âAQFT(x⃗)|HΛ

M
≈ âmod(x⃗)|HΛ

M
. As a consequence of this convergence, we find

that the modal scheme acquires a genuine notion of localization in the nonrela-
tivistic regime.

7.6.5 The strict localization property in the nonrelativis-
tic limit

In Sec. 7.3.2 we showed that, as a consequence of the Reeh-Schlieder theorem,
the AQFT scheme does not always satisfy the strict localization property. This
means that the outcome of experiments in any space region VB may depend on
the preparation of states in on other disjoint region VA.

At variance with the AQFT scheme, the Newton-Wigner scheme always sat-
isfies the strict localization property [Sec. 7.5.1]. However, real life experiments
can only be faithfully represented by the AQFT scheme, which is the only one
providing a genuine notion of localization. Hence, the strict localization property
satisfied by the Newton-Wigner scheme does not generally occur in genuinely
local experiments.

The incompatibility between the two schemes disappears in the nonrelativis-
tic limit [Sec. 7.6.3]. In such a regime, the Newton-Wigner scheme acquires a
genuine notion of localization from the AQFT and local experiments are ex-
pected to satisfy the strict localization property.

In this subsection, we will show that the nonlocal effects predicted by the
AQFT scheme do not occur in the nonrelativistic limit of QFT. Intuitively, the
result can be deduced from noticing that Reeh-Schlieder quantum correlations
of the vacuum are exponentially suppressed in nonrelativistic scales [105]. How-
ever, a more detailed proof can be given by using the results of Sec. 7.6.3.

The local algebra AAQFT
M (x⃗) is generated by the local fields âAQFT(x⃗), which

are indistinguishable from the Newton-Wigner fields âNW(x⃗) in the nonrelativis-
tic limit. Explicitly, this means that any operator Ô ∈ AAQFT

M (x⃗) generated by
momentum operators â(k⃗) satisfying λC |⃗k| ≪ 1 can be approximated to the
operator ÔNW ∈ ANW

M (x⃗) obtained by replacing âAQFT(x⃗) with âNW(x⃗).
Hence, any nonrelativistic state |ϕ⟩ = ÔA|0M⟩ with ÔA ∈ AAQFT

M (x⃗A) and
any nonrelativistic observable ÔB ∈ AAQFT

M (x⃗B) are approximated by some
|ϕNW⟩ = ÔNW,A|0M⟩ and ÔNW,B ∈ ANW

M (x⃗B), with ÔNW,A ∈ ANW
M (x⃗A). The

state |ϕNW⟩ and the operator ÔNW,B satisfy the strict localization property

⟨ϕNW|ÔNW,B|ϕNW⟩ = ⟨0M|ÔNW,B|0M⟩. (7.52)

when x⃗A ̸= x⃗B. This means that |ϕNW⟩ gives the same outcome as the vacuum
|0M⟩ when measuring ÔNW,B.

In summary, any state |ϕ⟩ that is localized in x⃗A with respect to the AQFT
scheme is approximately localized in x⃗A with respect to the Newton-Wigner
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scheme and hence it appears indistinguishable from the vacuum in x⃗B ̸= x⃗A.
This means that |ϕ⟩ is approximately strictly localized.

To give a practical example, consider the two Alice-Bob scenarios described
in Sec. 7.5.1. Alice is an experimenter that locally prepares a state in the
region x⃗A, while Bob performs local measurements in x⃗B. Depending on the
localization scheme, the outcome of Bob’s measurements may or may not be
influenced by the preparation of the state by Alice.

In the nonrelativistic limit, the two localization scheme converge. This leads
to an equivalence between the two Alice-Bob experiments. In this unifying sce-
nario, the preparation and the measurement in disjoint region appear indepen-
dent, in agreement with the Newton-Wigner Alice-Bob experiment. Also, the
fundamental notion of localization inherited from the AQFT Alice-Bob scenario
guarantees the applicability of the results for genuinely local experiments.

7.7 Conclusions
Different localization schemes have been considered for QFT in Minkowski
spacetime. Among them, only the AQFT framework is able to provide a rel-
ativistically consistent notion of localization for states and observables. The
Newton-Wigner scheme, instead, is inspired by the nonrelativistic theory and
it is based on local creators and annihilators resulting from the definition of a
second-quantized position operator. Finally, the modal scheme comes from the
modal representation of particles as positive frequency solutions of the Klein-
Gordon equation.

Even if the Newton-Wigner and the modal schemes are not suited for the
description of relativistic local phenomena, they become indistinguishable from
the AQFT scheme in the nonrelativistic limit. Due to the fundamental nature of
the notion of localization entailed by the AQFT scheme, we say that the Newton-
Wigner and the modal schemes are fundamentalized in the nonrelativistic limit.

The fundamentalization of the Newton-Wigner scheme and its equivalence
to the Born theory imply that the familiar description of local states in NRQM
by means of wave functions and position operator leads to correct laboratory
predictions, but only in the nonrelativistic regime. Also, due to the fundamen-
talization of the modal scheme, we find that nonrelativistic states are approxi-
mately localized in the support of their representative modes. This provides a
justification for the notion of localization that has been considered throughout
Parts I and II of the thesis.



Chapter 8

Localization in accelerated
frame

This chapter is based on and contains material from Ref. [7].

8.1 Introduction

In Chap. 7, we reviewed the problem of localization in QFT. In particular we
considered the Minkowski spacetime and discussed different notions of localiza-
tion from the point of view of inertial experimenters. In this chapter, instead, we
consider accelerated observes as well. In particular we will assume that at least
one of the two experimenters—between experimenter A preparing the states
and experimenter B performing measurements—is accelerated. Hence, the aim
of this chapter is to extend the results of Chap. 7 to the QFTCS framework.

We immediately find difficulties related to the not unique notion of vacuum
states. In QFT, there is only one vacuum |0M⟩, which is defined as the only
Poincaré invariant state. On the other hand, in QFTCS, there can be more than
one unitarily nonequivalent vacuum states, each of them associated to a notion
of global time via timelike Killing vector fields. For any localization scheme in
QFT, the Minkowski vacuum |0M⟩ represents the background over which states
are prepared. Conversely, in QFTCS, one can choose between more background
states.

The Rindler vacuum |0L, 0R⟩ is defined as the state annihilated by the oper-
ators Âν(θ⃗) [Eq. (3.8)] and it is not equivalent to the Minkowski vacuum |0M⟩
[Eq. (3.7)]. Hence, inertial and noninertial experimenters may choose between
two different background states. The natural choice for each observer would be
given by the vacuum of the respective frame, i.e., |0M⟩ for inertial experimenters
and |0L, 0R⟩ for accelerated experimenters. However, one can also consider the
case in which laboratory phenomena are described as occurring over the Min-
kowski vacuum background |0M⟩, regardless of the motion of the observers.

221
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Experimenter A
(preparation)

Experimenter B
(observation)

Background
vacuum state

ABM inertial (Alice) inertial (Bob) Minkowski |0M⟩
RaRbR accelerated (Rachel) accelerated (Rob) Rindler |0L, 0R⟩
RaRbM accelerated (Rachel) accelerated (Rob) Minkowski |0M⟩
ARbM inertial (Alice) accelerated (Rob) Minkowski |0M⟩

Table 8.1: Different measurement setups. The experimenter A prepares a local
state over the background state and the experimenter B performs local measure-
ment. Each experimenter may be inertial or accelerated and the background
state can be either the Minkowski (|0M⟩) or the Rindler (|0L, 0R⟩) vacuum.

Hereafter, we note by |Ω⟩ any background state; depending on the situation,
|Ω⟩ is equal to |0M⟩ or |0L, 0R⟩.

Overall, we consider four different scenarios, which are summarized by Table
8.1. Each of them is labeled by an acronym. The ABM scenario was already
detailed in Chap. 7 since it is characterized by inertial experimenters (Alice
and Bob) and by the Minkowski vacuum |0M⟩ as the background state. Con-
versely, the RaRbR and the RaRbM scenarios include only accelerated observers
(Rachel and Rob); the difference between RaRbR and RaRbM is given by the
background state |Ω⟩ which is equal to the Rindler (|0L, 0R⟩) or the Minkowski
(|0M⟩) vacuum, respectively. The RaRbR scenario, then, appears conceptually
equivalent to the ABM, as the experimenters and the background state are
defined by the same frame in each scenario; the only difference between the
ABM and the RaRbR is given by the respective field equations [Eqs. (1.1) and
(1.111)]. Finally, in the ARbM scenario, the experimenter A is inertial, whereas
the experimenter B is accelerated; the local preparation of states is performed
over the Minkowski vacuum |0M⟩.

In Chap. 7, we explained how the inertial experimenter Alice prepares local
states over the Minkowski vacuum |0M⟩ and in which sense the inertial experi-
menter Bob performs local measurements. To understand the RaRbR, RaRbM
and ARbM scenarios, we also need a notion of localization from the point of
view of accelerated observers and with respect to different background states.
In this chapter, we show how to describe local measurements by Rob and local
preparation of states over any background state |Ω⟩ by Rachel.

We are particularly interested in deriving the dependence between outcomes
of measurements by the experimenter B and the local preparation of states by
the experimenter A. In Chap. 7, we found that, in the ABM scenario, the inde-
pendence between the two operations is not always guaranteed. In particular,
we defined the strict localization property [Eq. (7.13)] and we showed that it is
not always satisfied by some localization schemes.

Here, we need to extend the definition of the strict Knight-Licht localization
to include the vacuum Rindler |0L, 0R⟩ as a possible background states |Ω⟩ in
addition to the Minkowski vacuum |0M⟩. We say that a state |ϕ⟩ is strictly



8.1. INTRODUCTION 223

localized in OA over |Ω⟩ if it gives the same expectation values as |Ω⟩ for all
measurements in any region OB spacelike separated from OA, i.e.,

⟨ϕ|ÔB|ϕ⟩ = ⟨Ω|ÔB|Ω⟩, (8.1)

with ÔB as any observable localized in OB. We also say that the strict localiza-
tion property is always satisfied if for any |ϕ⟩ localized in OA and for any ÔB
localized in OB, Eq. (8.1) holds.

As in Chap. 7, we consider the Newton-Wigner, the AQFT and the modal
schemes. We extend their definition for accelerated observers and for any back-
ground state.

We start from the Newton-Wigner scheme for massless scalar real fields in
1+1 Rindler spacetime. The reason why we cannot consider the corresponding
theory in 3+1 dimensions is because the definition of Newton-Wigner position
states (7.2) and position operators (7.3) requires the existence of momentum
particle states |⃗k⟩. Rindler scalar fields in 3+1 dimensions lack translation sym-
metry along the direction of the acceleration; hence, positive frequency modes
with defined momentum along Z do not exist. In 1+1 dimensions, instead,
the Minkowski and the Rindler massless scalar real fields are described by the
same field equations [Eqs. (3.24), (3.25) and (3.26)] and, hence, they share the
existence of momentum particle states, i.e., |k⟩ and |K⟩.

The 1+1 Rindler-Newton-Wigner scheme inherits all the properties from the
Newton-Wigner scheme in Minkowski spacetime, including the factorization of
the global Hilbert space HL,R into local Fock spaces HNW

ν (Vi) and the factor-
ization of the global vacuum |0L, 0R⟩ into the local vacua |0ν(Vi)⟩. However,
these local Hilbert spaces differ from the corresponding local Minkowski-Fock
spaces HNW

M (Vi). This is due to the fact that the Minkowski and the Rindler
Newton-Wigner schemes are incompatible, in the sense that any operator that
is localized with respect to one of the two schemes is not localized with respect
to the other.

In Sec. 7.2, we remarked that the Newton-Wigner position operator is not
relativistically covariant and that the notion of localization is not preserved by
special relativistic transformations. Here, we find that it is not preserved by GR
diffeomorphisms either, due to the incompatibilities between different frames.
This gives a further motivation to disregard the Newton-Wigner scheme as a
faithful description of local phenomena in the QFTCS regime.

In Sec. 7.5.1, we showed that the strict localization property is always satis-
fied in the Newton-Wigner ABM scenario. Here, we show that this is also true
for the Newton-Wigner RaRbR experiment. Conversely, in the Newton-Wigner
RaRbM scenario, only local nonselective preparations lead to strictly localized
states. This is due to the fact that the Minkowski vacuum |0M⟩ does not fac-
torize into local vacua with respect to the factorization HL,R =

⊗
iHNW

ν (Vi).
In the Newton-Wigner ARbM scenario, instead, the strict localization prop-

erty is not even guaranteed for unitarily prepared local states, due to the incom-
patibility between Alice and Rob’s notion of Newton-Wigner localization. As a
result, we find that the Newton-Wigner scheme is incompatible with causality
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since Alice can send information to Rob by means of such a nonlocal effect.
This violation of causality occurs exactly at the instant of time t = 0 and it is
based on the Bogoliubov transformation (3.50) relating the two frames; hence,
this acausal effect is different from the one described in Sec. 7.2 by means of the
Hegerfeldt theorem.

After discussing the 1+1 Rindler-Newton-Wigner scheme, we go back to
3+1 dimensions and we study the AQFT scheme. By following the algebraic
approach to QFT and QFTCS [Sec. 3.2.2], we show that the definition given
in Sec. 7.3 for the inertial frame also applies to the accelerated frame. The
argument is that the local algebras A(O) and A(E) are defined with respect to
spacetime regions O and events E , which are frame independent objects without
an intrinsic notion of coordinates.

Similarly, we prove that the Minkowski and the Rindler AQFT schemes
are compatible, in the sense that states and observables that are localized in
any event E with respect to the Minkowski AQFT scheme are also localized
in E with respect to the Rindler AQFT scheme. In this way, we show the
covariant behavior of the AQFT localization under coordinate diffeomorphism in
agreement with the GR theory. As a result, we obtain an additional confirmation
that the AQFT scheme gives a genuine notion of localization.

Due to the equivalence between the Minkowski and the Rindler AQFT
schemes, we find that all the scenarios considered here (i.e., ABM, RaRbR,
RaRbM and ARbM) share the same features. This also includes the strict local-
ization property which only applies to states that are prepared via nonselective
operations [Sec. 7.3.2].

In addition to the AQFT scheme, we study the modal scheme in the Rindler
frame. In particular, we use the representation of Rindler-Fock states as positive
frequency solutions of the Rindler-Klein-Gordon equation [Sec. 1.3.1]. We follow
the same approach of Sec. 7.4 to define localized states and observables in the
Rindler frame. We also extend this definition to include any background state
|Ω⟩.

We find that the Minkowski and the Rindler modal schemes are incompatible
to each other, in the sense that there is no state or observable that is simul-
taneously localized with respect to both schemes. This leads to the conclusion
that the modal scheme does not satisfy the GR notion of physical equivalence
between frames and, hence, cannot be adopted for a genuine description of local
phenomena in the QFTCS regime.

An additional incompatibility with relativity is given by the violation of
causality. This is due to the instantaneous spreading of wave functions. Also,
the strict localization property is not guaranteed for nonselective preparations
of states. Such an issue occurs in both the Minkowski and the Rindler frame.
Hence, in all the scenarios considered here (i.e., ABM, RaRbR, RaRbM and
ARbM), the preparation of the state by experimenter A may influence the out-
come of measurements by B and violate relativistic causality.

The noncovariant and acausal features make the modal scheme unsuitable
for the description of local phenomena in the relativistic regime. In the nonrel-
ativistic limit, instead, the modal scheme acquires a genuine notion of locality
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due to the convergence to the AQFT scheme. Such a convergence give rise to a
unified localization scheme in NRQFTCS, which will be detailed at the end of
this chapter.

We firstly find that the NRQFTCS scheme over the Rindler vacuum |0L, 0R⟩
is equivalent to the Born scheme. In particular, we show that the global Hilbert
space factorizes into local Fock spaces and |0L, 0R⟩ factorizes into the local vacua.
As a consequence, we find that the strict localization property is always satisfied
in the nonrelativistic RaRbR scenario.

Conversely, in the nonrelativistic RaRbM and ARbM scenarios, the strict
localization property is only guaranteed for nonselective preparations of the
state. In the RaRbM scenario, this is due to the fact that the background
Minkowski vacuum |0M⟩ is entangled between the local Rindler-Fock spaces. In
ARbM case, instead, the cause is the incompatibility between the Minkowski and
the Rindler nonrelativistic schemes, which, in turn, is due to the incompatibility
between the nonrelativistic limits in the respective frames [Sec. 5.2].

The chapter is organized as follows. In Sec. 8.2, we study the Newton-Wigner
scheme for Rindler massless scalar real fields in 1+1 dimensions. In Secs. 8.3
and 8.4, we consider Rindler scalar fields in 3+1 dimensions and we detail the
AQFT and the modal scheme, respectively. A comparison between the two
localization schemes is given in Sec. 8.5. Their nonrelativistic limit, instead, is
detailed in Sec. 8.6. Conclusions are drawn in Sec. 8.7.

8.2 Newton-Wigner scheme in 1+1 spacetime

In Sec. 7.2, we introduced the Newton-Wigner scheme in the Minkowski frame.
Here, instead, we want to discuss such a localization scheme in the Rindler
frame.

In the attempt to generalize definition of the Minkowski-Newton-Wigner
scheme in curved spacetime, we immediately find a problem. By following New-
ton and Wigner [93], we need single particle states with defined momentum |⃗k⟩
to derive states with defined position [Eq. (7.2)] and the corresponding Newton-
Wigner position operator [Eq. (7.3)]. However, the existence of states like |⃗k⟩
are not guaranteed in curved spacetimes, due to a possible lack of translational
symmetry in the Lagrangian theory.

Remarkably, massless scalar real fields in 1+1 spacetime are described by
the same field equation in both the Minkowski [Eq. (3.24)] and the Rindler
[Eqs. (3.25) and (3.26)] frames. Hence, the Rindler field Φ̂ν(T,X) is symmet-
ric with respect to spatial translations and admits the free modes f(K,T,X)
[Eq. (3.28)] as solutions of the Rindler-Klein-Gordon equation. The momentum
states |K, ν⟩ = Â†

ν(K)|0L, 0R⟩ can be defined as the ν-Rindler single particles
associated to the positive frequency modes f(K,T,X). From |K, ν⟩, one can
formulate the Rindler-Newton-Wigner localization scheme.

By following Sec. 7.2, we define the Newton-Wigner annihilation operators
as the anti-Fourier transform of the annihilators of particles with defined mo-
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mentum, i.e.,

ÂNW,ν(X) =

∫
R
dK

eiKX√
2π

Âν(K). (8.2)

These operators generate the local algebras ANW
ν (X) in wedges ν = {L,R} and

space pointsX ∈ R. Similarly, one can define the local algebras ANW
ν (V) in space

regions V ⊂ R. The operator Ô is said to be Rindler-Newton-Wigner localized in
the wedge ν and the region V if Ô ∈ ANW

ν (V). The state |ϕ⟩ = Ô|Ω⟩ is Rindler-
Newton-Wigner localized in ν and V over the background |Ω⟩ if Ô ∈ ANW

ν (V).
In the following subsections we study the RaRbR, the RaRbM and the

ARbM scenarios introduced in Sec. 8.1. The ABM scenario, instead, was already
discussed in Sec. 7.2.

8.2.1 Newton-Wigner RaRbR scenario

By definition, the operator ÂNW,ν(X) annihilates the vacuum |0L, 0R⟩ and has
the same algebraic properties as âNW(x⃗) from the Minkowski spacetime. Hence,
all the features of the Newton-Wigner scheme detailed in Secs. 7.2 and 7.5 also
apply here when |0L, 0R⟩ is chosen as the background, i.e., |Ω⟩ = |0L, 0R⟩.

In particular, we find that the Rindler-Newton-Wigner operators satisfy the
canonical commutation relation

[ÂNW,ν(X), Â†
NW,ν′(X

′)] = δνν′δ(X −X ′), [ÂNW,ν(X), ÂNW,ν′(X ′)] = 0.

(8.3)

As a consequence of Eq. (8.3), operators localized in disjoint regions with respect
to the Rindler-Newton-Wigner scheme commute. Explicitly, this means the
for any ÔA ∈ ANW

νA
(VA) and ÔB ∈ ANW

νB
(VB), we have that [ÔA, ÔB] = 0 if

νA ̸= νB or if VA and VB are disjoint. Also, due to the canonical commutation
rule (8.3), the global Rindler-Fock space HL,R factorizes into local Rindler-Fock
spaces HNW

ν (Vi) upon which elements of ANW
ν (Vi) act. We note by |0ν(V)⟩ the

vacuum of HNW
ν (V). The factorization of the global Rindler vacuum |0L, 0R⟩ in

HL,R =
⊗

ν

⊗
iHNW

ν (Vi) is |0L, 0R⟩ =
⊗

ν

⊗
i |0ν(Vi)⟩.

As a consequence of the factorization of the Rindler-Fock space HL,R =⊗
ν

⊗
iHNW

ν (Vi) and the Rindler vacuum |0L, 0R⟩ =
⊗

ν

⊗
i |0ν(Vi)⟩, we find

that for any couple of operators ÔA ∈ ANW
νA

(VA) and ÔB ∈ ANW
νB

(VB), the local
state |ϕ⟩ = ÔA|0L, 0R⟩ satisfies Eq. (8.1) with |Ω⟩ = |0L, 0R⟩ if νA ̸= νB or if
VA and VB are disjoint. Hence, any state localized with respect to the Rindler-
Newton-Wigner scheme is also strictly localized over the Rindler vacuum.

This result can be understood in terms of the Newton-Wigner RaRbR sce-
nario introduced in Sec. 8.1. An accelerated experimenter (Rachel) prepares the
state |ϕ⟩ over the Rindler vacuum |0L, 0R⟩ by means of Newton-Wigner local
operators in ANW

νA
(VA). The accelerated observer Rob performs measurements

by using elements of ANW
νB

(VB). We find that the local preparation of |ϕ⟩ in νA
and VA do not influence measurements in νB and VB. This result is equivalent
to the one obtained for the Newton-Wigner ABM scenario in Sec. 7.5.1.
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8.2.2 Newton-Wigner RaRbM scenario

The factorization |0L, 0R⟩ =
⊗

ν

⊗
i |0ν(Vi)⟩ only holds for the Rindler vac-

uum. For instance, in the case of the Minkowski vacuum, we have that |0M⟩ ≠⊗
ν

⊗
i |0ν(Vi)⟩, as a consequence of Eq. (3.7), with ŜS defined by Eq. (3.62).

The Minkowski vacuum factorizes with respect to the Minkowski local Fock
spaces HNW

M (Vi) [Sec. 7.5.1]; however, it does not factorize with respect to
HL,R =

⊗
ν

⊗
iHNW

ν (Vi). Consequently, Eq. (8.1) does not necessarily hold
when |Ω⟩ = |0M⟩, even if |ϕ⟩ = ÔA|0M⟩ and if the operators ÔA and ÔB are
Rindler-Newton-Wigner localized in two disjoint regions.

However, one can use Eq. (7.12) to show that the unitarity preparation of |ϕ⟩
is a sufficient condition for Eq. (8.1). In particular, if ÔA is a unitary element of
ANW
νA

(VA) and if ÔB is an element of ANW
νB

(VB), with νB ̸= νA or with VB disjoint
from VA, then Eq. (7.12) holds, since [ÔA, ÔB] = 0 and Ô†

AÔA = 1. As a result,
we find that when the Minkowski vacuum |0M⟩ is chosen as a background state,
the strict localization property in the Rindler-Newton-Wigner scheme is only
guaranteed for unitary preparations of states.

We can interpret this results in the context of the RaRbM scenario, which
is equivalent to the RaRbR scenario, except for the Minkowski vacuum |0M⟩
replacing the Rindler vacuum |0L, 0R⟩ as the background state. We find that, in
the Newton-Wigner RaRbM experiment, selective preparations by Rachel may
be detected by Rob; whereas nonselective operations on the vacuum |0M⟩ suffice
to not influence measurements in the other disjoint region.

The effect looks very similar to the Reeh-Schlieder nonlocality discussed
in Sec. 7.3.2 for two reasons: (i) The local preparation of states affects local
measurements in a separated region, except when only nonselective preparations
are considered; (ii) The origin of the effect is ascribed to a background state
that does not factorize into local vacua. However, here, we did not consider the
AQFT scheme, but the Newton-Wigner localization.

8.2.3 Newton-Wigner ARbM scenario

The last scenario that we want to detail is the ARbM. In this case, states are
prepared by an inertial observer (Alice) via Minkowski-Newton-Wigner opera-
tors âNW(x), which are defined as in Eq. (7.9) but in one spatial dimension,
i.e.,

âNW(x) =

∫
R
dk

eikx√
2π
â(k). (8.4)

The identity relating âNW(x) to ÂNW,ν(X) can be computed by means of
Eqs. (3.50), (8.2) and (8.4), which give

âNW(x) =

∫
R
dX

[
α̃L(x,X)ÂNW,L(X)− β̃∗

L(x,X)Â†
NW,L(X)

+α̃∗
R(x,X)ÂNW,R(X)− β̃R(x,X)Â†

NW,R(X)
]
, (8.5)
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with

α̃ν(x,X) =

∫
R
dk

∫
R
dK

e−sν ikx+sν iKX

2π
α(k,K), (8.6a)

β̃ν(x,X) =

∫
R
dk

∫
R
dK

esν ikx+sν iKX

2π
β(k,K). (8.6b)

By using Eqs. (3.41) and (3.51) in Eq. (8.6), we find that the support of the
kernel functions α̃ν(x,X) and β̃ν(x,X) with respect to the variable X is the
entire real axis R. Hence, the Minkowski-Newton-Wigner operator âNW(x) is
not localized with respect to the Rindler-Newton-Wigner scheme. Due to the
nontrivial Bogoliubov transformation relating the two sets of creators and anni-
hilators, we find that the Minkowski and the Rindler Newton-Wigner schemes
are incompatibles. Hence, the notion of Newton-Wigner localization is nonco-
variant with respect to GR diffeomorphisms.

In Sec. 7.5.1, we discussed the Newton-Wigner ABM scenario, where both
preparation of states and measurements are preformed by means of operators
localized with respect to the Minkowski-Newton-Wigner scheme and over the
Minkowski vacuum |0M⟩. The independence between preparation and measure-
ment is a consequence of the factorization of the global Minkowski-Fock space
HM into local Fock spaces HNW

M (Vi) with local vacua |0M(Vi)⟩ and the global
vacuum |0M⟩ into the local vacua |0M(Vi)⟩.

In the ARbM scenario, the inertial observer Bob is replaced by the accel-
erated observer Rob, who has access to the algebra ANW

νB
(VB). Due to the in-

compatibility between the Minkowski and the Rindler Newton-Wigner schemes,
any operator ÔB ∈ ANW

νB
(VB) measured by Rob is actually global with respect

to the Minkowski-Newton-Wigner scheme, i.e., ÔB ∈ ANW
M (R). For this reason,

the preparation of the state |ϕ⟩ = ÔA|0M⟩ by Alice, with ÔA ∈ ANW
M (VA), may

influence the measurement of ÔB by Rob.
In Sec. 9.1, we will show an explicit example in which such a nonlocal effect

occurs. In particular, we will consider a Minkowski single particle localized in the
left wedge with respect to the Newton-Wigner scheme and we will demonstrate
that its preparation affects measurements of Rindler observables in the right
wedge.

At variance with the AQFT ABM scenario [Sec. 7.3.2] and the Newton-
Wigner RaRbM scenario [Sec. 8.2.2], here, the independence between local
preparations of states and local measurements of observables by the two ex-
perimenters is not guaranteed by the unitarity of ÔA. Hence, we find that
nonselective local preparations of states can be detected in other disjoint re-
gions.

In Sec. 7.3.2, we argued that selective operations cannot be used to instantly
send information to other disjoint regions, whereas nonselective operations are
guaranteed to satisfy the strict localization property in the AQFT ABM sce-
nario. Here, we find that the strict localization property is not guaranteed by
nonselective operations in the Newton-Wigner ARbM experiment. Hence, the
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nonlocal effect predicted in this case is in contradiction with causality. In prin-
ciple, Alice can unitarily prepare a local state to instantly send information to
Rob if they are localized with respect to the Newton-Wigner scheme of their
respective frame.

We highlight the novelty of this subsection by recalling the features of the
Newton-Wigner localization in QFT. In Sec. 7.2, we pointed out that nonco-
variance under Lorentz transformation and superluminal spreading of the wave
function are unavoidable features of the Newton-Wigner scheme. However, the
theory is not problematic at all if one fixes the Lorentz frame and only con-
siders the spacelike hypersurface t = 0. We remark that the acausal effect of
the Hegerfeldt theorem [Sec. 7.2.3] can only be detected at times different from
t = 0, though arbitrary close from it.

Here, instead, we only consider the initial hypersurface t = 0 and no Lorentz
boost, since at that time the accelerated observer has zero velocity in the inertial
frame. Instead, we consider noninertial coordinate transformations. We show
the noncovariance under diffeomorphism and we derive the violation of causality
occurring at the instant t = 0. Hence, we conclude that the Newton-Wigner
scheme lack GR covariance in addition to special relativistic covariance and that
acausal effects already occur at t = 0 for an inertial and a noninertial observer.

8.3 AQFT scheme

In Sec. 3.2.2, we discussed the algebraic approach to QFT. A natural general-
ization to QFTCS—with particular focus on accelerated frames—was obtained
by associating local algebras to spacetime events, without using any particular
choice of coordinate systems. Local field operators in each frame—i.e., ϕ̂(xµ)
and Φ̂ν(X

µ), respectively—emerge as a coordinatization to the local algebraic
structure and, hence, they provide different representations of the same the-
ory. Such a unifying property of AQFT is explicitly expressed by Eq. (3.1),
which tells how field operators transform between different frames via global
coordinate transformation.

The same line of argument can be used to naturally extend the AQFT lo-
calization scheme [Sec. 7.3] to curved spacetimes and, in particular, to the ac-
celerated frames. By following Sec. 7.3, we say that the observable Ô and the
state |Φ⟩ = Ô|Ω⟩ are localized in O over the background |Ω⟩ if Ô belongs to the
local algebra A(O). Notice that the only difference with the QFT case is given
by the freedom of choosing any background state |Ω⟩, which, in principle, may
differ from the Minkowski vacuum |0M⟩.

To see an example, consider the Rindler spacetime coordinate (T, X⃗) and the
real scalar field Ô = Φ̂ν(T, X⃗) evaluated at the point (T, X⃗) and at the wedge
ν. The observable Φ̂ν(T, X⃗) is an element of A(E), where E is the spacetime
event represented by (T, X⃗) and ν in the Rindler coordinate system. Hence, we
say that the observable Ô is localized in E with respect to the AQFT scheme.
Also, the state |Φ⟩ = Ô|Ω⟩ is localized in E over the background |Ω⟩.
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Notice that, as a consequence of Eq. (3.1), the operator Ô = Φ̂ν(T, X⃗) can
be written in terms of the Minkowski scalar field as ϕ̂(tν(T, X⃗), x⃗ν(T, X⃗)). The
Minkowski coordinate point (t, x⃗) = (tν(T, X⃗), x⃗ν(T, X⃗)) represents the same
event E identified by the Rindler coordinate (T, X⃗) and the wedge ν. We find
that if an observable is localized in an event E with respect to an accelerated
observer, it is also localized in E with respect to an inertial observer. Hence, the
notion of localization in AQFT appears to be frame independent, in the sense
that inertial and accelerated observers agree on the region in which states and
observables are localized. As we remarked above, this is due to the fact that
local algebras are defined with respect to frame independent spacetime events.

The frame independent notion of the AQFT scheme can be described in
terms of local preparation of states over the background |Ω⟩ and local measure-
ments of observables. We consider an inertial and an accelerated experimenter,
Alice and Rachel, that prepare states in each of their frames. If they are both
localized in the same spacetime region, they share the same algebra of operators
and may, in principle, prepare the same state. The only difference is given by
the respective coordinate systems by means of which they describe the space-
time. Analogously, an inertial and an accelerated experimenter, Bob and Rob,
can perform the same measurement if they are localized in the same region of
spacetime.

We now study the dependence between outcomes of measurements by Rob
and the local preparation of states by Alice or Rachel. In analogy to what we saw
in Sec. 7.3.2, the strict localization property is only guaranteed for nonselective
operations. In particular, Eq. (8.1) with |ϕ⟩ = ÔA|Ω⟩ is satisfied when ÔA
is unitary and the operators ÔA ∈ A(OA) and ÔB ∈ A(OB) are localized in
spacelike separated regions. Selective preparation of states over |Ω⟩, instead,
lead to nonlocal effects such that

⟨ϕ|ÔB|ϕ⟩ ≠ ⟨Ω|ÔB|Ω⟩, (8.7)

even if ÔA ∈ A(OA) and ÔB ∈ A(OB) are localized in spacelike separated
regions. As argued in Sec. 7.3.2, this nonlocality cannot be used for superluminal
signaling.

Such a result is independent of the nature of the experimenters in OA and
OB. They can be both inertial, both accelerated or one inertial and the other
one accelerated; in all of these cases, nonlocal effects occur if states are prepared
via selective operations. This is a consequence of the compatibility between the
AQFT schemes in the two frames, i.e., the fact that inertial and accelerated
observers agree on the localization of states and observables. By using the
notation of Table 8.1, we say that, in the AQFT scheme, all the proposed
scenarios (i.e., ABM, RaRbR, RaRbM and ARbM) are guaranteed to satisfy
the strict localization property only for nonselective preparations of states.

An example of selectively prepared state that does not satisfy the strict
localization property is given by the Minkowski single particle state. In Sec. 9.2,
we will explicitly prove that the preparation of such a state in the left wedge
over the Minkowski vacuum |0M⟩ affects measurements of Rindler observables
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in the right wedge.
In Sec. 7.6.5, we found that such a nonlocal effect is suppressed in the non-

relativistic limit of the ABM scenario. We may wonder if this also occurs in the
other scenarios. In Secs. 8.6 we will show that a similar suppression only occurs
when the nonrelativistic limit of the two experimenters is with respect to the
frame associated to the vacuum background; hence, only in the nonrelativistic
ABM and RaRbR scenarios the strict localization property is always satisfied.

8.4 Modal scheme
In Sec. 7.4, we defined the modal localization scheme in QFT. The approach
was based on the representation of Minkowski single particle states as positive
frequency modes of the field equation [Sec. 1.1.1]. A similar representation was
provided for Rindler-Fock states as well [Sec. 1.3.1]. Here, we use such a modal
representation of Rindler particles and the prescription of Sec. 7.4 to define the
modal scheme in the Rindler frame.

The modes Fν(Ω, K⃗⊥, T, X⃗) [Eqs. (1.113) and (1.118)] are representatives of
the ν-Rindler single particles with frequency Ω and transverse momentum K⃗⊥.
They are solutions of the Rindler-Klein-Gordon equation and are orthonormal
with respect to the Klein-Gordon product (1.15), according to Eqs. (1.115) and
(1.116). Any general Rindler-Fock state |Φ⟩ ∈ HL,R is represented by the wave
functions in momentum space Φ̃n(νn,θn) [Eq. (1.120)] and in position space
Φn(T,νn,Xn) [Eq. (1.119)].

The representation of Rindler particle states in terms of positive frequency
modes provides the definition of the modal localization scheme over the Rindler
vacuum |0L, 0R⟩ as the background state. In particular, we say that the state
|Φ⟩ ∈ HL,R is localized in the wedge ν and in the volume V at T = 0 over
the Rindler vacuum |0L, 0R⟩ and with respect to the Rindler modal scheme if
Φn(0,νn,Xn) is supported in νn⊗Vn, in the sense that Φn(0,νn,Xn) = 0 when
there is an l ∈ {1, . . . , n} such that νl ̸= ν or X⃗l /∈ V.

The localization of Rindler-Fock states over the Rindler vacuum |0L, 0R⟩
provides a natural definition of local operators. By following the algebraic ap-
proach [Sec. 3.2], we know that any state |Φ⟩ of the Rindler-Fock space HL,R

can be—at least approximately—written as |Φ⟩ = Ô|0L, 0R⟩. Naturally, we say
that Ô is localized in the wedge ν and in the volume V with respect to the
Rindler modal scheme if |Φ⟩ is localized in ν and V. This provides the definition
of local algebras Amod

ν (V) generated by operators localized in ν and V.
The algebra of operators localized in ν and in the space point X⃗ can be

obtained by inverting Eq. (1.119) as

Φ̃n(νn,θn) =

(
2mc2

ℏ2

)n/2 ∫
R3n

d3nXnΦn(0,νn,Xn)

n∏
l=1

F∗
νl
(θ⃗l, 0, X⃗l), (8.8)

with
Fν(Ω, K⃗⊥, T, X⃗) =

ℏΩ
mc2

Fν(Ω, K⃗⊥, T, X⃗). (8.9)
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Equation (8.8) is a result of∫
R3

d3X
2mc2

ℏ2
Fν(θ⃗, 0, X⃗)F∗

ν (θ⃗
′, 0, X⃗) = δ3(θ⃗ − θ⃗′), (8.10)

which can be derived from Eqs. (1.113a), (1.118), (8.9) and∫ ∞

0

dz
2Ω

ℏaz
F̃ (Ω, K⃗⊥, ZR(z))F̃ (Ω

′, K⃗⊥, ZR(z)) =
1

4π2
δ(Ω− Ω′). (8.11)

The proof for Eq. (8.11) is shown in Appendix A.4.2.
By using Eq. (8.8) in Eq. (1.120) we obtain

|Ψ⟩ =
∞∑
n=0

1√
n!

∑
νn

∫
R3n

d3nXnΦn(0,νn,Xn)

n∏
l=1

Â†
mod,νl(X⃗l)|0L, 0R⟩, (8.12)

with

Âmod,ν(X⃗) =

∫
θ1>0

d3θ

√
2mc2

ℏ
Fν(θ⃗, 0, X⃗)Âν(θ⃗). (8.13)

By definition, |Ψ⟩ is localized in the wedge ν and in the region V over |0L, 0R⟩
with respect to the Rindler modal scheme if Φn(0,νn,Xn) is supported in νn⊗
Vn. This gives a natural definition for local operators. We say that the operator
Ô is localized in the wedge ν at the space coordinate X⃗ if it belongs to the algebra
Amod
ν (X⃗) generated by Âmod,ν(X⃗). We also define the local algebra Amod

ν (V)
generated by the operators Âmod,ν(X⃗) with X⃗ ∈ V.

By means of the local algebras Amod
ν (X⃗) and Amod

ν (V), it is possible to extend
the definition of localized states to include any background |Ω⟩ that differs from
the Rindler vacuum |0L, 0R⟩. In particular, we say that the state |Φ⟩ = Ô|Ω⟩ is
localized in ν and X⃗ over the background |Ω⟩ with respect to the Rindler modal
scheme if Ô is an element of Amod

ν (X⃗).
It can be noticed that the Rindler modal scheme is not compatible with the

Minkowski modal scheme, in the sense that no state or operator is localized
in the same spacetime event with respect to both schemes. Mathematically,
this means that the algebras Amod

M (x⃗) and Amod
ν (X⃗) do not coincide, even if x⃗

and X⃗ represent the same point in the ν wedge, i.e., x⃗ = x⃗ν(0, X⃗). This is
a consequence of the nontrivial Bogoliubov transformation relating the Rindler
modal operators Âmod,ν(X⃗) [Eq. (8.13)] to their Minkowski counterpart âmod(x⃗)
[Eq. (7.21)], i.e.,

âmod(x⃗) =
∑

ν={L,R}

∫
R3

d3X
[
f+mod,ν 7→mod(x⃗, X⃗)Âmod,ν(X⃗)

+f−mod,ν 7→mod(x⃗, X⃗)Â†
mod,ν(X⃗)

]
, (8.14)

with

f±mod,ν 7→mod(x⃗, X⃗) =

∫
R3

d3k

∫
θ1>0

d3θ

√
ω(k⃗)

4π3ℏ
eik⃗·x⃗αν(k⃗,±θ⃗)F ∗

ν (±θ⃗, 0, X⃗).

(8.15)
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Equation (8.14) can be derived from Eq. (3.80) and from the inverse of (8.13),
i.e.,

Âν(θ⃗) =

∫
R3

d3X

√
2mc2

ℏ
F ∗
ν (θ⃗, 0, X⃗)Âmod,ν(X⃗), (8.16)

which, in turn, can be proven by using Eq. (8.10). As a result, we find that the
modal localization scheme does not satisfy GR covariance under diffeomorphism
and cannot be used to describe local physical phenomena in the QFTCS regime.

In addition to the violation of the GR covariance under diffeomorphism,
one can prove the incompatibility between the Rindler modal scheme and the
relativistic causality by noticing that operators localized in different regions of
the space do not generally commute. To see this, use Eq. (8.13) to obtain

[Âmod,ν(X⃗), Â†
mod,ν′(X⃗

′)] = δνν′

∫
θ1>0

d3θ
2mc2

ℏ2
Fν(θ⃗, 0, X⃗)F∗

ν (θ⃗, 0, X⃗
′),

(8.17a)

[Âmod,ν(X⃗), Âmod,ν′(X⃗ ′)] = 0, (8.17b)

which implies that the operators Âmod,ν(X⃗) and Â†
mod,ν(X⃗

′) do not commute
with each other, even if X⃗ is different from X⃗ ′. Consequently, operators lo-
calized in different regions with respect to the Rindler modal scheme are not
guaranteed to commute. Also, by means of Eqs. (8.14) and (8.17) it can be
proven that âmod(x⃗) does not commute with Âmod,ν(X⃗) nor Â†

mod,ν(X⃗), even
if the Minkowski coordinate x⃗ represents the same event of the ν-Rindler co-
ordinate X⃗. Hence, we find that [ÔA, ÔB] ̸= 0 for some couples of operators
ÔA ∈ Amod

M (VA) and ÔB ∈ Amod
ν (VB), with VA and VB representing disjoint

regions of the spacetime.
We already saw this feature in the case of the Minkowski modal scheme

[Sec. 7.5.2]. As consequence, we found that the strict localization property is
not guaranteed. The result can be interpreted in therms of the modal ABM
scenario, where an inertial experimenter (Alice) prepares a state localized in
OA with respect to the Minkowski modal scheme over the Minkowski vacuum
|0M⟩ and another inertial observer (Bob) performs local measurements in OB.
When the state is not strictly localized in OA, its preparation may affect the
results of Bob’s measurements.

The same result can be extended to the case in which experimenter A (or
B) uses the Rindler modal scheme, or when both experimenters use the Rindler
modal scheme over any background state. Consequently, in all the scenarios de-
fined by Table 8.1 (i.e., ABM, RaRbR, RaRbM and ARbM) the strict localiza-
tion property is not guaranteed and preparations of states by the experimenter
A can influence measurements performed by the experimenter B.

Crucially, the strict localization property is not guaranteed for nonselective
preparations either. To see this, assume that the state |ϕ⟩ = ÔA|Ω⟩ is localized
in OA over |Ω⟩, with ÔA satisfying the unitary condition Ô†

AÔA = 1, and
consider any operator ÔB measured by the experimenter B in OB. By using the
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AQFT scheme modal
scheme

GR covariance and causality hold Yes No
Operators in disjoint spatial regions
commute Yes No

The strict localization property
[Eq. (8.1)] at t = T = 0 is guaranteed

Only for local nonse-
lective preparations No

Table 8.2: Summary table of the differences between the AQFT and the modal
localization schemes in the Minkowski and the Rindler frame.

noncommutative identity for operators localized in different regions [Eq. (8.17)],
we find that

⟨ϕ|ÔB|ϕ⟩ = ⟨Ω|Ô†
AÔBÔA|Ω⟩ ≠ ⟨Ω|Ô†

AÔAÔB|Ω⟩ = ⟨Ω|ÔB|Ω⟩, (8.18)

which means that the unitary preparation of |ϕ⟩ by experimenter A is able to
influence measurements by experimenter B in ÔB. This leads to a violation of
causality [Sec. 7.3.2].

An additional acausal effect is given by the instantaneous spreading of wave
functions, which was already noticed for the modal scheme in QFT [Sec. 7.4].
This issue is also present in the Rindler frame and is due to the fact that
the modes Fν(Ω, K⃗⊥, T, X⃗) have positive frequency [Eqs. (1.113a) and (1.118)],
which means that ∂0Φn(T,νn,Xn)|T=0 and Φn(0,νn,Xn) cannot be simulta-
neously compactly supported [102]. For this reason, the modal scheme is not
consistent with the notion of relativistic causality.

The modal scheme does not entail any genuine notion of localization in
QFTCS since it violates relativistic causality and covariance under diffeomor-
phism. Only the AQFT framework is able to provide a valid description for
special relativistic and GR local phenomena. In Sec. 8.6.1, we will show that
the modal scheme converges to the AQFT scheme in the nonrelativistic limit.
Hence, we find that the nonrelativistic limit is able to fundamentalize the modal
scheme.

8.5 Comparison between localization schemes

In this section, we compare the AQFT and the modal localization schemes
presented in Secs. 8.3 and 8.4, respectively. The results are summarized in
Table 8.2.

In Sec. 8.3, by showing the compatibility between the Minkowski and the
Rindler AQFT schemes, we proved that the GR covariance holds. The modal
scheme, instead, lacks this property as the local algebras Amod

M (x⃗) and Amod
ν (X⃗)

are not equivalent, even if x⃗ and X⃗ represent the same event in the ν wedge, i.e.,
x⃗ = x⃗ν(0, X⃗). Also, the relativistic causality in the AQFT schemes is ensured
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by the microcausality axiom and by the fact that nonselectively prepared local
states are always strictly localized. In the modal scheme, instead, wave functions
instantly propagate and the strict localization property is not guaranteed even
for unitarily prepared states, due to the noncommutativity relation between
operators localized in disjoint regions. For these reasons we conclude that,
between the two schemes, only the AQFT scheme gives a genuine description of
local phenomena.

A direct comparison between the AQFT and the modal scheme in the Rindler
frame can be obtained by defining the local algebras in spatial regions with re-
spect to the AQFT scheme, in analogy to the algebras AAQFT

M (x⃗) introduced
in Sec. 7.5.1 for the Minkowski frame. In particular, we define AAQFT

ν (X⃗)

as the algebra generated by the field Φ̂ν(0, X⃗) and its conjugate Π̂ν(0, X⃗) =

−∂0Φ̂ν(T, X⃗)|T=0. The algebra AAQFT
ν (V), instead, is for the space region V.

Notice that the local algebra in the Rindler frame AAQFT
ν (X⃗) is equiva-

lent to the algebra AAQFT
M (x⃗) in the Minkowski frame if x⃗ = x⃗ν(0, X⃗). This

can be proven by deriving the one-to-one map between the couple of fields
ϕ̂(0, X⃗), π̂(0, x⃗) and the couple Φ̂ν(0, X⃗), Π̂ν(0, x⃗) which can be obtained by
means of Eq. (3.1) and the chain rule (3.73) as follows

Φ̂ν(0, X⃗) = ϕ̂(0, x⃗ν(0, X⃗)), Π̂ν(0, X⃗) = sνazν(Z)π̂(0, x⃗ν(0, X⃗)). (8.19)

The incompatibility between the modal and the AQFT scheme can be proved
by showing that operators that are localized with respect to the one of the two
schemes are not localized with respect to the other. To see this, consider a
Rindler single particle creator, defined as

Â†
mod,ν [Φ] =

∫
θ1>0

Φ̃(θ⃗)Â†
ν(θ⃗). (8.20)

By means of Eq. (8.16), one can also consider

Â†
mod,ν [Φ] =

∫
R3

d3XΦ(X⃗)Â†
mod,ν(X⃗), (8.21)

with Φ(X⃗) = Φ(0, X⃗) and

Φ(T, X⃗) =

√
2mc2

ℏ
Φ̃(θ⃗)Fν(θ⃗, T, X⃗) (8.22)

as the wave function in position space. The operator Â†
mod,ν [Φ] is localized in

the wedge ν and in the region V with respect to the Rindler modal scheme (i.e.,
Â†

mod,ν [Φ] ∈ Amod
ν (V)) if Φ(X⃗) is supported in V.

Consider an operator Â†
mod,ν [Φ] such that Φ̃(θ⃗) is real. By using the or-

thonormality condition (1.116) in Eq. (1.117), we can write Â†
mod,ν [Φ] in terms

of the Rindler fields Φ̂ν(0, X⃗), Π̂ν(0, x⃗) as

Â†
mod,ν [Φ] =−

∫
θ1>0

Φ̃(θ⃗)(Φ̂ν , F
∗
ν (θ⃗))KG
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QFTCS NRQFTCS
AQFT scheme nonrelativistic limit−−−−−−−−−−−−→ NRQFTCS

schememodal scheme nonrelativistic limit−−−−−−−−−−−−→

Figure 8.1: Localization schemes in the relativistic (QFTCS) and the nonrel-
ativistic (NRQFTCS) theory in curved spacetime. The AQFT and the modal
scheme converge to a unified localization scheme in NRQFTCS.

=− ℏ√
2mc2

(Φ̂ν ,Φ
∗)KG

=− i√
2mc2

∫
R3

d3X
[
Φ̂ν(0, X⃗) ∂0Φ

∗(T, X⃗)
∣∣∣
T=0

+c2Φ∗(X⃗)Π̂ν(0, X⃗)
]
. (8.23)

If Φ(X⃗) is supported in V, the operator Â†
mod[Φ] is localized with respect to the

modal scheme. However, it is not localized with respect to the AQFT scheme
due to ∂0Φ(T, X⃗)|T=0 acting as a smearing function for Φ̂ν(0, X⃗) in Eq. (8.23).
The function Φ(T, X⃗) is a positive frequency solution of the field equation;
therefore, if it is supported in V, its time derivative ∂0Φ(T, X⃗) is not.

In Sec. 8.6.1, we will show how the two localization schemes converge in the
nonrelativistic limit. This will imply that the modal operators Â†

mod,ν [Φ] ∈
Amod
ν (V) can be approximated by some local field operators Â†

AQFT,ν [Φ] ∈
AAQFT
ν (V). The intuition is that if Φ(X⃗) is supported in V, then its time deriva-

tive ∂0Φ(T, X⃗)|T=0 is approximately vanishing outside V. Consequently, the
right hand side of Eq. (8.23) is made of field operators approximately smeared
over V and, hence, the single particle modal operator Â†

mod[Φ] is approximately
local in V with respect to the AQFT scheme.

8.6 Localization in the nonrelativistic regime
In the previous sections, we considered different localization schemes in the
Rindler frames over a general background state |Ω⟩. In Sec. 8.5, we showed that
the AQFT and the modal schemes are incompatible.

In this section, we consider the nonrelativistic limit of these theories and we
show that the two schemes converge [Fig. 8.1]. Then we detail the features of
this unified localization scheme in NRQFTCS.

In Sec. 8.4, we introduced the modal scheme in Rindler spacetime based on
the modal representation of states [Sec. 1.3.1]. In Sec. 2.4.1, we showed that
the space of modal wave functions is approximated by the L2(R3) Hilbert space
when the nonrelativistic condition is satisfied. However, we did not discussed
the probabilistic content of the modal wave functions. Here, we show that if
|Ω⟩ = |0L, 0R⟩, the modal wave functions acquire the Born probabilistic notion
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of finding particles in each point. This is a consequence of the convergence
to the AQFT scheme—which entails a genuine notion of locality—and the fac-
torization of the Rindler nonrelativistic global Hilbert space HϵL,R into Rindler
nonrelativistic local Fock spaces Hϵν(Vi).

Due to the emergence of the Born localization scheme in the Rindler frame,
we find that the nonrelativistic RaRbR scenario is formally equivalent to the
nonrelativistic ABM scenario discussed in Sec. 7.6. In particular, in analogy
to Sec. 7.6.5, here, the preparation of nonrelativistic states by an accelerated
experimenter over the Rindler vacuum |0L, 0R⟩ does not affect nonrelativistic
measurements performed by another accelerated observer in a separated region.

Conversely, if the background |Ω⟩ is not the vacuum |0L, 0R⟩, the indepen-
dence between preparation and measurement in disjoint regions does not gen-
erally hold. In particular, in the RaRbM scenario, the background Minkowski
vacuum |0M⟩ is entangled between the Rindler nonrelativistic local Fock spaces
and, hence, it produces nonlocal effects that are similar to the Reeh-Schlieder
nonlocality discussed in Sec. 7.3.2.

Finally, in the ARbM scenario, the two experimenters (Alice and Rob) do not
share the same notion of nonrelativistic limit and, hence, their nonrelativistic
localization schemes are incompatible. This leads to a persistence of the Reeh-
Schlieder nonlocal effect in nonrelativistic ARbM experiments.

The section is organized as follows. In Sec 8.6.1, we prove the convergence be-
tween the modal and the AQFT scheme in the nonrelativistic limit. In Sec. 8.6.2
we show that the Rindler nonrelativistic limit has the same features of the Born
scheme already discussed in the context of NRQM. In Secs. 8.6.3, 8.6.4 and
8.6.5, we respectively study the RaRbR, RaRbM and ARbM scenarios, with
particular focus on the strict localization property.

8.6.1 Convergence between the modal scheme and the
AQFT scheme

In this subsection, we show the convergence between the Rindler modal and the
AQFT scheme in the nonrelativistic limit. Specifically, we prove that operators
that are localized with respect to the Rindler modal scheme are also localized
with respect to the AQFT scheme.

We firstly adopt a method similar to the one used in Secs. 7.6.3 and 7.6.4.
In particular we define the space of Rindler nonrelativistic particles HϵL,R as the
subspace of the Rindler-Fock spaceHL,R that contains particles with frequencies
satisfying the nonrelativistic condition (2.47). Also, we define the operator

ÂAQFT,ν(X⃗) =

√
mc2

2ℏ2
Φ̂ν(0, X⃗)− i√

2mc2
Π̂ν(0, X⃗), (8.24)

which generates the local field algebra AAQFT
ν (X⃗).

The right hand side of Eq. (8.24) can be written in terms of Rindler-Fock
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operators as

ÂAQFT,ν(X⃗) =

∫ ∞

0

dΩ

∫
R2

d2K⊥

[
fÂ7→AQFT,ν(X⃗,Ω, K⃗⊥)Âν(Ω, K⃗⊥)

+fÂ† 7→AQFT,ν(X⃗,Ω, K⃗⊥)Â
†
ν(Ω, K⃗⊥)

]
, (8.25)

with

fÂ7→AQFT,ν(X⃗,Ω, K⃗⊥) =

(√
mc2

2ℏ2
+

Ω√
2mc2

)
Fν(Ω, K⃗⊥, 0, X⃗), (8.26a)

fÂ† 7→AQFT,ν(X⃗,Ω, K⃗⊥) =

(√
mc2

2ℏ2
− Ω√

2mc2

)
F ∗
ν (Ω, K⃗⊥, 0, X⃗). (8.26b)

Notice that when Ω satisfies the nonrelativistic condition (2.47), Eq. (8.26) can
be approximated by fÂ 7→AQFT,ν(X⃗,Ω, K⃗⊥) ≈ (

√
2mc2/ℏ)Fν(Ω, K⃗⊥, 0, X⃗) and

fÂ† 7→AQFT,ν(X⃗,Ω, K⃗⊥) ≈ 0. Hence, by restricting the operators ÂAQFT,ν(X⃗)

and Âmod,ν(X⃗) to HϵL,R, we find that

ÂAQFT,ν(X⃗)
∣∣∣
Hϵ

L,R

≈ Âmod,ν(X⃗)
∣∣∣
Hϵ

L,R

, (8.27)

which means that any element of the modal algebra Amod
ν (X⃗) can be approxi-

mated to an element of AAQFT
ν (X⃗) when restricted to HϵL,R.

The Hilbert space HϵL,R describes nonrelativistic Rindler particles that are
prepared over the Rindler vacuum |0L, 0R⟩. Hence, the results of Eq. (8.27)
can be used in the nonrelativistic RaRbR scenario, where all the experimenters
are accelerated and the background state |Ω⟩ is precisely the Rindler vacuum
|0L, 0R⟩. However, we also want to consider scenarios in which |Ω⟩ is different
from |0L, 0R⟩ (e.g., RaRbM scenario) or where one of the two observers uses
nonrelativistic Minkowski operators to prepare states (e.g., ARbM scenario).
To include all of these cases we now adopt an algebraic approach to the nonrel-
ativistic limit.

Starting from the AQFT scheme, we introduce the local algebra AAQFT,ϵ
ν (V)

as the subset of AAQFT
ν (V) that contains combinations of products of Rindler op-

erators Âν(Ω, K⃗⊥) satisfying the nonrelativistic condition (2.47). By definition,
the algebra AAQFT,ϵ

ν (V) is generated by operators of the form of

Â†
AQFT,ν [Φϵ] =

∫
R3

d3XΦϵ(X⃗)Â†
AQFT,ν(X⃗), (8.28)

where Φϵ(X⃗) is a function supported in V that satisfies the following nonrela-
tivistic condition∫

R3

d3Xf∗
Â 7→AQFT,ν(X⃗,Ω, K⃗⊥)Φϵ(X⃗) ≈ 0 if

∣∣∣∣ ℏΩmc2 − 1

∣∣∣∣≫ ϵ, (8.29a)
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∫
R3

d3Xf∗
Â† 7→AQFT,ν(X⃗,Ω, K⃗⊥)Φϵ(X⃗) ≈ 0 if

∣∣∣∣ ℏΩmc2 − 1

∣∣∣∣≫ ϵ. (8.29b)

Equation (8.29) can be obtained by plugging Eq. (8.25) in Eq. (8.28) and by as-
suming that Â†

AQFT,ν [Φϵ] is a linear combination of Rindler operators Âν(Ω, K⃗⊥)
satisfying the nonrelativistic condition (2.47).

Analogously, we define the local algebra Amod,ϵ
ν (V) as the subset of Amod

ν (V)
that contains combinations of products of Rindler operators Âν(Ω, K⃗⊥) satisfy-
ing the nonrelativistic condition (2.47). Explicitly, this means that Amod,ϵ

ν (V) is
generated by the operators Â†

mod,ν [Φϵ] [Eq. (8.21)] with Φϵ(X⃗) supported in V
and satisfying∫

R3

d3XF∗
ν (Ω, K⃗⊥, 0, X⃗)Φϵ(X⃗) ≈ 0 if

∣∣∣∣ ℏΩmc2 − 1

∣∣∣∣≫ ϵ. (8.30)

Equation (8.30) is a consequence of Eq. (8.20) and the nonrelativistic condition
for Â†

mod,ν [Φϵ].
The convergence between the two algebras AAQFT,ϵ

ν (V) and Amod,ϵ
ν (V) can

be proved by noticing that the nonrelativistic conditions (8.29) and (8.30) are
equivalent, in the sense that any function Φϵ(X⃗) satisfying Eq. (8.29) satisfies
Eq. (8.30) as well and the other way round. When both equations hold we have
that

Â†
AQFT,ν [Φϵ] =

∫
R3

d3XΦϵ(X⃗)Â†
AQFT,ν(X⃗)

≈
∫
R3

d3XΦϵ(X⃗) Â†
AQFT,ν(X⃗)

∣∣∣
Hϵ

L,R

≈
∫
R3

d3XΦϵ(X⃗) Â†
mod,ν(X⃗)

∣∣∣
Hϵ

L,R

≈
∫
R3

d3XΦϵ(X⃗)Â†
mod,ν(X⃗)

=Â†
mod,ν [Φϵ]. (8.31)

Hence, any operator in AAQFT,ϵ
ν (V) approximates to an element of Amod,ϵ

ν (V).
Due to the convergence between AAQFT,ϵ

ν (V) and Amod,ϵ
ν (V), we define a uni-

fied algebra Aϵν(V). Any element of Aϵν(V) is localized in ν and V with respect
to both schemes and is nonrelativistic from the point of view of accelerated
observers. We say that the localized state |Φ⟩ = Ô|Ω⟩ is nonrelativistic with
respect to the Rindler frame and over the background state |Ω⟩ if Ô ∈ Aϵν(V),
which means that the state has been prepared over |Ω⟩ by the accelerated ob-
server Rachel via the nonrelativistic local operator Ô ∈ Aϵν(V).

8.6.2 Born scheme in NRQFTCS
In this subsection, we show that the notion of Born localization naturally
emerges in the nonrelativistic limit of Rindler spacetime. In particular we
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demonstrate that, in such a regime, the Hilbert space HϵL,R factorizes into local
Fock spaces Hϵν(Vi) and the Rindler vacuum |0L, 0R⟩ factorizes into the local
vacua |0ν(Vi)⟩. Also, the orthogonality condition for states that are localized in
disjoint regions holds and the modal wave function acquires the Born notion of
probability to find particles in space points.

The factorization of HϵL,R into local Fock spaces Hϵν(Vi) can be obtained
by using the definition of Aϵν(V) as the algebra generated by the operators
Âmod,ν [Φϵ], with Φϵ(X⃗) supported in V and satisfying the nonrelativistic con-
dition

Φ̃ϵ(θ⃗) ≈ 0 if
∣∣∣∣ ℏθ1mc2

− 1

∣∣∣∣≫ ϵ, (8.32)

with

Φ̃ϵ(θ⃗) =

√
2mc2

ℏ

∫
R3

d3XΦϵ(X⃗)F∗
ν (θ⃗, 0, X⃗). (8.33)

The commutation relation between two nonrelativistic local operators is[
Âmod,ν [Φϵ], Â

†
mod,ν′ [Φ

′
ϵ]
]
= δνν′

∫
θ1>0

d3θΦ̃∗
ϵ (θ⃗)Φ̃

′
ϵ(θ⃗) (8.34a)[

Âmod,ν [Φϵ], Âmod,ν′ [Φ′
ϵ]
]
= 0. (8.34b)

By means of Eqs. (8.9), (8.32) and (8.33), one can approximate Eq. (8.34a) with[
Âmod,ν [Φϵ], Â

†
mod,ν′ [Φ

′
ϵ]
]
≈δνν′

∫
|ℏθ1/mc2−1|<ϵ

d3θΦ̃∗
ϵ (θ⃗)Φ̃

′
ϵ(θ⃗)

=δνν′

∫
R3

d3X

∫
R3

d3X ′
∫
|ℏθ1/mc2−1|<ϵ

d3θ
2mc2

ℏ2

× Φ∗
ϵ (X⃗)Φ′

ϵ(X⃗
′)Fν(θ⃗, 0, X⃗)F∗

ν (θ⃗, 0, X⃗
′)

≈δνν′

∫
R3

d3X

∫
R3

d3X ′
∫
|ℏθ1/mc2−1|<ϵ

d3θ
2mc2

ℏ2

× Φ∗
ϵ (X⃗)Φ′

ϵ(X⃗
′)Fν(θ⃗, 0, X⃗)F∗

ν (θ⃗, 0, X⃗
′)

≈δνν′

∫
R3

d3X

∫
R3

d3X ′
∫
θ1>0

d3θ
2mc2

ℏ2

× Φ∗
ϵ (X⃗)Φ′

ϵ(X⃗
′)Fν(θ⃗, 0, X⃗)F∗

ν (θ⃗, 0, X⃗
′), (8.35)

which leads to[
Âmod,ν [Φϵ], Â

†
mod,ν′ [Φ

′
ϵ]
]
≈ δνν′

∫
R3

d3XΦ∗
ϵ (X⃗)Φ′

ϵ(X⃗), (8.36)

owing to ∫
θ1>0

d3θ
2mc2

ℏ2
Fν(θ⃗, 0, X⃗)F∗

ν (θ⃗, 0, X⃗
′) = δ3(X⃗ − X⃗ ′). (8.37)
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Equation (8.37) can be proven from Eqs. (1.113a), (1.118), (5.63) and (8.9).
Due to the localization of the wave functions Φϵ(X⃗) and Φ′

ϵ(X⃗) in, respec-
tively, V and V ′, we find that the right hand side of Eq. (8.36) is vanishing if V
and V ′ are disjoint. Hence, nonrelativistic operators localized in disjoint regions
commute. Consequently, the Hilbert space HϵL,R factorizes into local Hilbert
spaces Hϵν(Vi) upon which elements of Aϵν(Vi) act. Also, if Φϵ(X⃗) and Φ′

ϵ(X⃗)
are orthonormal with respect to the L2(R3) scalar product, then Âmod,ν [Φϵ] and
Â†

mod,ν′ [Φ′
ϵ] approximately satisfy the canonical commutation relations. This

means that the local Hilbert spaces Hϵν(V) and Hϵν(V ′) are also Fock spaces.
We note by |0ν(V)⟩ the local vacuum of Hϵν(V). Notice that the global

vacuum |0L, 0R⟩ is annihilated by any Âmod,ν [Φϵ] ∈ Aϵν(V). Hence, |0L, 0R⟩
factorizes into

⊗
ν

⊗
i |0ν(Vi)⟩ in HϵL,R =

⊗
ν

⊗
iHϵν(V). This means that the

Rindler vacuum |0L, 0R⟩ is equal to [
⊗

ν

⊗
i |0ν(Vi)⟩] ⊗ . . . as an element of

HL,R = HϵL,R⊗ . . . . Here, the dots are associated to the relativistic subspace of
HL,R containing states that do not satisfy the nonrelativistic condition (2.47).

As a consequence of the factorizations HϵL,R =
⊗

ν

⊗
iHϵν(Vi) and |0L, 0R⟩ =

[
⊗

ν

⊗
i |0ν(Vi)⟩]⊗. . . , we find that any couple of nonrelativistic states localized

over the Rindler vacuum |0L, 0R⟩ in different regions are orthogonal. Explicitly,
this means that for any couple of operators ÔA ∈ AϵνA(VA) and ÔB ∈ AϵνB(VB),
the states |ΦA⟩ = ÔA|0L, 0R⟩ and |ΦB⟩ = ÔB|0L, 0R⟩ are orthogonal if νA ̸= νB
or if VA ∩ VB = ∅.

In Sec. 1.3.1 we provided the description of any Rindler single particle
state |Φ⟩ ∈ HL,R in terms of the modal wave function Φ1(T, ν, X⃗) such that
|Φ⟩ =

∑
ν∈{L,R} Âmod,ν [Φ1(0, ν)]|0L, 0R⟩. As a consequence of the convergence

between the AQFT and the modal scheme, the modal wave function Φ1(T, ν, X⃗)
acquires a genuine notion of localization. Also, due to the emergence to the Born
scheme, we find that |Φ1(T, ν, X⃗)|2 gives the probability for the particle to be
found in X⃗ at time T . The same result can be obtained for general Fock states.

8.6.3 Nonrelativistic RaRbR scenario

In this subsection, we consider the RaRbR scenario in which a state |Φ⟩ =
ÔA|0L, 0R⟩ is locally prepared by an accelerated experimenter (Rachel) over the
Rindler vacuum background |0L, 0R⟩ and a second accelerated observer (Rob)
performs local measurements of the observable ÔB. The operators ÔA and ÔB
are, respectively, localized in the wedges νA and νB and in the space regions
VA and VB. We assume that the state prepared by Rachel and the observable
measured by Rob are nonrelativistic with respect to the Rindler frame, which
means that ÔA ∈ AϵνA(VA) and ÔB ∈ AϵνB(VB).

As a consequence of the factorizations HϵL,R =
⊗

ν

⊗
iHϵν(Vi) and |0L, 0R⟩ =

[
⊗

ν

⊗
i |0ν(Vi)⟩]⊗ . . . , the strict localization property is always satisfied in the

nonrelativistic RaRbR scenario. In particular, we find that

⟨Φ|ÔB|Φ⟩ = ⟨0L, 0R|ÔB|0L, 0R⟩ (8.38)
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when νA is different from νB or when VA and VB are disjoint. This means that
Rob’s measurements are never influenced by Rachel’s preparations of states.

Such a result is in analogy to what we found for the ABM scenario in
Sec. 7.6.5. We conclude that nonlocal effects are always suppressed if the non-
relativistic limit and the background vacuum state are associated to the same
frame.

8.6.4 Nonrelativistic RaRbM scenario
In this subsection, we study the RaRbM scenario in the nonrelativistic limit. At
variance with Sec. 8.6.3, here, the background state is the Minkowski vacuum
|0M⟩. Hence, the state prepared by Rachel is |Φ⟩ = ÔA|0M⟩ with ÔA ∈ AϵνA(VA).
The observable measured by Rob, instead, is still ÔB ∈ AϵνB(VB).

In Sec. 7.5.1, we showed that the Minkowski vacuum |0M⟩ factorizes into⊗
i |0M(Vi)⟩ with respect to the Minkowski-Newton-Wigner local Fock spaces

HNW
M (Vi). However, here, we are interested in the factorization with respect to
HϵL,R =

⊗
ν

⊗
iHϵν(Vi). Due to Eqs. (3.7) and (3.99) and due to the factor-

ization of the Rindler vacuum |0L, 0R⟩ = [
⊗

ν

⊗
i |0ν(Vi)⟩] ⊗ . . . , we find that

the Minkowski vacuum |0M⟩ is entangled between the nonrelativistic local Fock
spaces Hϵν(Vi).

As a consequence of this entanglement, we find that, in general,

⟨Φ|ÔB|Φ⟩ ≠ ⟨0M|ÔB|0M⟩ (8.39)

even if VA and VB are disjoint. However, the identity

⟨Φ|ÔB|Φ⟩ = ⟨0M|ÔB|0M⟩ (8.40)

is guaranteed when ÔA is unitary and either the two wedges νA and νB are
different or the two regions VA and VB are disjoint. This is due the fact that
ÔA and ÔB commute and, hence, Eq. (7.12) holds.

As a result, we find that the strict localization property in the nonrelativis-
tic RaRbM scenario is guaranteed for unitary preparations of the state. By
only performing nonselective operations on the vacuum |0M⟩, Rachel does not
influence Rob’s measurements in the other disjoint region. Conversely, selective
preparations of the state lead to nonlocal effects.

The nonlocality shown here is similar to the Reeh-Schlieder effect discussed
in Sec. 7.3.2. Indeed, the origin of this effect is ascribed to the entanglement
between local spaces induced by the background vacuum state. These correla-
tions are suppressed in the nonrelativistic limit with respect to the Minkowski
frame [Sec. 7.6.5]. However, here, we are considering the nonrelativistic regime
of accelerated observers and we find that no suppression occurs in the RaRbM
scenario.

8.6.5 Nonrelativistic ARbM scenario
In Sec. 7.6, we detailed the nonrelativistic ABM scenario, in which all experi-
menters are inertial and the background state is the Minkowski vacuum |0M⟩.
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In that case, physical phenomena are described by means of the Hilbert space
HΛ

M.
In the Minkowski frame, the nonrelativistic local algebras are defined with

respect to the nonrelativistic condition (2.1). In particular, AϵM(V) is defined as
the subalgebra of ANW

M (V) generated by operators of the form of

â†NW[ϕϵ] =

∫
R3

d3xϕϵ(x⃗)â
†
NW(x⃗), (8.41)

where ϕϵ(x⃗) is supported in V and its Fourier transform ϕ̃ϵ(k⃗) is supported in the
nonrelativistic region (2.1). Due to the convergence between the different local-
ization schemes in the nonrelativistic limit, one can use AAQFT

M (V) or Amod
M (V)

and â†AQFT(x⃗) or â†mod(x⃗) instead of ANW
M (V) and â†NW(x⃗) to define AϵM(V).

Any state |ϕ⟩ of the nonrelativistic Hilbert space HΛ
M, with Λ ∼ ϵ−1/2λC,

localized in VA can be identified by an operator ÔA ∈ AϵM(VA) such that |ϕ⟩ =
ÔA|0M⟩. In Sec. 7.6.5, we found that |ϕ⟩ is also strictly localized in VA, in the
sense that, for any ÔB ∈ AϵM(VB), with VB disjoint from VA, Eq. (7.13) holds.

At variance with Sec. 7.6, here, we consider the nonrelativistic ARbM sce-
nario, in which the observer performing the measurement (i.e., experimenter
B) is accelerated (Rob). Hence, the operator ÔB is an element of AϵνB(VB) in-
stead of AϵM(VB), which means that ÔB is a linear combination of products of
Âmod,νB [Φϵ] operators, with Φϵ(X⃗) supported in VB and satisfying the nonrela-
tivistic condition in the Rindler frame (8.32).

In Sec 5.2, we showed that the nonrelativistic condition in the two frames are
not compatible. This means that if Φ(X⃗) satisfies the nonrelativistic condition
in the Rindler frame (8.32), then, for any V ′

B ⊆ R3, the operator Âmod,ν [Φϵ] is
not an element of the Minkowski nonrelativistic local algebra AϵM(V ′

B). Hence,
the Minkowski and the Rindler nonrelativistic schemes are incompatible.

Due to the incompatibility between the two schemes, Eq. (7.13) does not
generally hold. This means that the preparation of the state |ϕ⟩ = ÔA|0M⟩ by
Alice, with ÔA ∈ AϵM(VA), may influence the measurement of ÔB by Rob, even
if VA and VB represent different regions of the spacetime.

However, unitary preparations of |ϕ⟩ guarantee the independence between
the local preparation of the state and the local measurements of the observ-
able ÔB. This is a consequence of the microcausality axiom that ensures that
operators localized in different region of spacetimes with respect to the AQFT
scheme commute. Since the algebras AϵM(VA) and AϵνB(VB) are subalgebras of,
respectively, AAQFT

M (VA) and AAQFT
νB

(VB), we find that ÔA and ÔB commute
if VA and VB represent different regions of the spacetime. Then, one can use
Eq. (7.12) to prove that, if ÔA is unitary, Eq. (7.13) holds.

In conclusion, we find that, at variance with the ABM and the RaRbR
scenarios, in the ARbM scenario the Reeh-Schlieder nonlocal effects are not
suppressed. This is a consequence of the incompatibility between the nonrela-
tivistic limit in the two frames and the consequent incompatibility between the
respective nonrelativistic localization schemes.
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8.7 Conclusions

The algebraic approach to QFTCS provides an exact description of local physi-
cal phenomena in a regime in which relativistic energies and noninertial effects
cannot be ignored. At variance with the modal representation of particle states,
the AQFT localization scheme is frame independent and does not violate rel-
ativistic causality. Only in the nonrelativistic regime the two schemes appear
indistinguishable from each other.

Notwithstanding the relativistic causal nature of the AQFT scheme, nonlocal
Bell-like instantaneous effects occur when states are selectively prepared over
any background |Ω⟩ in confined regions VA. In particular, local observations
in regions VB disjoint from VA are influenced by the nonunitary preparations
of states in VA. In Sec. 7.6.5 we already showed that such a nonlocal effect is
suppressed in NRQM. In the present chapter, we reach the conclusion that the
suppression generally occurs in the nonrelativistic regime of the frame associated
to the vacuum background |Ω⟩.

As already pointed out in Sec. 5.1, different frames are characterized by dif-
ferent time coordinates, which lead to different notions of vacuum state and
nonrelativistic limit. Hence, it is not surprising that for any (inertial or accel-
erated) observer there is a preferred background state (|0M⟩ or |0L, 0R⟩) and a
preferred nonrelativistic condition (Eq. (2.1) or Eq. (2.47)). Nonlocal effects are
completely suppressed when all of these frame dependent elements match up,
i.e., when the vacuum background state and the nonrelativistic condition are
associated to the same frame. The nonrelativistic ABM and the nonrelativistic
RaRbR scenarios fall into this category and are associated to, respectively, the
Minkowski and the Rindler frame.

In the RaRbM and the ARbM scenarios, instead, the nonlocal effects are not
suppressed, due to the aforementioned elements not matching up. Specifically,
in the RaRbM scenario, the background state is the Minkowski vacuum |0M⟩,
whereas the nonrelativistic condition is associated to the Rindler frame. The
origin of the nonlocal effect needs to be ascribed to the entanglement of |0M⟩
between the Rindler nonrelativistic local Fock spaces. Conversely, in the ARbM
scenario, states are prepared by the inertial observer Alice via nonrelativistic
Minkowski operators over the Minkowski vacuum |0M⟩; whereas, local measure-
ments are performed by the accelerated observer Rob via nonrelativistic Rindler
operators. From Alice’s point of view, Rob uses relativistic observables, since her
notion of nonrelativistic limit is different than Rob’s. Hence, the Reeh-Schlieder
nonlocality is not suppressed.

These theoretical results may find practical applications in the context of,
e.g., nonrelativistic emitters and detectors. If both instruments are inertial
and operate over the Minkowski vacuum |0M⟩, no nonlocal effect is expected
to be detected. The same occurs if they are both accelerated over the Rindler
vacuum background |0L, 0R⟩. Conversely, if at least one of them is accelerated
and the background state is the Minkowski vacuum |0M⟩, then nonlocal effects
may appear and can be eventually measured.

By means of this nonlocality, it is possible to probe the nature of the back-
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ground state in the presence of gravitational fields (e.g., Earth gravity). Due
to the Einstein’s equivalence principle, any standing experimenter affected by
a gravitational field can be locally represented by the Rindler frame, whereas
a free falling observer is described by the Minkowski frame. In this scenario,
we still do not have experimental evidence about the nature of the background
state: is it a Minkowski or a Rindler vacuum? To answer this question, one may
use nonrelativistic emitters and detectors that follow different trajectories and
measure eventual nonlocal effects.
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Chapter 9

Single particle beyond
Rindler horizon

This chapter is based on and contains material from Ref. [8].

In classical physics, accelerated observers cannot detect signals emitted be-
yond the Rindler horizon. One can argue if this is also true in quantum physics.
Here, we ask if inertial Minkowski particle states localized beyond the horizon
can be revealed by monitoring variations in the Rindler particle distribution
from the thermal background (3.14).

In Chap. 8, we found that nonunitary preparations of states over the Min-
kowski vacuum |0M⟩ by an inertial experimenter (Alice) may influence the out-
come of measurements carried out by an accelerated observer (Rob), even if the
two experimenters are localized in different wedges. We obtained such a result
for both the Newton-Wigner [Sec. 8.2.3] and the AQFT [Sec. 8.3] localization
schemes. In the former case, the nonlocal effect is due to the noncovariant
behavior of the scheme under coordinate transformations. In the letter case,
instead, Rob’s measurements are only affected by the selective nature of the
preparation of the state by Alice; no violation of causality occurs because a
classical communication between Alice and Rob is required [Sec. 7.3.2].

In this chapter, we consider a Minkowski single particle state |ϕ⟩ prepared by
Alice in the left wedge. By definition, the preparation of |ϕ⟩ over the Minkowski
vacuum |0M⟩ is selective. To see this, consider Eq. (3.9) and notice that the
operator acting on |0M⟩ is not unitary. Hence, the accelerated observer Rob,
localized in the right wedge, is expected to detect the presence of the particle
beyond the horizon.

In Secs. 9.1 and 9.2, we use, respectively, the Newton-Wigner and the AQFT
schemes to see these results. This chapter can, then, be intended as a practical
application of the ARbM scenarios originally described in Secs. 8.2.3 and 8.3.

247
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9.1 Newton-Wigner scheme in 1+1 spacetime
In this section, we consider the Newton-Wigner ARbM scenario, which was
presented in Sec. 8.2.3. We give some quantitative results by studying the case
in which a single particle state |ϕ⟩ is prepared by Alice in the inertial frame and
local measurements of particle distributions are carried out in the right Rindler
frame by Rob.

We explicitly demonstrate that the strict localization property is not satis-
fied. In particular, we show that the preparation of the Minkowski single particle
|ϕ⟩ by Alice influences the outcome of Rob’s measurements. Such a nonlocal
effect occurs even if |ϕ⟩ is localized beyond the Rindler horizon. In other words,
we show that Minkowski single particle states localized beyond the horizon with
respect to the Newton-Wigner scheme modify the Unruh thermal distribution
in the accelerated frame.

The state |ϕ⟩ is defined by Eq. (4.41) with ϕ̃1(k) as its wave function in
the momentum space. Alternatively, |ϕ⟩ can be defined in terms of its Newton-
Wigner wave function ϕNW(x) by

|ϕ⟩ =
∫
R
dxϕNW(x)â†NW(x)|0M⟩, (9.1)

with

ϕNW(x) =

∫
R
dk

eikx√
2π
ϕ̃1(k). (9.2)

By taking the partial trace of |ϕ⟩⟨ϕ| over the left wedge, we obtain the
statistical operator ρ̂ representing the state in the right Rindler frame [Sec. 4.2].
An equivalent representation can be obtained by considering its right-Rindler-
Wigner characteristic function χ(p)[ξ, ξ∗], explicitly shown in Eq. (4.46).

The function χ(p)[ξ, ξ∗] can be used to compute the right Rindler particle dis-
tribution, defined as the mean value of n̂R(X) = Â†

NW,R(X)ÂNW,R(X). Owing
to Eq. (4.30), we obtain

⟨n̂R(X)⟩ρ̂ = −
∫
R
dK

∫
R
dK ′ e

i(K′−K)X

2π

δ

δξ(K)

δ

δξ∗(K ′)
χ(+1)[ξ, ξ∗]

∣∣∣∣
ξ=0

(9.3)

as the mean value of n̂R(X) with respect to ρ̂. Similarly, one can derive the
mean value of n̂R(X) with respect to the Minkowski vacuum ρ̂0 as

⟨n̂R(X)⟩ρ̂0 = −
∫
R
dK

∫
R
dK ′ e

i(K′−K)X

2π

δ

δξ(K)

δ

δξ∗(K ′)
χ
(+1)
0 [ξ, ξ∗]

∣∣∣∣
ξ=0

. (9.4)

We define the difference in the right Rindler density function between the
Minkowski single particle ρ̂ and the Minkowski vacuum state ρ̂0 as

∆nR(X) = ⟨n̂R(X)⟩ρ̂ − ⟨n̂R(X)⟩ρ̂0 . (9.5)

If Rob measures a value of ∆nR(X) different from zero, then he can infer that
the preparation of the Minkowski particle has influenced the outcome of the
measurement.
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The explicit expression for the right hand side of Eq. (9.5) can be derived
by plugging Eq. (4.46) in Eq. (9.3) and by using Eqs. (4.35), (4.38) and (9.4),
which lead to

⟨n̂R(X)⟩ρ̂ = n+(X) + n−(X), (9.6)

with

n+(X) =

∣∣∣∣∫
R
dk

∫
R
dKϕ̃1(k)

eiKX√
2π

α(k,K)

∣∣∣∣2 , (9.7a)

n−(X) =

∣∣∣∣∫
R
dk

∫
R
dKϕ̃1(k)

e−iKX√
2π

β∗(k,K)

∣∣∣∣2 . (9.7b)

By using Eqs. (3.46) and (3.51), we obtain

n±(X) =

∣∣∣∣∣
∫
R
dk

∫
R
dKϕ̃1(k)

e±iKX

(2π)3/2a
θ(kK)

√
K

k
Γ

(
∓ iK
a

)

× exp

(
±iK

a
ln

(
|k|
a

)
± sign (k)

cβK

4

)∣∣∣∣2 . (9.8)

By inverting Eq. (9.2), we can relate the distributions n±(X) to the Newton-
Wigner wave function ϕNW(x) as

n±(X) =

∣∣∣∣∣
∫
R
dx

∫
R
dk

∫
R
dKϕNW(x)

e−ikx±iKX

(2π)2a
θ(kK)

√
K

k
Γ

(
∓ iK
a

)

× exp

(
±iK

a
ln

(
|k|
a

)
± sign (k)

cβK

4

)∣∣∣∣2 . (9.9)

The right hand side of Eq. (9.9) can be computed by considering the variable
transformation k 7→ X ′ = ln(sign(K)k/a)/a, which leads to

n±(X) =

∣∣∣∣∣
∫
R
dx

∫
R
dX ′

∫
R
dKϕNW(x)

e±iKX±iKX′

(2π)2

√
a|K|Γ

(
∓ iK
a

)

× exp

(
aX ′

2
− sign(K)iaxeaX

′
± cβ|K|

4

)∣∣∣∣2 . (9.10)

Due to Eq. (3.41), Eq. (9.10) is equivalent to

n±(X) =

∣∣∣∣∫
R
dx

∫
R
dKϕNW(x)

e±iKX

2π

√
a|K|Γ

(
∓ iK
a

)
× exp

(
±cβ|K|

4

)
F
(
−sign(K)a2x,∓K + i

a

2

)∣∣∣∣2 . (9.11)

By using Eq. (3.46), we obtain

n±(X) =

∣∣∣∣∣
∫
R
dx

∫
R
dKϕNW(x)

e±iKX

(2π)2a

√
|K|
|x|

Γ

(
∓ iK
a

)
Γ

(
1

2
± iK

a

)
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Figure 9.1: Profile of fν±(ξ) defined by Eq. (9.14c) which have been numerically
derived.

× exp

(
∓iK

a
ln(a|x|)± θ(x)cβ|K|

2
− sign(Kx)i

π

4

)∣∣∣∣2 . (9.12)

Finally, by considering the variable transformations x 7→ ξ = −aXL(x) if
x < 0, x 7→ ξ = aXR(x) if x > 0 and K 7→ κ = ∓K/a in Eq. (9.12), we obtain

n±(X) = |θ(±1)ϕR(X) + ϕR±(X) + ϕL±(X)|2, (9.13)

with

ϕν(X) =
√
a|xν(X)|ϕNW(xν(X)), (9.14a)

ϕν±(X) =

∫
R
dξϕν

(
sν
ξ

a

)
fν±(ξ − aX), (9.14b)

fν±(ξ) =

∫
R
dκ
eiκξ

2π

[
−θ(sν)θ(±1) +

1

2π

√
|κ|Γ(iκ)Γ

(
1

2
− iκ

)
× exp

(
±θ(sν)π|κ| ± sνsign(κ)i

π

4

)]
. (9.14c)

The function ϕν(X) can be interpreted as the transformed version of the
wave function ϕNW(x) from the Minkowski to the ν-Rindler frame, such that
the infinitesimal distribution |ϕNW(x)|2dx is conserved under the coordinate
transformation x 7→ X = Xν(x), i.e., |ϕNW(x)|2 dx = |ϕν(X)|2 dX.

Notice that the functions ϕL(X) and ϕL±(X) are constructed from ϕNW(x)
with negative values of x; conversely, ϕR(X) and ϕR±(X) depend of ϕNW(x)
with x > 0. Hence, within the decomposition ⟨n̂R(X)⟩ρ̂ = |ϕR(X) + ϕL+(X) +

ϕR+(X)|2 + |ϕL−(X) + ϕR−(X)|2, the functions ϕL±(X) derive from the left-
wedge part of ϕNW(x), whereas ϕR(X) and ϕR±(X) come from the right-wedge
part of ϕNW(x).

The functions fν±(ξ) are shown in Fig. 9.1. Notice that they are localized
around ξ = 0. This means that ∆nR(X) receives most contributions from
ϕL(X

′) and ϕR(X
′) such that, respectively, |X ′+X| ≲ a−1 and |X ′−X| ≲ a−1

or, equivalently, from ϕNW(x) such that |x+ xR(X)| ≲ a−1 and |x− xR(X)| ≲
a−1.
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The state |ϕ⟩ is said to be localized in the left wedge with respect to the
Newton-Wigner scheme if ϕNW(x) is such that

ϕNW(x) ≈ 0 if x > 0. (9.15)

When Eq. (9.15) holds, the functions ϕR(X) and ϕR±(X) are vanishing. Hence,
∆nR(X) receives contributions only from ϕL±(X), in the sense that

∆nR(X) ≈ |ϕL+(X)|2 + |ϕL−(X)|2 . (9.16)

Also, most of the contributions come from ϕNW(x), with x = −xR(X) as the
specular point of the right Rindler coordinate X with respect to the horizon.

The right hand side of Eq. (9.16) is generally nonvanishing. Hence, notwith-
standing the localization of the particle in the left wedge with respect to the
Newton-Wigner scheme, the mean value of n̂R(X) can be different from the
Rindler particle distribution of the Minkowski vacuum. In other words, the
presence of the Minkowski particle influences the outcomes of the measurements
carried out by Rob.

At variance with Eq. (9.15), we say that the particle is localized in the right
wedge with respect to the Newton-Wigner scheme when

ϕNW(x) ≈ 0 if x < 0. (9.17)

Notice from Fig. 9.1b that |fR±(ξ)| ≪ 1. Therefore, if ϕNW(x) is localized
in a region R = [x0 − ∆x, x0 + ∆x] that belongs to the right wedge and is
way narrower than a−1 (i.e., x0 ≳ a−1 and ∆x ≪ a−1), then the functions
ϕR±(X) are expected to be negligible with respect to ϕR(X). The same occurs
if the distance between R and the Minkowski origin is way larger than a−1 (i.e.,
x0 ≫ a−1), since the transformed region XR(R) becomes way narrower than
a−1. In summary, |ϕR±(X)| ≪ |ϕR(X)| when x0 ≳ a−1 and ∆x ≪ a−1 or
when x0 ≫ a−1. Also, when these conditions hold, the functions ϕL±(X) are
negligible and, hence,

∆nR(X) ≈ |ϕR(X)|2 . (9.18)

In other words, ϕR(X) appears as the dominant term in Eq. (9.13), with ϕν±(X)
as small corrective terms.

We now detail these arguments by considering the specific example of a
normalized Gaussian wave function, i.e.,

ϕNW(x) =
1

4
√
π
√
σ
exp

(
− (x− x0)2

2σ2

)
. (9.19)

In Fig. 9.2, we show the distribution ∆nR(X) in comparison with the Minkowski-
Newton-Wigner density function, defined as

n(x) = ⟨ψ|â†NW(x)âNW(x)|ψ⟩. (9.20)

It is possible to prove that the functions ϕR(X), ϕν±(X) and ∆nR(X) are
invariant under the transformation x0 7→ x0/γ, σ 7→ σ/γ, aX 7→ aX − ln γ for
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Figure 9.2: Representation of the coordinate transformation (t, x) 7→ (T,X) =
(Tν(t, x), Xν(t, x)) [Eq. (3.23)] and the Newton-Wigner density function trans-
formation n(x) 7→ ∆nR(X) from the inertial to the accelerated frame. The
yellow and the green lines are associated to single particle states with Gaussian
wave function ϕNW(x) [Eq. (9.19)] and with parameters aσ = 1 and ax0 = ±1.
The left and right Rindler wedges are shown in panel (a) by means of constant T
and X lines. The two wedges are delimited by the Rindler horizons (gray). The
profile of the Minkowski-Newton-Wigner density n(x) [Eq. (9.20)] for the two
wave packets is drawn. In panels (b) and (c), we show the constant T and X
lines in the accelerated frame and the profile of ∆nR(X), defined by Eq. (9.5).
The value of ∆nR(X) gives the variation of Rindler particle density distribution
from the thermal Minkowski vacuum background. In panel (b), ∆nR(X) is not
negligible, even if ϕNW(x) is localized in the left wedge. On the other hand, in
panel (c), ∆nR(X) is larger and narrower, as we expect from wave functions
localized within the right wedge.
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Figure 9.3: Profile of ∆nR(X) [Eq. (9.5)] for different Gaussian single particle
states [Eq. (9.19)]. In panel (a), we consider x0 < 0 and different values of
σ/|x0|. |ϕL+(X)|2 + |ϕL−(X)|2 is the dominant contribution to ∆nR(X) when
σ/|x0| → 0 and x0 < 0. We also plot the function FL+(X) + FL−(X) defined
by Eq. (9.24). In panel (b), we show the profile of ∆nR(X) and |ϕR(X)|2 for
configurations with x0 > 0. In this case, the dominant contribution to ∆nR(X)

is |ϕR(X)|2, which converges to a delta function [Eq. (9.23a)].
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any γ > 0. Hence, they can be put in a form that only depends of sign(x0),
σ/|x0| and X−XR(|x0|) instead of σ, x0 and X. This feature is used in Fig. 9.3,
where we show the profile of ∆nR(X) for different σ/x0.

The limit of well-localized wave functions is identified by σ/|x0| → 0. In
Fig. 9.3, we show how Eqs. (9.16) and (9.18) hold, respectively, for x0 < 0 and
x0 > 0. More detailed limits can be obtained by computing

lim
σ/|x0|→0

|ϕR(X)|2

=aeaX−ln(a|x0|) lim
σ/|x0|→0

|x0|√
πσ

exp

(
−
(
|x0|
σ

)2 [
eaX−ln(a|x0|) − sign(x0)

]2)

=
eaX

|x0|
δ
(
eaX−ln(a|x0|) − sign(x0)

)
=θ(x0)δ(X −XR(x0)), (9.21)

and

lim
σ/|x0|→0

√
|x0|
σ
ϕν

(
sν
ξ

a

)
= lim
σ/|x0|→0

√
|x0|

4
√
πσ

exp

(
ξ

2
− x20

2σ2

(
sνe

ξ

ax0
− 1

)2
)

=

√
2
√
π

|x0|
exp

(
ξ

2

)
δ

(
sνe

ξ

ax0
− 1

)
=θ(sνx0)

√
2
√
πaδ(ξ − aXR(sνx0)), (9.22)

which lead to

|ϕR(X)|2 ≈ θ(x0)δ(X −XR(x0)), (9.23a)

|ϕν±(X)|2 ≈ θ(sνx0)Fν±(X), (9.23b)

with
Fν±(X) =

σ

|x0|
2
√
πaf2ν±(aXR(|x0|)− aX). (9.24)

From Eq. (9.23) we obtain the explicit limit σ/|x0| → 0 of ∆nR(X) for
Gaussian wave functions. If x0 < 0, ∆nR(X)→ 0 with leading term FL+(X) +
FL−(X) which is proportional to σ/|x0|. When the degree of localization of the
particle increases, the probability of detection in the right wedge decreases. If
x0 > 0, instead, the distributional limit of ∆nR(X) is δ(X − XR(x0)). The
single particle appears perfectly localized in both inertial and accelerated frame
at the same position, up to the coordinate transformation.

In conclusion, we find that Minkowski single particle states localized beyond
the horizon with respect to the Newton-Wigner scheme modify the Unruh ther-
mal distribution in the accelerated frame. As a result, it seems that, contrary
to classical predictions, accelerated observers are able to detect particles that
are emitted beyond the horizon. However, we remark that the Newton-Wigner
scheme is not fundamental and, hence, it does not give a genuine description
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of relativistic local phenomena. In Sec. 9.2, we will consider again the example
of a single particle state detected beyond the horizon but in the framework of
AQFT. This will give physical predictions about the non-strict localization of
single particles.

9.2 AQFT scheme
In Sec. 9.1, we found that if a Minkowski single particle is localized in the left
wedge with respect to the Newton-Wigner scheme, its presence can be revealed
by an accelerated observer that measures the distribution of Rindler particles
in the right wedge. In Sec. 8.2.3, we argued that the origin of this effect is to
be found in the noncovariant behavior of the Newton-Wigner localization.

At variance with the Newton-Wigner scheme, the AQFT localization is com-
patible with the GR postulate of physical equivalence between different frames
[Sec. 8.3]. Hence, the framework in which local experiments in the QFTCS
regime should be described is precisely AQFT. In this section, we show that the
nonlocal effect that we saw in Sec. 9.1 for the Newton-Wigner scheme appears
in the AQFT scheme as well.

We consider localized single particle states defined as |ϕ⟩ = ÔA|0M⟩ with

ÔA =

∫
V
d3xϕAQFT(x⃗)ϕ̂(0, x⃗), (9.25)

where ϕAQFT(x⃗) is supported in V. The connection between Eq. (3.9) and
|ϕ⟩ = ÔA|0M⟩ can be obtained from∫

V
d3xϕAQFT(x⃗)ϕ̂(0, x⃗)|0M⟩ =

∫
R3

d3kϕ̃1(k⃗)â
†(k⃗)|0M⟩, (9.26)

with
ϕ̃1(k⃗) =

∫
V
d3xϕAQFT(x⃗)f

∗(k⃗, 0, x⃗) (9.27)

as the single particle wave function in the momentum space.
We assume that the particle is prepared by an inertial experiment (Alice) in

the left wedge and an accelerated observer (Rob) carries out measurements of
an observable ÔB ∈ AAQFT

R in the right wedge. As an example, we may consider
ÔB = ÔB(X⃗, X⃗

′) = Φ̂R(0, X⃗)Φ̂R(0, X⃗
′) as the 2-point correlation operator for

the right Rindler field.
The mean value of ÔB with respect to |ϕ⟩ is

⟨ϕ|ÔB|ϕ⟩ =
∫
V
d3x

∫
V
d3x′ϕ∗AQFT(x⃗)ϕAQFT(x⃗

′)

× ⟨0M|ϕ̂(0, x⃗)Φ̂R(0, X⃗)Φ̂R(0, X⃗
′)ϕ̂(0, x⃗′)|0M⟩. (9.28)

By using Eq. (3.1), we obtain

⟨ϕ|ÔB|ϕ⟩ =
∫
V
d3x

∫
V
d3x′ϕ∗AQFT(x⃗)ϕAQFT(x⃗

′)G4(x⃗, x⃗R(0, X⃗), x⃗R(0, X⃗
′), x⃗′),

(9.29)
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with

G4(x⃗1, x⃗2, x⃗3, x⃗4) = ⟨0M|ϕ̂(0, x⃗1)ϕ̂(0, x⃗2)ϕ̂(0, x⃗3)ϕ̂(0, x⃗4)|0M⟩ (9.30)

as the 4-point correlation function in the Minkowski frame. Equation (9.30) can
be computed by using the Wick theorem [65], which leads to

G4(x⃗1, x⃗2, x⃗3, x⃗4) =G2(x⃗1, x⃗2)G2(x⃗3, x⃗4) +G2(x⃗1, x⃗3)G2(x⃗2, x⃗4)

+G2(x⃗1, x⃗4)G2(x⃗2, x⃗3), (9.31)

where
G2(x⃗1, x⃗2) = ⟨0M|ϕ̂(0, x⃗1)ϕ̂(0, x⃗2)|0M⟩ (9.32)

is the 2-point correlation function.
By plugging Eq. (9.31) in Eq. (9.29) and by using the normalization condition

of |ϕ⟩, we obtain

⟨ϕ|ÔB(X⃗, X⃗
′)|ϕ⟩ − ⟨0M|ÔB(X⃗, X⃗

′)|0M⟩ = ∆OB(X⃗, X⃗
′), (9.33)

with

∆OB(X⃗, X⃗
′) =

∫
V
d3x

∫
V
d3x′ϕ∗AQFT(x⃗)ϕAQFT(x⃗

′)

×
[
G2(x⃗, x⃗R(0, X⃗))G2(x⃗R(0, X⃗

′), x⃗′) +G2(x⃗, x⃗R(0, X⃗
′))G2(x⃗R(0, X⃗), x⃗′)

]
.

(9.34)

By showing that ∆OB(X⃗, X⃗
′) is different from zero, we demonstrate that the

preparation of |ϕ⟩ in the left wedge influences the measurements in the right
wedge.

Notice that the 2-point function G2(x⃗1, x⃗2) is given by the Wightman prop-
agator (3.17) as

G2(x⃗1, x⃗2) =
ℏ

(2π)3

∫
R3

d3k

2ω(k⃗)
eik⃗·(x⃗1−x⃗2). (9.35)

By plugging Eq. (9.35) in Eq. (9.34), we obtain

∆OB(X⃗, X⃗
′) =

ℏ2

(2π)6

∫
V
d3x

∫
V
d3x′

∫
R3

d3k

∫
R3

d3k′
ϕ∗AQFT(x⃗)ϕAQFT(x⃗

′)

4ω(k⃗)ω(k⃗′)

×
[
eik⃗·(x⃗−x⃗R(0,X⃗))+ik⃗′·(x⃗R(0,X⃗′)−x⃗′) + eik⃗·(x⃗−x⃗R(0,X⃗′))+ik⃗′·(x⃗R(0,X⃗)−x⃗′)

]
, (9.36)

which is generally different from zero, even when V belongs to the region of
space with negative values of z.

To see that ∆OB(X⃗, X⃗
′) can be nonvanishing when V is in the left wedge,

consider the example of a rectangle wave function ϕAQFT(x⃗) = Nθ(σ−|z+z0|),
whereN is the normalization factor, z0 is a positive real number and σ is positive
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and smaller than z0. The support of ϕAQFT(x⃗) is V = R2 ⊗ [−z0 − σ,−z0 + σ].
In this case, Eq. (9.36) reads as

∆OB(X⃗, X⃗
′) =

ℏ2

(2π)2

∫
|z+z0|<σ

dz

∫
|z′+z0|<σ

dz′
∫
R
dk

∫
R
dk′

N2

2ω(ke⃗3)ω(k′e⃗3)

× eik(z−zR(Z))+ik′(zR(Z′)−z′), (9.37)

with e⃗3 = (0, 0, 1) as the versor along z.
The integrals with respect to k and k′ can be computed by using the modified

Bessel function of the second kind Kζ(ξ), which leads to

∆OB(X⃗, X⃗
′) =

ℏ2N2

2π2c2

∫
|z+z0|<σ

dz

∫
|z′+z0|<σ

dz′

×K0

(
|z − zR(Z)|

λC

)
K0

(
|zR(Z ′)− z′|

λC

)
, (9.38)

with λC = ℏ/mc as the Compton wavelength. The integrands appearing in
Eq. (9.38) are always positive; hence we find that ∆OB(X⃗, X⃗

′) ̸= 0 for any
couple X⃗ and X⃗ ′.

As a result, we showed that the preparation of the particle beyond the
Rindler horizon can be revealed by the accelerated observer. However, as we re-
marked in Secs. 7.3.2 and 8.3, such a nonlocal effect does not violate relativistic
causality. The reason is that the preparation of the state |ϕ⟩ is selective, which
means that it is partly affected by the experimenter choice to disregard other
unsuccessful state preparations. The selective nature of |ϕ⟩ can be noticed from
the operator ÔA [Eq. (9.25)], which is clearly not unitary. As already explained
in Sec. 7.3.2, the experiment requires a classical communication between the
inertial experimenter preparing the state and the accelerated observer carrying
out the measurement. Such a classical communication restores causality.



258 CHAPTER 9. SINGLE PARTICLE BEYOND RINDLER HORIZON



Conclusions

Results
Here, we summarize the main results of the thesis.

• We defined NRQFTCS as the regime suited to describe nonrelativistic
quantum systems in gravitational fields or in noninertial motion. We
started from the formulation of QFTCS in terms of fields and particles
affected by a non-Minkowskian metric. By restricting to states with energy
very close to their mass, we found that all the fundamental features of the
nonrelativistic quantum physics emerge in such a regime. Specifically, we
obtained the following results.

– In Chap. 2, we demonstrated that states can be described by means
of wave functions as elements of the Cn ⊗ L2(R3) Hilbert space—up
to a metric dependent measure—and their time evolution is given by
some Schrödinger equations.

– In Chap. 8, we found that the wave functions acquire the Born prob-
abilistic interpretation to find the particles in space points.

• NRQFTCS inherits some of the features from QFTCS that makes it con-
ceptually and physically different from the nonrelativistic limit of QFT in
Minkowski spacetime.

– In Chap. 2, we derived the GR corrections to the quantum theory of
particles affected by Newtonian gravity. We showed that an accel-
erated observer (equivalently, an observer in the presence of a grav-
itational field) can distinguish a scalar field from a Dirac field by
particle-gravity interaction.

– In Chap. 5, we studied how the frame dependent content of parti-
cles in QFTCS affects the NRQFTCS regime. We found that an
inertial and an accelerated observer agree about the first-quantized
description of nonrelativistic quantum systems only when the relative
acceleration is sufficiently constrained.

– In Chap. 8, we studied the effects of the frame dependent notions of
vacuum state and nonrelativistic limit in the context of localized ex-
periments in NRQFTCS. We showed possible violations of the Born
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postulate of independence between preparations of states and mea-
surements of observables in disjoint regions of space. Such a nonlocal
effect occurs in “hybrid” scenarios, in which either the background
state is different from the vacuum associated to the experimenter’s
frame, or one of the two observers is inertial, while the other is ac-
celerated.

• The frame dependence of the nonrelativistic limit and numbers of particles
was considered in Chap. 6 for the particular example of accelerated atomic
detectors. We gave a comprehensive description of accelerated atoms by
means of the nonrelativistic limit of quantum Dirac fields in Rindler space-
time. We found the conditions under which the frame dependent effect is
suppressed, allowing for a first-quantized characterization of the system
in the accelerated frame. Also, by constraining the ionization of the atom
and the accelerating electric field, we identified the configurations that can
be experimentally implemented to detect the Unruh effect via hyperfine
coupling.

• The dependence between preparations of states and measurements of ob-
servables in disjoint regions of space was explicitly detailed in Chap. 9.
There, we considered the example of a single particle prepared by an iner-
tial observer beyond the Rindler horizon and detected by an accelerated
observer in the Rindler frame.

• In Chap. 4, we provided an algorithmic procedure to represent Minkow-
ski states as elements of the right Rindler frame. As a result, we found
how accelerated observers perceive particles that are prepared by inertial
experimenters. Also, we derived their representation in terms of Wigner
characteristic functions.

Future directions
The results of the thesis may have both experimental and theoretical future
applications.

• Throughout the thesis, we focused on inertial and uniformly accelerated
frames. However, the theory may be extended to more general stationary
spacetimes, that are provided with a well-defined notion of particle ener-
gies [9]. This includes, e.g., rotating frames, which can be implemented
in circular accelerators of quantum systems. Also, due to the Einstein
equivalence principle that locally relates gravitational fields to accelerated
frames, the results of the thesis may be extended to GR and astrophysical
scenarios (e.g., in the presence of Earth’s gravity or close to a Black Hole).

• As already pointed out in Chap. 2, the regime of quantum systems affected
by weak Newtonian gravity has already been probed by a series of experi-
ments on ultracold neutrons [17, 18, 19, 20, 21, 22, 23]. GR corrections are
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expected to be revealed by the growing instrumental precision and require
the implementation of NRQFTCS. Hence, the theoretical framework de-
veloped here may find practical applications in the measurements of (arbi-
trary strong) gravitational effects in nonrelativistic quantum systems. For
sufficiently high precision in the experiments, this can potentially become
an innovative resource for gravitation wave detection.

• In Chap. 4, we reported a general procedure to characterize Minkowski
particle states as seen by accelerated observers. We believe that this
method can find applications in different scenarios, where many particles
are prepared by inertial experimenters and are detected by accelerated
devices.

• In Chap. 6, we used the nonrelativistic limit of quantum Dirac field in
Rindler spacetime to describe accelerated atoms from first principles. We
found specific configurations, in terms of the ionization of the atom and
the magnitude of the accelerating electric field, suited for the detection of
the Unruh effect by hyperfine splitting. The experiment can be extended
by including the Zeeman effect, which, in absence of hyperfine structure,
induces an arbitrarily small energy splitting at the ground states. Also,
the same theoretical framework can be applied to other experimentally rel-
evant scenarios. As an example, rotating and oscillating charged particles
in electromagnetic fields may be described in the context of NRQFTCS.
Their relevance to the experimental physics is due to the high power nowa-
days achievable by ultraintense lasers.

• Notably, QFTCS is characterized by the inequivalence between vacuum
states in different frames. Inertial and accelerated observers do not agree
about the nature of the respective vacuum. The same applies to free-falling
and standing experimenters affected by a gravitational field. Then, a nat-
ural question arises: in everyday laboratory experiments on the Earth,
which kind of vacuum do we experience? Unfortunately, we still do not
have a definite answer to this question. To solve the problem, one may
consider to experimentally implement the RaRbR and the RaRbM sce-
narios discussed in Chap. 8. This requires the use of two nonrelativistic
devices, one preparing some states and the other one measuring observ-
ables; they are both standing in the laboratory frame while affected by
the Earth’s gravity. Depending on the nature of the background state,
different outcomes of the measurements are expected.

• The ARbM scenario discussed in Chaps. 8 and 9 gives predictions about
noninertial nonrelativistic detectors that can be used to reveal Reeh-
Schlieder nonlocal effects. Equivalently, the theory may be applied to
nonrelativistic detectors affected by gravitational fields.
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Appendix A

Bessel functions

This chapter is dedicated to the modified Bessel function of the second kind
Kζ(ξ) considered throughout the thesis. We study the functions F̃ (Ω, K⃗⊥, Z)

and K(Ω, K⃗⊥, Z) [Eqs. (1.113b) and (1.147)] as well.

A.1 Integral representation
Here, we use the following integral representation for Kζ(ξ) with positive argu-
ment [115]

Kζ(ξ) =

∫ ∞

0

dτe−ξ cosh(τ) cosh(ζτ), ξ > 0. (A.1)

From Eq. (A.1) it is straightforward to prove Eq. (1.162). In this section, we
will also prove Eqs. (1.166) and (3.90).

Alternately to Eq. (A.1) one may use the following integrals [56]

f±ζ (ξ) =
1

2

∫
R
dτ exp

(
iξ sinh(τ)± ζ

(
−iπ

2
+ τ
))

. (A.2)

When ξ > 0, both functions f±ζ (ξ) are a representation of Kζ(ξ),

Kζ(ξ) = f+ζ (ξ) = f−ζ (ξ), ξ > 0. (A.3)

Equation (A.3) can be proven by using Eq. (A.1) and by performing a contour
integral of exp(−ξ cosh(τ) + ζτ) with respect to τ along the rectangle with
vertexes −∞, +∞, +∞∓ iπ/2 and −∞∓ iπ/2, respectively for f±ζ (ξ).

Notice that, for any ξ > 0,

Kζ(ξ) =
eiπζf+ζ (ξ)− e−iπζf−ζ (ξ)

2i sin(πζ)

=
1

2 sin(πζ)

∫
R
dτeiξ sinh(τ) sin

(
ζ
(π
2
− iτ

))
(A.4)
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and that, for any ξ > 0,

0 =
f−ζ (ξ)− f+ζ (ξ)

2i sin(πζ)

=
1

2 sin(πζ)

∫
R
dτeiξ sinh(τ) sin

(
ζ
(π
2
+ iτ

))
=

1

2 sin(πζ)

∫
R
dτe−iξ sinh(τ) sin

(
ζ
(π
2
− iτ

))
. (A.5)

By considering both Eqs. (A.4) and (A.5) one obtains the following identity that
holds for any ξ ∈ R

θ(ξ)Kζ(ξ) =
1

2 sin(πζ)

∫
R
dτeiξ sinh(τ) sin

(
ζ
(π
2
− iτ

))
. (A.6)

Equation (A.6) can be used to prove both Eq. (1.166) and Eq. (3.90) as we will
show in the following subsections.

A.1.1 Proof of Eq. (1.166)
Regarding Eq. (1.166), the proof is given by∫ ∞

0

dξ
[
K−iζ−1/2(ξ)Kiζ′−1/2(ξ) +Kiζ−1/2(ξ)K−iζ′−1/2(ξ)

]
=
1

4

∫
R
dτ

∫
R
dτ ′
{[

sin
(
−iπζ − π

2

)
sin
(
iπζ ′ − π

2

)]−1

× sin

(
−iπζ

2
− ζτ − π

4
+ i

τ

2

)
sin

(
i
πζ ′

2
+ ζ ′τ ′ − π

4
+ i

τ ′

2

)
+
[
sin
(
iπζ − π

2

)
sin
(
−iπζ ′ − π

2

)]−1

sin

(
i
πζ

2
+ ζτ − π

4
+ i

τ

2

)
× sin

(
−iπζ

′

2
− ζ ′τ ′ − π

4
+ i

τ ′

2

)}∫
R
dξeiξ[sinh(τ)+sinh(τ ′)]

=− π

8 cosh(πζ) cosh(πζ ′)

∫
R
dτ

∫
R
dτ ′
[
exp

(
π
ζ − ζ ′

2
− i(ζτ − ζ ′τ ′)− iπ

2

−τ + τ ′

2

)
+ exp

(
−π ζ − ζ

′

2
+ i(ζτ − ζ ′τ ′) + i

π

2
+
τ + τ ′

2

)
− exp

(
π
ζ + ζ ′

2

−i(ζτ + ζ ′τ ′)− τ − τ ′

2

)
− exp

(
−π ζ + ζ ′

2
+ i(ζτ + ζ ′τ ′) +

τ − τ ′

2

)
+ exp

(
−π ζ − ζ

′

2
+ i(ζτ − ζ ′τ ′)− iπ

2
− τ + τ ′

2

)
+ exp

(
π
ζ − ζ ′

2

−i(ζτ − ζ ′τ ′) + i
π

2
+
τ + τ ′

2

)
− exp

(
−π ζ + ζ ′

2
+ i(ζτ + ζ ′τ ′)

−τ − τ
′

2

)
− exp

(
π
ζ + ζ ′

2
− i(ζτ + ζ ′τ ′) +

τ − τ ′

2

)]
δ(sinh(τ) + sinh(τ ′))
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=
π

8 cosh(πζ) cosh(πζ ′)

∫
R
dτ

1

cosh(τ)

×
[
exp

(
π
ζ + ζ ′

2
− i(ζ − ζ ′)τ − τ

)
+ exp

(
−π ζ + ζ ′

2
+ i(ζ − ζ ′)τ + τ

)
+exp

(
−π ζ + ζ ′

2
+ i(ζ − ζ ′)τ − τ

)
+ exp

(
π
ζ + ζ ′

2
− i(ζ − ζ ′)τ + τ

)]
=

π

4 cosh(πζ) cosh(πζ ′)

×
∫
R
dτ

[
exp

(
π
ζ + ζ ′

2
− i(ζ − ζ ′)τ

)
+ exp

(
−π ζ + ζ ′

2
+ i(ζ − ζ ′)τ

)]
=π2 e

πζ + e−πζ

2 cosh2(πζ)
δ(ζ − ζ ′)

=
π2δ(ζ − ζ ′)
cosh(πζ)

. (A.7)

A.1.2 Proof of Eq. (3.90)
Equation (3.90), instead, can be proved by using Eq. (A.6) to compute the
following Fourier transform∫

R
dξθ(ξ)e−iξ sinh(τ)Kζ(ξ) =

∫
R
dτ ′
∫
R
dξ
eiξ[sinh(τ

′)−sinh(τ)]

2 sin(πζ)
sin
(
ζ
(π
2
− iτ ′

))
=

∫
R
dτ ′

πδ(sinh(τ ′)− sinh(τ))

sin(πζ)
sin
(
ζ
(π
2
− iτ ′

))
=

π

sin(πζ) cosh(τ)
sin
(
ζ
(π
2
− iτ

))
. (A.8)

A.2 Approximations for F̃ (Ω, K⃗⊥, Z)

We consider the function ¯̃F (Ω̄, ⃗̄k⊥, z̄) defined by Eq. (5.39). In the limit |Ω̄| ≫
ā3/2, ¯̃F (Ω̄, ⃗̄k⊥, z̄) can be approximated as [116, 117]

¯̃F (Ω̄, ⃗̄k⊥, z̄) ≈
1

2π
6

√
2

Ω̄2

4

√√√√ ζ(z(Ω̄, ⃗̄k⊥, z̄))

1− z2(Ω̄, ⃗̄k⊥, z̄)
Ai

(
−1

ā

3

√
Ω̄2

2
ζ(z(Ω̄, ⃗̄k⊥, z̄))

)
,

(A.9)
with

z(Ω̄, ⃗̄k⊥, z̄) =
1

|Ω̄|

√
1 + 2ā|⃗k̄⊥|2(1 + āz̄), (A.10a){

2
3ζ

3/2(z) = ln
(

1+
√
1−z2
z

)
−
√
1− z2, if 0 ≤ z ≤ 1,

2
3 [−ζ(z)]

3/2 =
√
z2 − 1− arccos

(
1
z

)
, if z ≥ 1

(A.10b)

and where Ai(ξ) is the Airy function.
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When |Ω̄− 1| ≪ 1, ā|⃗k̄| ≪ 1 and ā|z̄| ≪ 1 the variables z(Ω̄, ⃗̄k⊥, z̄) and ζ(z)
can be approximated by [117]

z(Ω̄, ⃗̄k⊥, z̄) ≈ 1 + ā(|⃗k̄⊥|2 + z̄)− (|Ω̄| − 1), (A.11a)

ζ(z(Ω̄, ⃗̄k⊥, z̄)) ≈ − 3
√
2[ā(|⃗k̄⊥|2 + z̄)− (|Ω̄| − 1)] (A.11b)

and, hence, Eq. (A.9) can be approximated by

¯̃F (Ω̄, ⃗̄k⊥, z̄) ≈
1

2π
Ai
(
|⃗k̄⊥|2 + z̄ − |Ω̄| − 1

ā

)
. (A.12)

When the argument of the Airy function diverges at ξ → ∞, one finds the
following asymptotic behavior

Ai(ξ) ∼ 1
4
√
ξ
exp

(
−2

3
ξ3/2

)
. (A.13)

When the argument of the Airy function diverges at ξ → −∞, instead, modulus
and phase of Ai(ξ) have the following asymptotic leading terms

Ai(ξ) ≈ 1√
π 4
√
−ξ

sin

(
π

4
+

2

3
(−ξ)3/2

)
. (A.14)

A.2.1 Proof of compatibility between nonrelativistic and
quasi-inertial conditions

In this subsection, we show the existence of states that simultaneously sat-
isfy Eqs. (2.78), (2.84) and (2.86) for n = 1, while the acceleration α satis-
fies Eq. (2.83a). The generalization to the case n > 1 is straightforward. In
this way, we demonstrate the compatibility between the nonrelativistic and the
quasi-inertial conditions.

In particular, here, we prove that if a satisfies Eq. (2.83a), then there are
some wave functions Φ̃1(Ω, K⃗⊥) such that: (i) the support of

Φ1(T, X⃗) =

∫ ∞

0

dΩ

∫
R2

d2K⊥Φ̃1(Ω, K⃗⊥)F (Ω, K⃗⊥, T, X⃗) (A.15)

lies approximately in (2.83b); (ii) the support of Φ̃1(Ω, K⃗⊥) lies approximately in
(2.47) and (2.83c). We start by considering a class of wave functions Φ̃1(Ω, K⃗⊥)
satisfying condition (ii) and we demonstrate that some of them satisfy condition
(i) as well, i.e., Φ1(T, X⃗) ≈ 0 when X⃗ lies outside of Eq. (2.83b).

Firstly, notice that the spatial points X⃗ = (X,Y, Z) satisfying |z̄| ≳ ā−1,
with z̄ defined by Z = ZR((āz̄ + 1)/a), lead to trivial results. Indeed, in the
limits z̄ ≳ ā−1, |⃗k̄| ≲ 1, |Ω̄ − 1| ≲ ā and ā ≪ 1 the function ¯̃F (Ω̄, ⃗̄k⊥, z̄) is
exponentially vanishing [Eq. (A.9)]. Conversely, for negative values of z̄, the
limit |z̄| ≳ ā−1 is not associated to any right wedge coordinate X⃗.
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We now consider a point X⃗ such that 1≪ |z̄| ≪ ā−1. This is the condition
for X⃗ to lie outside of Eq. (2.83b), but close from it. In this case, one can use
the approximations (A.13) and (A.14) depending on the sign of z̄. If z̄ > 0,
Eq. (A.13) holds and implies that Φ1(T, X⃗) ≈ 0; conversely, if z̄ < 0, one can
use Eq. (A.14) to show the rapidly oscillating behavior of the Airy function that
may lead to Φ1(T, X⃗) ≈ 0. To see this, plug Eq. (A.14) in Eq. (A.12) and let
z̄ → −∞ to obtain

¯̃F (Ω̄, ⃗̄k⊥, z̄) ≈
1

2π3/2 4
√
|z̄|

sin

(
2

3
|z̄|3/2 −

√
|z̄|
(
|⃗k̄⊥|2 −

|Ω̄| − 1

ā

)
+
π

4

+O

(
1√
|z̄|

))
. (A.16)

One can notice that the integration of ¯̃F (Ω̄, ⃗̄k⊥, z̄) with a function of (Ω̄, ⃗̄k⊥)

that is slowly varying in |⃗k̄⊥| ≲ 1 and |Ω̄| − 1 ≲ ā leads to vanishing results.
Condition (ii) implies that Φ̃1(Ω, K⃗⊥) is allowed to be slowly varying in |⃗k̄⊥| ≲ 1

and |Ω̄|−1 ≲ ā. Consequently, there are some Φ̃1(Ω, K⃗⊥) such that Φ1(T, X⃗) ≈ 0

when X⃗ lies outside of Eq. (2.83b).

A.2.2 Proof of compatibility between nonrelativistic and
high acceleration conditions

Here we use the same arguments of Sec. A.2.1 to prove that the high acceleration
condition (2.94) is compatible with the nonrelativistic limit (2.47).

Conditions (2.47) and (2.94) can be written in terms of the variables Ω̄, ā,
⃗̄k and z̄ as follows
|Ω̄− 1|
ā

≲ ϵ
−1/3
HA ϵ1/3, ā ≲ ϵ

1/3
HAϵ

2/3, |⃗k̄| ≲ ϵ
−1/6
HA ϵ1/6, z̄ ≲ ϵ

2/3
HAϵ

−2/3. (A.17)

We consider a point X⃗ such that ϵ2/3HAϵ
−2/3 ≪ |z̄| ≪ ā−1. One can use the same

arguments of Sec. A.2.1 to prove that Φ1(T, X⃗) ≈ 0 when ā ≲ ϵ
1/3
HAϵ

2/3 and
when Φ̃1(Ω, K⃗⊥) is supported and slowly varying in |Ω̄ − 1| ≲ ϵ1/3ϵ

−1/3
HA ā and

|⃗k̄| ≲ ϵ1/6ϵ
−1/6
HA .

A.2.3 Proof of Eq. (2.87)
The nonrelativistic and quasi-inertial conditions (2.47) and (2.83) can be ex-
pressed in terms of variables Ω̄, ā, ⃗̄k and z̄ by means of Eqs. (5.41) and (5.42).
When Eqs. (5.41) and (5.42) are satisfied, one can use the approximation (A.12),
which proves Eq. (2.87).

Equation (2.87) can also be proven in the high acceleration regime (2.94).
The use of the approximation (A.12) is justified by Eqs. (A.17), which is the
nonrelativistic and the high acceleration conditions (2.47) and (2.94) written in
terms of the variables Ω̄, ā, ⃗̄k and z̄.
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A.3 Approximations for K(Ω, K⃗⊥, Z)

Here we prove Eq. (2.108) in the quasi-inertial limit (2.83) and Eq. (2.113) in
the high acceleration limit (2.94).

By using Eq. (2.83c), GR(K⃗⊥) defined by Eq. (1.136) can be approximated
by

GR(K⃗⊥) = −icγ0 +O(ϵ)γ0 +O(ϵ1/2)γ0γ1 +O(ϵ1/2)γ0γ2 (A.18)

and, hence, Eq. (1.176) by

W̃Rs(Ω, K⃗⊥, ZR(z)) =
[
K(Ω, K⃗⊥, Z)− icK(−Ω, K⃗⊥, Z)γ

0 +O(ϵ)cγ0

+O(ϵ1/2)cγ0γ1 +O(ϵ1/2)cγ0γ2
]
WRs(Ω, K⃗⊥). (A.19)

Equation (A.19) can be decomposed with respect to the spinorial basis us and
vs as follows

u†sW̃Rs′(Ω, K⃗⊥, ZR(z)) =
[
K(Ω, K⃗⊥, Z)− iK(−Ω, K⃗⊥, Z) +O(ϵ)

]
× u†sWRs′(Ω, K⃗⊥) +O(ϵ1/2)v†s̄WRs′(Ω, K⃗⊥), (A.20a)

v†sW̃Rs′(Ω, K⃗⊥, ZR(z)) =
[
K(Ω, K⃗⊥, Z) + iK(−Ω, K⃗⊥, Z) +O(ϵ)

]
× v†sWRs′(Ω, K⃗⊥) +O(ϵ1/2)u†s̄WRs′(Ω, K⃗⊥),

(A.20b)

where s̄ is defined as the opposite of s, in the sense that s̄ = 2 if s = 1 and s̄ = 1
if s = 2.

A.3.1 Proof of Eq. (2.108)

Now, notice that in the nonrelativistic limit (2.47) and quasi-inertial regime
(2.83), Eq. (1.150) can be approximated by(

ℏ
mc

∂3 − i
)
K(Ω, K⃗⊥, Z) = −K(−Ω, K⃗⊥, Z) +O(ϵ). (A.21)

By using Eqs. (1.113b), (2.87) and (2.105), one can also prove that

∂3K(Ω, K⃗⊥, Z) ∼
(mc
ℏa

)2/3
aK(Ω, K⃗⊥, Z), (A.22)

which means that
ℏ
mc

∂3K(Ω, K⃗⊥, Z) = O(ϵ1/2). (A.23)

By combining Eqs. (A.21) and (A.23), one obtains

K(Ω, K⃗⊥, Z) + iK(−Ω, K⃗⊥, Z) = O(ϵ1/2). (A.24)
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By plugging Eq. (A.24) in Eq. (A.20), one obtains

u†sW̃Rs′(Ω, K⃗⊥, ZR(z)) =
[
2K(Ω, K⃗⊥, Z) +O(ϵ1/2)

]
u†sWRs′(Ω, K⃗⊥)

+O(ϵ1/2)v†s̄WRs′(Ω, K⃗⊥), (A.25a)

v†sW̃Rs′(Ω, K⃗⊥, ZR(z)) =O(ϵ1/2)v†sWRs′(Ω, K⃗⊥) +O(ϵ1/2)u†s̄WRs′(Ω, K⃗⊥).
(A.25b)

Notice that
u†sWRs′(Ω, K⃗⊥) ∼ v†rWRr′(Ω, K⃗⊥). (A.26)

Equations (A.25) and (A.26) prove Eq. (2.108).

A.3.2 Proof of Eq. (2.113)
In the high acceleration regime (2.94), Eq. (1.150) can be approximated by(

ℏ
mc

∂3 − i
)
K(Ω, K⃗⊥, Z) = −K(−Ω, K⃗⊥, Z) +O(ϵHA) (A.27)

and ∂3K(Ω, K⃗⊥, Z) can be approximated by Eq. (A.22). This means that

ℏ
mc

∂3K(Ω, K⃗⊥, Z) = O(ϵ1/6HAϵ
1/3) (A.28)

and, hence,
K(Ω, K⃗⊥, Z) + iK(−Ω, K⃗⊥, Z) = O(ϵ1/6HAϵ

1/3). (A.29)

By plugging Eq. (A.29) in Eq. (A.20), one obtains

u†sW̃Rs′(Ω, K⃗⊥, ZR(z)) =
[
2K(Ω, K⃗⊥, Z) +O(ϵ1/6HAϵ

1/3)
]
u†sWRs′(Ω, K⃗⊥)

+O(ϵ1/2)v†s̄WRs′(Ω, K⃗⊥), (A.30a)

v†sW̃Rs′(Ω, K⃗⊥, ZR(z)) =O(ϵ1/6HAϵ
1/3)v†sWRs′(Ω, K⃗⊥)

+O(ϵ1/2)u†s̄WRs′(Ω, K⃗⊥). (A.30b)

which, together with Eq. (A.26) proves Eq. (2.113).

A.4 Kontorovich–Lebedev transform
The Bessel functions Kiζ(ξ) can be used to define the Kontorovich–Lebedev
transform as

K[φ](ζ) = 2ζ

π2
sinh(πζ)

∫ ∞

0

dξ

ξ
Kiζ(ξ)φ(ξ) (A.31)

for any function φ(ξ) in ξ > 0. The inverse of Eq. (A.31) is

K−1[φ](ξ) =

∫ ∞

0

dζKiζ(ξ)φ(ζ). (A.32)

The Kontorovich–Lebedev transform can be used to prove Eqs. (5.63) and (8.11).
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A.4.1 Proof of Eq. (5.63)
The proof of Eq. (5.63) follows from considering any function φ(ξ) in ξ > 0 and
the following integral∫ ∞

0

dx

∫ ∞

0

dθ1
2θ1
ℏaz

F̃ (θ⃗, ZR(z))F̃ (θ⃗, Z)φ
(
κ(θ⃗⊥)z

)
=

1

2π4(ca)2

∫ ∞

0

dx

∫ ∞

0

dθ1
θ1
z

sinh

(
βθ1
2

)
Kiθ1/ca

(
κ(θ⃗⊥)z

)
×Kiθ1/ca

(
κ(θ⃗⊥)

eaX

a

)
φ
(
κ(θ⃗⊥)z

)
. (A.33)

By using the coordinate transformation

ζ =
θ1
ca
, ξ = κ(θ⃗⊥)z, (A.34)

Eq. (A.33) reads as∫ ∞

0

dx

∫ ∞

0

dθ1
2θ1
ℏaz

F̃ (θ⃗, ZR(z))F̃ (θ⃗, Z)φ
(
κ(θ⃗⊥)z

)
=

1

2π4

∫ ∞

0

dξ

∫ ∞

0

dζ
ζ

ξ
sinh(πζ)Kiζ(ξ)Kiζ

(
κ(θ⃗⊥)

eaX

a

)
φ(ξ). (A.35)

Equation (A.35) can also be written in the following way∫ ∞

0

dx

∫ ∞

0

dθ1
2θ1
ℏaz

F̃ (θ⃗, ZR(z))F̃ (θ⃗, Z)φ
(
κ(θ⃗⊥)z

)
=

1

4π2
K−1[K[φ]]

(
κ(θ⃗⊥)

eaX

a

)
. (A.36)

Since K−1 is the inverse of K, Eq. (A.36) reads as∫ ∞

0

dx

∫ ∞

0

dθ1
2θ1
ℏaz

F̃ (θ⃗, ZR(z))F̃ (θ⃗, Z)φ
(
κ(θ⃗⊥)z

)
=

1

4π2
φ

(
κ(θ⃗⊥)

eaX

a

)
.

(A.37)
Since Eq. (A.37) holds for any φ, we have proven Eq. (5.63).

A.4.2 Proof of Eq. (8.11)
The method of Sec. A.4.1 can also be used to prove Eq. (8.11). We consider any
function φ(ζ) and we compute

∫ ∞

0

dΩ

∫ ∞

0

dx2Ω′

ℏaz

√√√√√ sinh
(
βΩ′

2

)
sinh

(
βΩ
2

) F̃ (Ω, K⃗⊥, ZR(z))F̃ (Ω
′, K⃗⊥, ZR(z))φ

(
Ω

ca

)

=
1

2π4(ca)2

∫ ∞

0

dΩ

∫ ∞

0

dx
Ω′

z
sinh

(
βΩ′

2

)
KiΩ/ca

(
κ(K⃗⊥)z

)
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×KiΩ′/ca

(
κ(K⃗⊥)z

)
φ

(
Ω

ca

)
. (A.38)

The coordinate transformation

ζ =
Ω

ca
, ξ = κ(K⃗⊥)z (A.39)

leads to

∫ ∞

0

dΩ

∫ ∞

0

dx2Ω′

ℏaz

√√√√√ sinh
(
βΩ′

2

)
sinh

(
βΩ
2

) F̃ (Ω, K⃗⊥, ZR(z))F̃ (Ω
′, K⃗⊥, ZR(z))φ

(
Ω

ca

)

=
1

2π4ca

∫ ∞

0

dξ

∫ ∞

0

dζ
Ω′

ξ
sinh

(
βΩ′

2

)
Kiζ(ξ)KiΩ′/ca(ξ)φ(ζ)

=
1

4π2
K[K−1[φ]]

(
Ω′

ca

)
=

1

4π2
φ

(
Ω′

ca

)
, (A.40)

which proves Eq. (8.11).
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Appendix B

Two mode squeezed states

B.1 Massless scalar real field in 1+1 spacetime
We consider the regularized theory with discrete quantum numbers K as ele-
ments of the grid with width ∆K, i.e., K = n∆K for some n ∈ Z. The annihi-
lator of a ν-wedge particle with discrete momentum K is ÂνK and satisfies the
discrete commutation relation

[ÂνK , Â
†
ν′K′ ] = δνν′δKK′ , [ÂνK , Âν′K′ ] = 0. (B.1)

This is the familiar scenario of a particle in a box. The continuum theory is
recovered by considering the limit ∆K → 0.

To discretize the continuum theory of Sec. 3.3, consider the substitution∫
R
dK 7→ ∆K

∑
K∈Z∆K

, Âν(K) 7→ ÂνK√
∆K

. (B.2)

By performing the substitution (B.2) in Eqs. (3.57) and (3.62), we obtain the
discrete versions of the operators ŝS and ŜS, i.e.,

ŝS =
∑

K∈Z∆K
exp

(
−cβ|K|

2

)
Â†

LKÂ
†
RK . (B.3a)

ŜS = exp

(
2
∑

K∈Z∆K
ζ(c|K|)

[
Â†

LKÂ
†
RK

]A)
, (B.3b)

which lead to

exp(ŝS) =
∏

K∈Z∆K
exp

(
exp

(
−cβ|K|

2

)
Â†

LKÂ
†
RK

)
. (B.4a)

ŜS =
∏

K∈Z∆K
exp

(
2ζ(c|K|)

[
Â†

LKÂ
†
RK

]A)
. (B.4b)

275
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Now, we want to use the operator ordering theorem [63], which states that
for any set of operators K̂3 and K̂± satisfying the commutation relations

[K̂3, K̂±] = ±K̂±, [K̂+, K̂−] = −2K̂3 (B.5)

and for any ζ ∈ R and φ ∈ [0, 2π), the following identity holds

exp(ζ(eiφK̂+ − e−iφK̂−)) = exp(eiφ tanh(ζ)K̂+) exp(−2 ln(cosh(ζ))K̂3)

exp(−e−iφ tanh(ζ)K̂−). (B.6)

In our case, by choosing K̂3 = (Â†
LKÂLK + ÂRKÂ

†
RK)/2, K̂+ = Â†

LKÂ
†
RK ,

K̂− = ÂLKÂRK , it is possible to check Eq. (B.5) by means of the commutation
relations (B.1). Hence, by choosing ζ = ζ(c|K|) and φ = 0, Eq. (B.6) gives

exp

(
2ζ(c|K|)

[
Â†

LKÂ
†
RK

]A)
= exp

(
tanh(ζ(c|K|))Â†

LKÂ
†
RK

)
× exp

(
− ln(cosh(ζ(c|K|)))

(
Â†

LKÂLK + ÂRKÂ
†
RK

))
× exp

(
− tanh(ζ(c|K|))ÂLKÂRK

)
. (B.7)

By using Eq. (3.63) in Eq. (B.7), we obtain

exp

(
2ζ(c|K|)

[
Â†

LKÂ
†
RK

]A)
= exp

(
exp

(
−cβ|K|

2

)
Â†

LKÂ
†
RK

)
× exp

(
1

2
ln
(
1− e−cβ|K|

)(
Â†

LKÂLK + ÂRKÂ
†
RK

))
× exp

(
− exp

(
−cβ|K|

2

)
ÂLKÂRK

)
. (B.8)

Notice that the Rindler vacuum |0L, 0R⟩ is eigenstate of Â†
LKÂLK+ÂRKÂ

†
RK

with eigenvalue 1, as a consequence of the commutation relation (B.1) and that
Â†
νK annihilates |0L, 0R⟩. Hence, by acting with Eq. (B.8) on |0L, 0R⟩, we prove

that

exp

(
2ζ(c|K|)

[
Â†

LKÂ
†
RK

]A)
|0L, 0R⟩

=exp

(
1

2
ln
(
1− e−cβ|K|

)
+ exp

(
−cβ|K|

2

)
Â†

LKÂ
†
RK

)
|0L, 0R⟩. (B.9)

By multiplying with respect to K ∈ Z∆K, we obtain∏
K∈Z∆K

exp

(
2ζ(c|K|)

[
Â†

LKÂ
†
RK

]A)
|0L, 0R⟩

=
∏

K∈Z∆K
exp

(
1

2
ln
(
1− e−cβ|K|

)
+ exp

(
−cβ|K|

2

)
Â†

LKÂ
†
RK

)
|0L, 0R⟩

(B.10)



B.2. SCALAR FIELD 277

and, hence,

exp

(
2
∑

K∈Z∆K
ζ(c|K|)

[
Â†

LKÂ
†
RK

]A)
|0L, 0R⟩

=exp

(
1

2

∑
K∈Z∆K

ln
(
1− e−cβ|K|

)
+

∑
K∈Z∆K

exp

(
−cβ|K|

2

)
Â†

LKÂ
†
RK

)
|0L, 0R⟩.

(B.11)

Now, notice that the left hand side of Eq. (B.11) is exactly ŜS|0L, 0R⟩ in the
discrete theory, whereas the right hand side is proportional to exp(ŝS)|0L, 0R⟩.
In other words, we proved that exp(ŝS)|0L, 0R⟩ is proportional to ŜS|0L, 0R⟩ in
the discrete theory, i.e.,

ŜS|0L, 0R⟩ = N exp(ŝS)|0L, 0R⟩, (B.12)

with

N = exp

(
1

2

∑
K∈Z∆K

ln
(
1− e−cβ|K|

))
(B.13)

as normalization factor for exp(ŝS)|0L, 0R⟩.
Notice that in the continuum limit, N → 0. Indeed, by inverting the substi-

tution (B.2) and by considering the IR cutoff ∆K in Eq. (B.13), we obtain

N ≈ exp

(
1

2∆K

∫
|K|>∆K

dK ln
(
1− e−cβ|K|

))
. (B.14)

The negative divergence of exponential argument in Eq. (B.14) is due to the limit
of the factor 1/∆K →∞ and the negative IR divergence of the integral, which
is of the order of −1/∆K. Hence, N goes to zero as fast as N ∼ exp(−1/∆K2).
Consequently, the vector exp(ŝS)|0L, 0R⟩ is not normalizable in the continuum
limit, unless one considers Eq. (B.12) before taking the limit ∆K → 0 and use
the fact that ŜS|0L, 0R⟩ is already normalized in the continuum theory.

B.2 Scalar field

Similar results can be provided for massive scalar complex fields in 3+1 dimen-
sions.

At variance with massless scalar real fields in 1+1 dimensions, here we
consider the quantum numbers θ⃗ = (Ω, K⃗⊥) labeling Rindler modes in 3+1
dimensions. Hence, we define the grid of discrete θ⃗ variables separated by
∆θ⃗ = (∆Ω,∆K1,∆K2). Elements of the grid θ⃗ are such that θ⃗ = n⃗ ◦ ∆θ⃗ =
(n1∆Ω, n1∆K1, n1∆K2) for some n⃗ ∈ Z3 and where ◦ is the Hadamard product.
The continuum limit consists of ∆Ω→ 0,∆K1 → 0,∆K2 → 0.
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We also consider the discrete annihilation operators ÂνΘ⃗ and B̂νθ⃗ satisfying
the commutation rule

[Âνθ⃗, Â
†
ν′θ⃗′

] = [B̂νθ⃗, B̂
†
ν′θ⃗′

] = δνν′δθ⃗θ⃗′ , (B.15)

[Âνθ⃗, Âν′θ⃗′ ] = [B̂νθ⃗, B̂ν′θ⃗′ ] = [Âνθ⃗, B̂ν′θ⃗′ ] = [Âνθ⃗, B̂
†
ν′θ⃗′

] = 0. (B.16)

The discretization of the scalar theory is implemented by the substitution∫
θ1>0

d3θ 7→ ∆3θ
∑

θ⃗∈Z3◦∆θ⃗

, Âν(θ⃗) 7→
Âνθ⃗√
∆3θ

, B̂ν(θ⃗) 7→
B̂νθ⃗√
∆3θ

, (B.17)

with ∆3θ = ∆Ω∆K1∆K2, in analogy to Eq. (B.2).
In this framework, it is possible to prove that the state ŜS|0L, 0R⟩ with ŜS

given by Eq. 3.62 is the normalized version of exp(ŝS)|0L, 0R⟩ with ŝS given by
Eq. (3.57). The discretization of the space of the variables θ⃗ = (Ω, K⃗⊥) serves
as a regularization procedure to define exp(ŝS)|0L, 0R⟩ as a normalizable state.

The proof for the equivalent of Eq. (B.12) in the 3+1 massive complex case
can be obtained in the same fashion as in Sec. B.1. The only difference is given
by the presence of more degrees of freedoms including transverse momentum K⃗⊥
and charge number encoded in the separation between particle and antiparticle
operators, whereas the massless energy c|K| is replaced by Ω. In summary, one
uses K̂3 = (Â†

Lθ⃗
ÂLθ⃗+ÂRθ⃗Â

†
Rθ⃗

+B̂†
Lθ⃗
B̂Lθ⃗+B̂Rθ⃗B̂

†
Rθ⃗

)/2, K̂+ = Â†
Lθ⃗
Â†

Rθ⃗
+B̂†

Lθ⃗
B̂†

Rθ⃗
,

K̂− = ÂLθ⃗ÂRθ⃗ + B̂Lθ⃗B̂Rθ⃗, ζ = ζ(Ω) and φ = 0; all sums and products are with
respect to the quantum numbers θ⃗ = (Ω, K⃗⊥).

B.3 Dirac field
Here, we consider Dirac fields and we prove that by normalizing the vector
exp(ŝD)|0L, 0R⟩ with ŝD given by Eq. (3.129), one obtains ŜD|0L, 0R⟩ with ŜD
given by Eq. (3.131). The proof requires a discretization of the theory as a
regulator for the normalization of exp(ŝD)|0L, 0R⟩.

At variance with the scalar theory, here we need spinorial degrees of freedom
as well. Luckily, the spin variable s is already discrete, hence the discretization
of the variables Ω and K⃗⊥ is carried out in the same way as in Sec. B.2.

We consider the annihilator operators defined by Eq. (3.139). Their discrete
counterparts are indicated by Êνθ, where θ = (s,Ω, K⃗⊥) is a collection of discrete
variables. The anticommutation relations are

{Êνθ, Ê†
ν′θ′} = δνν′δθθ′ , {Êνθ, Êν′θ′} = 0. (B.18)

This is a clear difference with the scalar case and must be taken into account
in the proof.

The decomposition of the exponential operators exp(ŝD) and ŜD into a
product of exponents is guaranteed by the fact that couples of anticommut-
ing fermionic operators commute. Hence, in the discrete case, Eqs. (3.140) and



B.3. DIRAC FIELD 279

(3.143) give

exp(ŝD) =
∏
θ

exp
(
f(θ)F̂ †

θ

)
, (B.19a)

ŜD =
∏
θ

exp
(
2[g(θ)F̂θ]

A
)
, (B.19b)

with F̂θ = Ê†
LθÊ

†
Rθ and where the product is evaluated along the entire grid for

θ. This is a consequence of the commutation relation [F̂θ, F̂θ′ ] = 0 which is the
discrete version of Eq. (3.149a) and can be proved from the anticommutation
relations (B.18).

We define K̂3 = (Ê†
LθÊLθ − ÊRθÊ

†
Rθ)/2, K̂+ = Ê†

LθÊ
†
Rθ, K̂− = ÊLθÊRθ.

Also, we choose ζ = ζ(Ω) and φ = π. One can prove that the commutation
relations (B.5) are satisfied by means of the anticommutation relations (B.18)
and by knowing that ÊνθÊνθ = [Êνθ, Êνθ]/2 + {Êνθ, Êνθ}/2 = 0. The proof is
detailed by

2K̂3K̂+ =Ê†
LθÊLθÊ

†
LθÊ

†
Rθ − ÊRθÊ

†
RθÊ

†
LθÊ

†
Rθ

=Ê†
LθÊ

†
Rθ − Ê

†
LθÊ

†
LθÊLθÊ

†
Rθ + ÊRθÊ

†
LθÊ

†
RθÊ

†
Rθ

=Ê†
LθÊ

†
Rθ

=K̂+, (B.20a)

2K̂+K̂3 =Ê†
LθÊ

†
RθÊ

†
LθÊLθ − Ê†

LθÊ
†
RθÊRθÊ

†
Rθ

=− Ê†
LθÊ

†
LθÊ

†
RθÊLθ + Ê†

RθÊ
†
Lθ + Ê†

LθÊRθÊ
†
RθÊ

†
Rθ

=− Ê†
LθÊ

†
Rθ

=− K̂+, (B.20b)

2K̂3K̂− =Ê†
LθÊLθÊLθÊRθ − ÊRθÊ

†
RθÊLθÊRθ

=ÊRθÊ
†
RθÊRθÊLθ

=ÊRθÊLθ − ÊRθÊRθÊ
†
RθÊLθ

=− ÊLθÊRθ

=− K̂−, (B.20c)

2K̂−K̂3 =ÊLθÊRθÊ
†
LθÊLθ − ÊLθÊRθÊRθÊ

†
Rθ

=ÊLθÊRθ − ÊLθÊRθÊLθÊ
†
Lθ

=ÊLθÊRθ + ÊLθÊLθÊRθÊ
†
Lθ

=ÊLθÊRθ

=K̂−, (B.20d)

K̂+K̂− =Ê†
LθÊ

†
RθÊLθÊRθ

=− Ê†
LθÊLθÊ

†
RθÊRθ
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=− Ê†
RθÊRθ + ÊLθÊ

†
LθÊ

†
RθÊRθ

=− Ê†
RθÊRθ + ÊLθÊ

†
Lθ − ÊLθÊ

†
LθÊRθÊ

†
Rθ

=ÊRθÊ
†
Rθ − Ê

†
LθÊLθ + ÊLθÊRθÊ

†
LθÊ

†
Rθ

=− 2K̂3 + K̂−K̂+. (B.20e)

Now, by following the same arguments of the scalar case, one can prove
that ŜD|0L, 0R⟩ with ŜD given by Eq. (3.143) is the normalized version of
exp(ŝD)|0L, 0R⟩ with ŝD given by Eq. (3.140).
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