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Abstract: For the first time, a novel concept of merging computational intelligence (the type-2 fuzzy
system) and control theory (optimal control) for regulator and reference tracking in doubly fed
induction generators (DFIGs) is proposed in this study. The goal of the control system is the reference
tracking of torque and stator reactive power. In this case, the type-2 fuzzy controller is activated to
enhance the performance of the optimum control. For instance, in abrupt changes of the reference
signal or uncertainty in the parameters, the type-2 fuzzy system performs a complementary function.
Both parametric uncertainty and a perturbation signal are used to challenge the control system in the
simulation. The findings demonstrate that the presence of a type-2 fuzzy system as an additional
controller or compensator significantly enhances the control system. The root mean square error of
the suggested method’s threshold was 0.012, quite acceptable for a control system.

Keywords: intelligent control; machine learning; type-2 fuzzy logic; fuzzy systems; stability analysis;
adaptive control
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1. Introduction

Among the different generators that are employed in modern wind-power-producing
systems, doubly fed induction generators (DFIGs) have attracted maximum attention to
themselves because of having advantages such as variable velocity action, the possibility of
adjusting active and reactive power, and a low-cost transformer [1–5]. Usually, double-feed
generators have a back-to-back converter in the rotor circuit, which share the DC link. With
proper control, these generators can be made to deliver power to the grid at ultra-synchronous
speeds. Normally, the delivery power of these converters is between 25% and 30%. The
extensive presence of wind turbines in modern power systems affects the dynamic behavior of
the system and makes it more complex. This makes the use of advanced methods to control
these systems more important. So far, many methods have been employed in relation to the
control of DFIGs [6–9]. Generally, the control of the power elements in the DFIG rotor circuit
is performed by proportional–integral (PI) robust controllers. However, the performance of
the controlled system, despite these controllers, is not desirable due to the need for machine
parameter values and power system dynamics to properly adjust their gains. Studies related to
the stability analyses of the small signal of DFIG wind farms connected to the network have
mainly considered a definitive approach to stability analyses, that for the oscillation nature of
the wind, such analyses are very optimistic and will result in a particular operation point. For
the stability analysis of such a system, Monte Carlo simulation methods in some studies have
been proposed [10–13]. In [14], an optimal multi-purpose PI controller with the directional
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evolution (DE) algorithm for DFIGs was proposed, where specific methods were used to apply
limits and multi-objective optimization problems that increased the complexity of the controller
design. To track the optimal power of the DFIG wind turbine system, a nonlinear controller
with the sliding mode method was designed [15]. PI controllers play an important role in
relation to DFIGs. However, to reach the power’s desired quality levels required in the new
industry, new advanced methods are needed for controlling these generators. The reader
is refereed to [16] for more information on the methods utilized for controlling DFIG wind
turbine systems.

In 1962, Pierson [17] proposed the state-dependent Riccati equation (SDRE) method
to approximate the solving of optimal control for nonlinear systems. The representation
of a nonlinear system as a state-of-the-art linear system, called quasi-linearization, is the
main idea of the SDRE method. After that, many methods based on quasi-linearization to
solve various problems, such as filter design H∞, the designing of sliding mode suboptimal
controllers for delayed systems, a retrograde design for delayed nonlinear systems, and
others, have been developed [18–20]. These methods have been used effectively in many
practical fields, such as prescribing drugs for cancer and controlling the speed of permanent
magnetic synchronous motors (PMSMs) [21,22]. One of the most attractive features of the
SDRE method is that the designer can influence the performance of the system in a predicted
way by adjusting the control and mode of the weight functions. For example, to speed up
the response, we can increase the weight function related to the system modes, which will
also result in an increase in control effort. At the same time, the designer, due to numerous
state-dependent coefficient (SDC) displays for the nonlinear system, has a higher degree
of freedom that can be used to improve the overall performance of the system. On the
other hand, since the SDRE method system does not use any approximation in the system’s
modeling, it keeps the nonlinear properties of the system, a crucial property, especially
when the dynamics of the system are complex. In [23], the SDRE method and its related
theories are discussed. By developing type-1 fuzzy logic, we can achieve type-2 fuzzy
logic. This system can be very useful for imprecision modeling. This system considers the
uncertainty and vagueness of information. Type-2 fuzzy systems have better performance
than type-1 fuzzy systems. The construction of the rules of this type of system is exactly
like that of the type-1 system, and the only difference is the nature of the membership
function. Each type-2 fuzzy membership function has one more parameter than that of
type-1 fuzzy systems. This greatly helps because there are many membership functions in
fuzzy systems, and therefore, there will be many adjustable parameters. Many adjustable
parameters help to finetune the fuzzy system. Therefore, in this study, type-2 fuzzy systems
were used [24–29].

According to the attractive features of SDRE controllers and the present nonlinear
dynamics of DFIGs in modern power systems, in this study, we decided to use the SDRE
controller to optimize the dynamic performance of these systems. For this purpose, all the
necessary conditions for designing the optimal SDRE controller for a DFIG were investi-
gated. In this paper, we used the SDRE method and increased the margin of the system’s
stability by designing a stabilizer and simulations tracking the electromagnetic torque’s
desired signals and the stator’s reactive power. Due to the presence of unknown parameters
in the under-study system’s dynamics, the robustness of the resulting closed loop system
was also investigated using the SDRE controller in the presence of an uncertainty in the
system parameters. Moreover, a type-2 fuzzy system was used to improve the response
of the control system. The results of the performed simulations in a MATLAB software
environment indicated the improvement of the performance of system dynamics and the
robustness of the designed controller function in the presence of uncertainty in the param-
eters for the different operation conditions of the system. At the same time, the analysis
of specific values was performed to evaluate the effectiveness of the proposed method in
improving the system’s stability margin.

The other parts of this paper are organized as follows: in the second part, the system,
including the different parts of the DFIG wind turbine and its state space model, are intro-
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duced. The third section examines the SDRE controller, which needs steps for designing,
and its sustainability theories. In this next section, the various steps that were required for
designing the stabilizer and tracker with the SDRE method are separately described. The
type-2 fuzzy system is described in the fourth section. In the fifth section, the results of the
performed simulations in the MATLAB software environment, along with their analyses,
are provided. Finally, the sixth section is allotted to the conclusion of the paper.

2. DFIG Mathematical Model

In this section, equations related to the DFIG for use in the other parts of the paper
are investigating. For the stability of power system studies, the generator was modeled as
a transient reactance-backed voltage source. The system’s diagram is shown in Figure 1.
Differential equations of the rotor and stator circuits of the induced generator in the d-q
source frame are as follows:

1
ωb

dids(t)
dt = −ωs

X′s

(
Rs +

Xs−X′s
ωsT0

)
ids(t) + ωsiqs (t) + ωr

X′s
E′ds(t)−

1
Xr

s T0
E′qs(t) +

ωs Lm
X′s Lrr

υdr(t)− ωs
X′s

υqs(t)
1

ωb

diqs(t)
dt = −ωs

X′s

(
Rs +

Xs−X′s
ωsT0

)
iqs(t)−ωsids (t) +

ωr
X′s

E′qs(t) +
1

X′sT0
E′ds(t) +

ωs Lm
Xr

s Lrr
υqr(t)− ωs

X′s
υqs(t)

1
ωb

dE′ds(t)
dt = 1

T0
(Xs − X′s)iqs(t)− 1

T0
E′ds(t) + (ωs −ωr(t))E′qs(t)− ωs Lm

Lrr
υqr(t)

1
ωb

dE′qs(t)
dt = − 1

T0
(Xs − X′s)ids(t)− 1

T0
E′qs(t)− (ωs −ωr(t))E′s(t)− ωs Lm

Lrr
υdr(t)

(1)

where Lss is the self-inductance of the stator, Lrr is the self-inductance of the rotor, Lm
is the mutual inductance, Rs is the rotor resistance, Xs is the stator reactance, T0 is the time
constant of the rotor circuit, X′s = ωs

(
Lss − L2

m/Lrr
)

is the transient reactance of the stator,
ωr(t) is the angular velocity of the rotor, E′ds(t) and E′qs(t) are the voltages related to the
transient reactance of the stator along the d and q axes, υdr(t) is the rotor voltage along the d
axis, υqr(t) is the rotor voltage along the q axis, ids(t) and iqs(t) are the stator currents along
with the d and q axes, respectively, and υds(t) and υqs (t) are the voltages corresponding
with these currents. All symbols used along with their explanations are listed in Table A1
in Appendix A.
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The wind turbine drive includes turbines, gearboxes, axles, and other mechanical
components. In sustainability studies of the power system, the use of a dual-mode model
for the turbine drive has been very important. Therefore, the wind turbine shaft was
relatively softer than the shaft used in conventional power plants. The equations related to
the two-mass model of the wind turbine drive are as follows:

dωr(t)
dt = 1

2Hg
(Tsh(t)− Te(t))

dθ(t)
dt = ωb (ωt(t)−ωr(t))
dωt(t)

dt = 1
2Ht

(Tm−Tsh(t))

(2)



Mathematics 2023, 11, 20 4 of 16

where ωt(t) and θ(t) are the turbine velocity and dual-axis angle, respectively, and Ht and
Hg are the turbine and generator inertia constants, respectively. The equations of Te(t) (or
electromagnetic torque) and Tsh(t) (or axis torque) are as follows:

Te(t) = Lm (iqs(t)idr(t)− ids(t)idr(t) (3)

Tsh(t) = Kshθ(t) + Dsh ωb (ωt(t)−ωr(t)) (4)

where Ksh is the axis hardness coefficient, Dsh is its damping coefficient, and Tm is the
mechanical torque that is the input of the wind turbine power’s assumed constant. By
considering Equations (1) to (4), a space mode model of the wind turbine DFIG is obtained
as follows: .

x(t) = f (x(t)) + Bu(t)
x(t) = [ids, iqs, E′ds, E′qs, ωt, ωr, θ]T

u(t) = [υdr(t), υqr(t)]
T

(5)

where x(t) ∈ R7 is the system state variable vector and u(t) ∈ R2 is the vector of the
control input.

3. SDRE Nonlinear Sub-Optimal Controller

According to the very interesting properties of the SDRE control and nonlinear dy-
namics of the DFIG wind turbine, in this part, the SDRE method and different stages are
separately stated for two control purposes: the stabilizer design and tracker. According to
the commonality of both methods in quasi-linear discussions, first, this topic is stated in
Sections 3.1–3.3, and then the requirements and necessary steps for the control design are
separately given to meet each of the objectives above with the SDRE method.

3.1. Quasi-Linearization

Consider the following nonlinear system:

x(t) = f (x(t)) + Bu(t)x(0) = x0

where x(t) ∈ Rn and u(t) ∈ Rm, and x0 is the initial condition. At first glance, the quasi-
linearization process seems very simple. In the way that a factorization as f (x(t)) = A(x(t))x(t)
is performed, A(x(t)) : Rn → Rn×n , which is a functional matrix. The important point in this
factorization is the existence of different structures for the decomposition of f (x(t)) as a fraction
of x(t). For example, when f (x(t)) is f (x(t)) = A1(x(t))x(t) and f (x(t)) = A2(x(t))x(t),
any linear combination of A1(x(t)) and A2(x(t)) constructs another quasi-linear structure as

A(x(t)) = α(x(t))A1(x(t)) + (1− α(x(t))A2(x(t))

where α(x(t)) is a known function of x(t). In the case of non-scalar systems, there are an
infinite number of ways to form the state matrix A(x(t)), which is the advantage of the
SDRE method, providing the designer with an additional degree of freedom.

3.2. Designing of Stabilizer with SDRE Method

The design of a stabilizer functions to make all the states in a system zero. In this case,
we used an unlimited horizon SDRE controller, in which its target was reset to zero for all
the states, minimizing the following cost function:

J(X0, u(t)) =
1
2

∫ ∞

0

(
xT(t)Q(x(t))x(t) + uT(t)R(x(t))u(t)

)
dt (6)

where R(x(t)) and Q(x(t)) are the weight matrices, depending on the state, and are
positive definite and semi-definite positive, respectively. The main step in designing an
SDRE controller is solving the following equation:
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AT(x(t))P(x(t)) + P(x(t))A(x(t))− P(x(t))B(x(t))R−1(x(t))BT(x(t))P(x(t)) + Q(x(t)) = 0 (7)

After solving this equation, the optimal control law, which minimizes the second-order
cost defined in Equation (6), results in:

u(t) = −R−1(x(t))BT(x(t))P(x(t))x(t) (8)

It is important to note that Equation (7) has a definite symmetric positive solution of
P(x(t)) if and only if A(x(t)) and B(x(t)) are point-to-point controllable and point-to-point
visible, respectively. The point-to-point controllability of (A(x(t)), B(x(t))) and point-to-
point visibility of

(
A(x(t)), Q1/2(x(t))

)
are also met if the point-to-point controllability

and visibility matrices are in full order, respectively:

ϕc =
[

B(x)A(x)B(x) . . . An−1(x)B(x)
]

ϕo =
[

Q1/2(x)Q1/2(x)A(x) . . . Q1/2(x)An−1(x)
]T

Because of the infinite display of the SDC for the A(x(t)) matrix, the designer meets the
requirements above with more freedom of choice in selecting the appropriate SDC display.

3.3. SDRE Optimal Tracker Controller Design

To track a desired path, the tracker controller was designed by the desired output
signal in such a way that the output signal must follow the desired path with the presence
of the designed controller. Consider the following nonlinear system:

x(t) = f (x(t)) + b(x(t))u(t)
x(0) = x0, y(t) = h(x(t))

(9)

where x(t) ∈ Rn is the state vector of the system, u(t) ∈ Rm is the input vector of the control,
and y(t) ∈ Rp. The output vector of the system and functions are f : Rn → Rn, b(x) 6= 0 ,
h : Rn → Rp , and b : Rn → Rn×m . Below, we used the methods of [24,25] to design the
tracker controller with the SDRE method. The problem of non-linear optimal tracking of an
unlimited horizon with a discounted cost function is to find the control function of u(t),
so that the output of the system tracks the desired path of yd(t) and the following cost
function is minimized:

J(x0,u(t), yd(t)) =
∫ ∞

0
e−2γt

(
(y(t)− yd(t))

TQ1(y(t)− yd(t)) + uT(t)Ru(t)
)

dt (10)

where y > 0 is the discount agent of R ∈ Rm×m, and Q1 ∈ Rq*q are the definite positive
and semi-definite positive symmetric matrices, respectively. Assume that the desired path
has the following equations:

xd(t) = fd(xd), xd(0) = xd0 , yd(t) = hd(xd) (11)

where xd(t) ∈ Rnd and yd(t) ∈ RP are the state vector and output related to the desired
path, respectively, and fd(0) = hd(0) =0, hd(xd(t)) :Rnd → Rp, fd(xd(t)) : Rnd → Rnd are
the functions. Based on the quasi-linearization idea, to solve the above problem, first write
the quasi-linear forms of the function f (x(t)), fd(xd(t)), h(x(t)), hd(xd(t)) as

f (x(t)) = F(x)x(t), fd(xd(t)) = Fd(xd)xd(t),
h(x(t)) = H(x)x(t), hd(xd(t)) = Hd(xd)xd(t)

(12)

where the functions are F(x(t)) : Rn → Rn×n ,
Fd(xd(t)) : Rnd → Rnd×nd , Hd(xd(t)) : Rnd → Rp×nd ,
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and H(x(t)) : Rn → Rp×n . By the definition of U(t) = e−γtu(t), X(t) = e−γt[xT(t)xd
T(t)]T ∈

Rn+nd , the cost function of (7) changes to the below form:

J(X0, U(t)) =
∫ ∞

0 (XT(t)Q
(
eγtX(t)

)
X(t) + UT(t)RU(t))dt,

Q
(
eγtX(t)

)
= [H(x(t))− Hd(xd(t))]

T Q1[H(x(t))− Hd(xd(t))]
(13)

Then the dynamic of the new state variable of X(t) is

.
X(t) = −γX(t) + e−γt[

.
xT

(t)
.
xT

d (t)]
T

Now, according to Equations (9), (11), and (12), the dynamics of the quasi-linearization
of the X(t) state vector will be:

X(t) =
(
−γI +

[
F(x) 0

0 Fd(xd)

])
X(t) +

[
b(x)

0

]
U(t) , A

(
eγtX(t)

)
X(t) + B

(
eγtX(t)

)
U(t) (14)

where I and 0 are the uniform and zero matrices with the proper dimensions, respectively.
Therefore, the problem of the nonlinear optimal configuration of unlimited horizons de-
scribed by Equations (13) and (14) should be solved instead of the existing tracking problem.
Finally, the optimal control law for the considered tracking problem proceeds as follows:

u(x(t), xd(t)) = −R−1BT(x)P(x, xd)[xT(t) xT
d (t)]

T

where the P matrix is the definite solution of the positive symmetric of the Riccati equation:

AT(eγtX(t))P
(
eγtX(t)

)
+ P(eγtX(t))A(eγtX(t))

−P(eγtX(t))B(eγtX(t))R−1BT(eγtX(t))P(eγtX(t)) + Q(eγtX(t)) = 0

In this study, to improve the response of the control system, the type-2 fuzzy sys-
tem produced a compensating signal (uF) in parallel with the main (optimal) controller.
Therefore, the total control signal is expressed as Equation (15):

ut = u(x(t), xd(t)) + uF (15)

In the following, the details of the type-2 fuzzy system are described.

4. Type-2 Fuzzy System

In this study, a fuzzy controller was responsible for generating the compensating
control signal. The presence of uncertainty and sudden changes in the reference signal
further emphasized the role of the compensatory signal. Figure 2 shows the structure of
the proposed type-2 fuzzy system. Type-2 fuzzy systems have better efficiency in noisy
environments because the membership in this type of fuzzy system are fuzzy numbers, not
certain values [30]. Wu in [30] showed that, given the same rule base, type-1 fuzzy systems
cannot perform the complex control surfaces that type-2 fuzzy systems can.
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ji
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ji+c2

ji
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(16)

where ∅ji and ∅ji are the upper and lower of the jth input and ith neuron, respectively.
Therefore, the first-layer outputs are calculated as follows:

∅i(u) = exp
(
−∑n+1

j=1 ∅ji(uj)
σ2

i

)
∅i(u) = exp

(
−∑n+1

j=1 ∅ji(uj)
σ2

i

) (17)

where ∅i and ∅i are the upper and lower of the ith neuron (i = 1, 2, . . . , m), respectively.

Moreover, u ∈
(
uj
)
, j = 1, . . . , n is the input vector, and cji ∈

[
c1

ji, c2
ji

]
is the center of all

neurons. The second layer’s left and right endpoints are as follows:
ŷl =

∑
q
i=1 ∅i(u)c2

wi
σwi+∑n

i=q+1 ∅i(u)c
1
wi

σwi

∑
q
i=1 ∅i(u)σwi+∑n

i=q+1 ∅i(u)σwi

ŷr =
∑

p
i=1 ∅i(u)c

1
wi

σwi+∑n
i=p+1 ∅i(u)c2

wi
σwi

∑
p
i=1 ∅i(u)σwi+∑n

i=p+1 ∅i(u)σwi

(18)

where p and q are the left and right switching points, respectively, which can be calculated
using the trial-and-error method or the Karnik–Mendel (KM) algorithm [25,26]. Moreover,
m, wi, cwi , and σwi are the mean value of the first-layer neurons, weights, center of weights,
and spread of weights, respectively. Finally, the network general output can be calculated
as follows:

ŷ =
ŷl + ŷr

2
(19)

The gradient descent method was used to teach the network. As shown in Figure 3,
the optimal controller generated control signals by receiving the system states as well as
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the reference values of reactive power and electrical torque. On the other hand, the input
of the fuzzy controller was system states, and the error rate (reactive power and electrical
torque) was used to update the controller parameters. Naturally, sudden changes in the
reference signal led to a large error, and therefore, the fuzzy controller parameters were
quickly updated and in proportion to the error rate. This made the control system faster
and more accurate.
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Remark. In this study, type-2 systems were used to estimate DFIG uncertainties. For future
studies, the suggested controller can be improved using new stable adaptations [31], optimization
schemes [32], neural networks [33], and new machine learning techniques [34,35].

5. Simulation Results

In Section 5.1, the results of the simulations in MATLAB software are provided to
design the SDRE controller for the improvement of the system stability of the DFIG wind
turbine. The simulations were performed for different work conditions of systems, includ-
ing different velocities of wind. In all the simulations, the optimal control alone (without
the compensator) was compared with the optimal control method with the compensator
based on the type-2 fuzzy system. In Section 5.2, the results of the SDRE sub-optimal tracker
controller design for tracking the desired signals of reactive power, stator power, and the
DFIG’s electromagnetic torque are presented. For solar power systems integrated into
the DFIG, the proposed method can be efficient. Of course, in this case, the mathematical
equations of the system will change.

5.1. Design of Stabilizer for DFIG

As seen from Equations (1)–(4), a wind turbine system with a DFIG is a nonlinear
system. The model that was used for designing in this section was the seven-order model
with a two-control input according to Equations (1)–(4). For designing the controller with
the SDRE method, first A(x(t)) was chosen in such a way that even if the system was
not fully point-controllable, the pair’s point stability condition of (A(x(t)), B(x(t))) was
met. After determining the appropriate SDC display, the weight matrices of R and Q were
determined to design the desired controller. We used the matrices of A(x(t)) and B(x(t))
to design the control, shown as follows:
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A(x(t)) =



−ωbωs

X′s

(
Rs +

Xs−X1
s

ωsT0

)
ωbωs

ωbωr(t)
X′s

ωb
X′s T0

0 0 0

−ωbωs −ωbωs

X′s

(
Rs +

Xs−X1
s

ωsT0

)
ωb

X′s T0

ωbωr(t)
X′s

0 0 0

0 ωb
T0

(
Xs − X1

s
)

−ωb
T0

−ωb(ωsωr(t)) 0 0 0
−ωb

T0

(
Xs − X1

s
)

0 −ωb(ωsωr(t))
ωb

X′s T0
0 0 0

0 0 0 0 − 1
2Ht

D2hωb
1

2Ht
D2hωb

K2h
2Ht

− E1
ds(t)

2Hgωs
− E1

ds(t)
2Hgωs

0 0 1
2Hg

D2hωb − 1
2Hg

D2h
K2h
2Ht

0 0 0 0 ωb −ωb 0


(20)

B(x(t)) =

[
ωbωs Lm

X′s Lr
0 0 ωbωs Lm

Lr
0 0 0

0 ωbωs Lm
X′s Lr

−ωbωs Lm
Lr

0 0 0 0

]T

(21)

Although there were several ways to select the matrix A(x(t)) among the infinite possible
SDC displays, only one of them will lead to the optimal performance of the closed loop system,
the detection of which is very difficult. As a result, the only condition for selecting A(x(t))
was that the relation of f (x(t)) = A2(x(t))x(t) was established. The results related to the
performed simulations in the presence of optimal control with and without a type-2 fuzzy
compensator controller are given in Figure 2. Figure 4a–d are related to the current signals of
the stator and its transient voltage along the q and d vectors. It is assumed that a disturbance
was applied to the system in t = 2s. As can be seen, the result signals of the optimal controller
(with and without a type-2 fuzzy compensator) by damping the created oscillations were
adjusted to their desired equilibrium points. Figure 5a,b are also related to the vdr(t) and vqr(t)
control signals produced by the mentioned controllers, respectively.
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Although there were several ways to select the matrix 𝐴൫𝑥(𝑡)൯ among the infinite 
possible SDC displays, only one of them will lead to the optimal performance of the closed 
loop system, the detection of which is very difficult. As a result, the only condition for 
selecting 𝐴൫𝑥(𝑡)൯ was that the relation of 𝑓൫𝑥(𝑡)൯ = 𝐴ଶ(𝑥(𝑡))𝑥(𝑡) was established. The 
results related to the performed simulations in the presence of optimal control with and 
without a type-2 fuzzy compensator controller are given in Figure 2. Figure 4a–d are 
related to the current signals of the stator and its transient voltage along the q and d 
vectors. It is assumed that a disturbance was applied to the system in 𝑡 = 2𝑠. As can be 
seen, the result signals of the optimal controller (with and without a type-2 fuzzy 
compensator) by damping the created oscillations were adjusted to their desired 
equilibrium points. Figure 5a,b are also related to the 𝑣ௗ௥(𝑡) and 𝑣௤௥(𝑡) control signals 
produced by the mentioned controllers, respectively. 

 
Figure 4. The shapes of (a–d) are related to the stator current signals 𝑖ௗ௦(𝑡) and 𝑖௤௦(𝑡) and their 
transient voltages 𝐸ௗ௦ᇱ (𝑡), and 𝐸௤௦ᇱ (𝑡), respectively. Note that “p.u.” means per unit. 
Figure 4. The shapes of (a–d) are related to the stator current signals ids(t) and iqs(t) and their
transient voltages E′ds(t), and E′qs(t), respectively. Note that “p.u.” means per unit.
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Figure 5. The shapes of (a,b) are related to the rotor voltage signals along with the d and q vectors as
control signals, respectively. Before the moment t = 2 s, the system is in its stable state, and at t = 2 s,
disturbance enters the system.

To challenge the proposed control system, it was assumed that a three-phase-to-ground
fault was applied at t = 0.1 s, and within 0.1 s, the breaker worked. Figure 6 shows the
optimal control system performance (with and without a type-2 fuzzy system) without any
control system. In Figure 6a, at t = 0.1 s, a three-phase-to-ground fault had occurred. In
fact, by applying this fault, the performance of the control system was challenged. The fault
was assumed to last for 0.1 s and ended at t = 0.2 s. Reaching 0.5 p.u. was the saturation
limit of the system, assumed to be fixed there in the simulation.
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Figure 6. (a) Terminal voltage in three-phase-to-ground fault, (b) DFIG speed in three-phase-to-
ground fault, and (c) active power in three-phase-to-ground fault.

As can be seen from Figure 6, the results without a control system were not defensible. It
can be carefully observed in the figure that the presence of a type-2 fuzzy compensator in the
optimal control system made the signals smoother and provided a more appropriate response.

5.2. Tracker Controller Design for DFIG

The model used to design the tracker controller using the SDRE method to track the
desired signals of electromagnetic torque and the reactive power of the stator is in the form
of the following equations:

x(t) = A(x(t))x(t) + B(x(t))u(t) + Dtvs + Ht

x(t) = [ωr(t), ids(t), iqs(t)idr(t)iqr(t)]
T

y(t) = Cx(t)
u(t) = [νdr(t), νqr(t)]

T

νs(t) = [νds(t), νqs(t)]
T

(22)
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The rotor speed, stator current, and rotor current are considered as the state variables.
The output matrix C is a single-order matrix of the fifth order, and the matrices A(x(t)),
B(x(t)), Dt, and Ht are as follows:

A(x(t)) =


0 a1 a2 0 0
0 − Rs

Lsσ a3 − LmRr
Ls Lrσ − Lm

Lsσ ωr(t)
0 −a3

Rs
Lsσ

Lm
Lsσ ωr(t) LmRr

Ls Lrσ

0 − LmRr
Ls Lrσ

Lm
Lrσ ωr(t) − Rr

Lrσ a4

0 − Lm
Lrσ ωr(t) − LmRs

Ls Lrσ −a4 − Rr
Lrσ

 (23)

B =


0 0

Lm
Ls Lrσ 0

0 Lm
Ls Lrσ

1
Lrσ 0
0 1

Lrσ

, Dt =


0 0
−1
Lsσ 0
0 −1

Lsσ
−Lm
Ls Lrσ 0

0 −Lm
Ls Lrσ

, Ht =


npTm

2J
0
0
0
0

 (24)

where Ls is the stator self-inductance, Lr is the rotor self-inductance, J is the inertial moment,
and np is the number of poles, σ = 1− L2

m/LsLr . The variables a1, a2, a3, and a4 in the
relation A(x(t)) are defined as

a1 =
(

3n2
pLm/8J

)
iqr(t), a2 = −

(
3n2

plm/8J
)

idr(t),
a3 = ωs − ((σ− 1)/σ)ωr(t) , a4 = ωs −ωr(t)/σ

(25)

The outputs to be tracked by the designed controller were the electromagnetic torque
signals and reactor power of the reactor, which must track the time-varying reference
signals using the designed controller. The reactor power of the reactor was controlled
in the stator terminal to keep the value of the electric power factor constant (p fs). The
present relationships for the electromagnetic torque Te(t) and stator reactor power Qs(t)
are as follows:

Te(t) = iT
r (t)MT0 is(t), MT0 = 3

4 nplm

[
0 −1
1 0

]
Qs(t) = νT

s (t)MQis(t), MQ = 3
2

[
0 −1
1 0

] (26)

Related signals to the stator reactive power and electromagnetic torque of the DFIG
with the electrical power coefficient (p fs) are in relation as

Qs(t) = (ps(t)/p fs)
√

1− p f 2
s , ps(t) ≈ ωsTe(t) (27)

Note that in practice, by controlling one of the two signals Te(t) or Qs(t), the tracking
operation of the desired values was performed. By forming the system controllability
matrix as follows, the point controllability of the pair A(x(t)) and B(x(t)) was examined:

ϕc = [B(x(t)) A(x(t))B(x(t)) . . .
(

A(x(t)))4 B(x(t))
]

=
[
ϕ1

c ϕ2
c ϕ3

c ϕ4
c ϕ5

c ϕ6
c ϕ7

c ϕ8
c ϕ9

c ϕ10
c
] (28)

where ϕ1
c to ϕ10

c are the columns of the obtained control point matrix. By finding a quadratic
order of five from the matrix ϕc, which has non-volatile determinants, it can be concluded
that ϕc has a complete rank, and the system was completely point-controllable. With the
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formation of a minor from the first five columns of the matrix ϕc to check the point control
of the pair (A(x(t)), B(x(t))), the resulting matrix determinants were calculated:

φ =
[
ϕ1

c ϕ2
c ϕ3

c ϕ4
c ϕ5

c
]

ϕ1
c =


0

20.9
0

21.9
0

 , ϕ2
c =


0
0

20.9
0

21.9

 , ϕ3
c =


2.4 × 104a1
−7.5× 103

20.9a3 − 3.9× 103

−7.3× 103

21.9a3 − 4.1× 103

,

ϕ4
c =


−2.5 × 104a2

20.5a3 − 3.7× 103

−7.7× 103

21.2a3 − 4.2× 103

−7.5× 103

, ϕ5
c =


−2.2× 106a1 − 2.5× 104a2a3 − 1.4× 107

1.8× 104a2
3 − 7.6× 104a4 − 1.9× 1011

−9.5× 103a3 + 2.8× 106

−21.3a2
3 − 1.5× 103a3 + 1.3× 106

−9.1× 103a3 + 2.9× 106



(29)

where a1 = iqr(t), a2 = idr(t), and a3 = wr(t). The determinant of the above matrix (φ) is
equal to 0.0041

(
a1 − 1.7× 1016a2

)
. According to the definition of a1 and a2 and according

to the values of their equilibrium points, we can ignore the sentence a1 versus the sentence
1.7 × 1016a2. As a result, the matrix determinant is equal to 6.97 × 1013a2. Given the
equilibrium points, we concluded that these determinants have a non-zero value. Therefore,
the considered pair (A(x(t)), B(x(t))) is point-to-point controllable. Similarly, by forming
the point visibility matrix, we could examine the visibility of

(
A(x(t)), Q(x(t))0.5

)
. It can

be shown that this condition was established in relation to the SDC display used, denied
due to the high volume of calculations.

The results of the simulations are shown in Figure 7. As seen in the waveform, the
stator reactive power and electromagnetic torque were well-traced to their reference values.
Therefore, the tracking operation was performed with good speed and by damping the
fluctuations caused by the change in the reference signal. In fact, tracking the optimum
signal strength of the reactor power indicated that the power factor coefficient p fs remained
constant. The simulations were performed under the conditions that the desired values for
the Te(t) and Qs(t) signals were changed as follows.
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Figure 7. The shapes of (a–d) are related to the stator reactive power and electromagnetic torque
tracking performance and created control signals by optimal control (with and without the type-2
fuzzy system).

First, Tre f
e = 0.4 Nm (Newton meter), and Qre f

s = 40 Var. In t = 1 s, the desired
values were changed to Qre f

s = 60 Var and Tre f
e = 0.6 Nm. In t = 2 s, the reference values
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were Qre f
s = 20 Var and Tre f

e = 0.2 Nm. In t = 3 s, the desired values were changed to
Qre f

s = 40 Var and Tre f
e = 0.4 Nm.

In the following, the performance of the control system was challenged by applying
parametric indeterminacy. First, the system parameters were reduced by 20% at t = 2 s.
The performance of optimal control (with and without the type-2 fuzzy system) and the
system without control is illustrated in Figure 8.
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Figure 8. Control system operation (with and without type-2 fuzzy system) and without controller to
(a) decrease and (b) increase DFIG parameters by 20%.

As shown in Figure 8, the sudden decrease or increase of DFIG parameters (as much
as 20%) was well-managed by the optimal control system (with and without the type-2
fuzzy system), and after about 0.03 s, the system returned to its stable mode. However, the
system without a controller, in addition to many overshoots, suffered from a steady-state
error. The reason that the system did not diverge (unstable) without a controller was that
there were saturating elements and limiters in the system.

The root mean square error (RMSE) and mean absolute error (MAE) are two popular
statistical metrics used to evaluate the performance of models. They are defined as

RMSE =

√
1
n

n

∑
k=1

(yk − ŷk)
2, MAE =

1
n

n

∑
k=1
|yk − ŷk| (30)

where n, yk, ŷk are the number of observations, and the actual and predicted values, respec-
tively. To better evaluate the proposed method, the methods of [12,16] were implemented,
and the RMSE and MAE were calculated for them. Table 1 shows the RMSEs of four control
methods, including optimal control, active control [12], a fractional order PI controller [16],
and the proposed method for both the case without uncertainty and that for the presence
of parametric uncertainty.

Table 1. Comparison of control methods based on the RMSE criterion.

Control Method RMSE without
Uncertainty

RMSE with 20%
Uncertainty

MAE
without

Uncertainty

MAE with 20%
Uncertainty

Method of [12] 0.051 0.175 0.038 0.121

Method of [16] 0.035 0.126 0.026 0.094

Optimal Control 0.017 0.071 0.011 0.056

Type-2 Fuzzy Optimal
Control 0.012 0.054 0.008 0.042

As can be seen in Table 1, the proposed method was superior to other methods
by a large margin. The reason for this may be the simultaneous use of optimal control
capabilities and the type-2 fuzzy system. Moreover, we can improve this study by using a
type-3 fuzzy system. For more information about this method, refer to [36].
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6. Conclusions

In this paper, the type-2 fuzzy system was used to compensate for the optimal control
of a DFIG. Type-2 fuzzy systems with more adjustable parameters than traditional type-1
fuzzy systems can control the system better and more accurately. The nonlinear and sub-
optimal SDRE method was used in the optimal control section. The proposed method was
employed for the system’s stability margin improvement and simultaneous tracking of the
desired signals of electromagnetic torque and stator reactive power. The proposed weights
of the type-2 fuzzy system, in addition to the membership functions, led to an increase
in the parameters of the control system (increasing the degree of freedom); therefore, the
control system became more precise. The RMSE for the proposed method was 0.012, which
was significantly lower than that of other control methods. As suggestions for further work,
the type-3 fuzzy system can be used to compensate for the control signal. Type-3 fuzzy
systems have more control parameters than type-2 fuzzy systems and have a higher degree
of freedom, so we can perform more control actions on the system and obtain better results.
Structural and parametric uncertainties can also be considered for the DFIG model, further
challenging the control system.
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Appendix A

Table A1. Nomenclature.

Symbol Description

Lss Self-inductance of stator
Lrr Self-inductance of rotor
Lm Mutual inductance
Rr Rotor resistance
Xs Stator reactance
T0 Time constant of the rotor circuit
ωr(t) Angular velocity of the rotor
E′ds(t) Voltages related to the transient reactance of the stator along the d axis
E′qs(t) Voltages related to the transient reactance of the stator along the q axis
υdr(t) Rotor voltage along the d axis
υqr(t) Rotor voltage along the q axis
ids(t) Stator current along with the d axis
iqs(t) Stator current along with the q axis
ωt(t) Turbine velocity
θ(t) Dual-axis angle
Ksh Axis hardness coefficient
Dsh Damping coefficient
Tm Mechanical torque
m Value of the first layer neurons
wi Weights
cwi The center of the weights
σwi The spread of the weights
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