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A B S T R A C T

In force-based beam finite elements, cross-section transverse displacements are often needed
for post-processing purposes and for geometrically nonlinear structural analysis. This involves
the complex integration of the cross-section strains along the beam axis, typically done by
the Curvature and Shear Based Displacement Interpolation (CSBDI) technique. Although, the
CSBDI is sufficiently accurate for standard applications, this may cause numerical issues when
many quadrature cross-sections are placed along the element length. This work presents a novel
technique for computing the transverse displacements of a 3D Timoshenko beam, based on a
finite difference approximation of the bending and shear compatibility conditions, which avoids
the issues of the CSBDI. The proposed technique is introduced in a force-based finite element
formulation with moderately large deformations, endowed with a corotational approach,
suitable for analyzing geometrically nonlinear framed structures. Detailed investigation of the
accuracy and efficiency of the proposed technique is conducted comparing its performance with
that of the CSBDI approach.

1. Introduction

Simulating the mechanical response of framed structures is often required in many engineering fields. These structures can
be subjected to various loading conditions, such as wind, earthquake, impact, or explosion, that can easily produce severe level of
deformations. Hence, the mechanical modeling of frames is a challenging task, as they can undergo complex geometric nonlinearities
that usually affect the stiffness, strength, ductility, and energy dissipation capacity of the structure and interact with plasticity and
damage mechanisms, leading to uncertain or unstable responses.

In recent decades, several enhanced beam models have been proposed for the analysis of frame structures under geometric
nonlinearities, e.g. [1–5], based on various approaches, such as analytical methods or finite element (FE) analysis. A comprehensive
review is reported in [6,7], starting from the first proposals in [8–10]. Additional earlier works that are worth to be mentioned are
those by Silveira et al. [11] and Schulz et al. [12]. The former compared six beam formulations based either on the updated or the
total Lagrangian formulation, i.e., the geometrically exact Euler–Bernoulli model by Alves [13], the two Euler–Bernoulli models by
Yang and Kuo [14], one considering the natural deformation approach and the other the external stiffness approach, and the three
Euler–Bernoulli and Timoshenko models by Pacoste and Eriksson [15]. A nonlinear Timoshenko beam model based on the total
Lagrangian approach has also been proposed by Schulz et al. [12] where cross-section rotations are computed by interpolating and
integrating the bending curvatures along the element axis. They also presented a detailed review of the first works on geometrically
nonlinear Timoshenko beams, such as [8,16,17].
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More recent approaches have also been proposed. For instance, Jirasek et al. [18] introduced a two-dimensional (2D) Euler–
ernoulli beam model with elastic material but based on an exact definition of geometric nonlinearities. They use a finite difference
pproach to determine the numerical solution of the governing equations that are consistently derived in the exact element deformed
onfiguration.

However, beam FE models based on corotational approaches [19–22] have been largely preferred. These allow the decoupling
f the rigid body motions of the element, treated under the assumption of large displacement, from the deformation displacements,
hich allows the adoption of constitutive relationships formulated under the hypothesis of small deformations [6,23–25].

In this framework, the adoption of force-based element formulations was shown to be much more efficient than classical
isplacement-based ones [26–32]. Force-based formulations rely on the interpolation of the internal forces according to the element
quilibrium, which is satisfied in strong form along the axis. These are advantageous for geometrically linear analysis as they
an model each structural member with a single beam FE and avoid shear locking problems. They also perform very well for
eometrically nonlinear simulations, although displacement-based formulations are sometimes preferred in this case (e.g., [33]), as
he displacement interpolation permits an easier definition of the nonlinear compatibility conditions.

If the nonlinearities are captured by the corotational approach and the intra-element deformations are assumed to be small,
single element per member is not enough to obtain accurate solutions. Neuenhofer and Filippou in 1998 [34] addressed this

imitation by proposing an enhanced force-based beam model that removes the assumption of small deformations and includes
he main nonlinear terms. They consider the linear elastic 2D Euler–Bernoulli beam theory and determine the interpolation of the
nternal forces by enforcing the element equilibrium in the deformed configuration, i.e., by accounting for the transverse cross-
ection displacements. The element governing equations are derived on the basis of the Hellinger–Reissner variational principle.
lthough transverse cross-section displacements are considered large, cross-section rotations are still assumed to be small and the
onlinear influence of shear forces on axial stress is neglected, thus accounting only for moderately large deformations, based on the
on Karman theory [35,36]. Similarly, at the global level, a simpler P-Delta formulation is used instead of a corotational approach.

An innovative numerical procedure is proposed to compute the transverse displacements of the quadrature cross-sections. This is
ased on the interpolation and double integration of the bending curvatures along the element axis and is named Curvature Based
isplacement Interpolation (CBDI).

De Souza [6] generalized the model by Neuenhofer and Filippou and the CBDI technique to the case of three-dimensional (3D)
uler–Bernoulli elements and applied a corotational formulation to account for large nodal displacements for both 2D and 3D
odels. He also incorporated the material nonlinearities and proposed an efficient algorithm to determine the element state during

he classic Newton–Raphson iterative solution scheme. Furthermore, he discusses the symmetry of the element flexibility matrix and
he implications of neglecting the higher nonlinear geometric terms.

Sivaselvan et al. [37] presented a richer but more complex element formulation for 2D Euler–Bernoulli elements based on fully
arge deformation assumption and a mixed approach. Indeed, they claim that the CBDI technique results in oscillatory displacement
ields when many quadrature cross-sections are used along the element and/or when very large deformations occur, and suggest to
irectly interpolate the cross-section displacements and rotations from the nodal degrees of freedom (DOFs). Indeed, other recent
roposals also embrace a mixed formulation in which displacements are independently interpolated from the stresses [38–40]. This
pproach circumvents the need to compute the displacements from the strains, as required by the equilibrium conditions. Notably,
hese alternative methods yield even greater generality and accuracy compared to the force-based model proposed in [6], while
aintaining similar or superior computational efficiency.

Regardless of the mixed formulation alternatives and the oscillatory problem of the CBDI technique, the work by Jafari et al. [41]
xtended the 2D model by De Souza and the 2D CBDI technique to the analysis of curved elements. A following work by the same
uthors [42] addressed the case of Timoshenko beams by adding the interpolation of the shear strains along the element axis to
hat of the bending curvatures, thus resulting in the Curvature and Shear Based Displacement Interpolation (CSBDI) technique.
hey presented the model for linear elastic material analysis and Scott and Jafari [43] formalized the derivation for the case
f nonlinear materials. The CSBDI was finally extended to the more general 3D Timoshenko elements by Rezaiee-Pajand and
haraei-Moghaddam [44].

Recently, the model in [42] has also been adopted by Feng et al. [45] for the analysis of damaging structures, with the
ntroduction of the nonlocal integral approach, and by Scott and Denavit [46] for the analysis of buckling effects in compressed
lements. Moreover, the work in [47] has extended the model by Rezaiee-Pajand and Gharaei-Moghaddam [44] to include the
ontribution of rigid offsets placed at the end of the elements.

Although numerous formulations already exist in the literature with higher performances [38–40], the models in [42,44]
re still very widely used for both research and professional applications and are, thus, the focus of this work. The robustness
f the CBDI/CSBDI technique is investigated for constitutive linear and nonlinear applications, also showing that, when many
uadrature cross-sections are required along the element, the matrices linking the cross-section transverse displacements to the
ending curvatures and shear strains become ill-conditioned. Therefore, an alternative novel approach is proposed that avoids the
ssues of the CBDI/CSBDI. This relies on a finite difference (FD) integration of the beam bending/shear compatibility conditions
nd, thus, is named Finite Difference Displacement Integration (FDDI). Specifically, the FDDI technique exploits the location of the
uadrature cross-sections to construct an FD approximation of the second order derivative of the transverse displacements. Thus,
t integrates these displacements by properly imposing the boundary conditions and inverting the coefficient matrices that result
rom the FD approximation. The relationship between transverse displacements and bending curvatures/shear strains is expressed
n a matrix form identical to that of the CBDI/CSBDI, which allows to formally keep unchanged and use the same definition of the
2

lement governing equations and solution algorithm of the models in [6,34,42,44].



Computer Methods in Applied Mechanics and Engineering 428 (2024) 117067P. Di Re and D.M. Benaim Sanchez
Fig. 1. Element local reference system: cross-section generalized displacements and element basic nodal forces.

The description is presented by referring to the more general case of a 3D Timoshenko beam, i.e., by considering the FE
formulation by Rezaiee-Pajand and Gharaei-Moghaddam [44]. To handle the large displacements and rotations of the element nodes,
the corotational formulation in [48] is used. This is based on the original proposal in [49] which considers additive quaternions
to measure the nodal rotations in the global reference system. Moreover, the nonlinear coupling between the axial and torsional
components, i.e., the Wagner terms, is included. For brevity, the corotational formulation is not described in this work and the
reader can refer to [47,48] to further details.

In this work, both the linear elastic and nonlinear material cases are considered. For the element state solution algorithm required
to ensure the compatibility conditions, although various proposals are reported in [6,34,42,44,45], that in [6] is used, which appears
to be more stable and efficient.

It is important to note that the proposed technique extends beyond its application to the adopted geometrically nonlinear beam
formulation. It can also be effectively employed for post-processing evaluations of transverse displacements in force-based beams
operating under linear geometry, which is a prevalent standard in frame numerical analysis. Indeed, preliminary analyses are
conducted on a simply supported beam under linear geometry, to further assess the performance of the CSBDI technique, and, more
importantly, to study the accuracy of the FDDI technique in determining the general FE transverse displacements. Then, numerical
applications are performed on paradigmatic geometrically nonlinear structures under linear and nonlinear material response.

The paper is organized as follows. First, the formulation of the 3D Timoshenko beam FE model with moderately large
deformations is reviewed. Then, the CSBDI and FDDI techniques are described in a unified formulation. For the former, the ill-
conditioning of the fundamental matrices is studied, while specific but fundamental computational schemes are shown for the latter.
Finally, the numerical simulations are presented.

2. Beam element formulation

The following sections review the element formulation, starting with the main assumptions for the cross-section mechanics and
then presenting the element governing equations.

2.1. Cross-section mechanics

The element formulation is based on the Timoshenko beam theory, which accounts for the transverse shear deformation. The
beam element has two nodes 𝑖 and 𝑗. The local coordinate system (𝑖; 𝑥, 𝑦, 𝑧) is defined such that the 𝑥 axis coincides with the beam
axis and 𝑦 and 𝑧 define the orthogonal cross-section plane (Fig. 1).

Under exact nonlinear kinematics and assuming rigid cross-section, the displacement fields of any point 𝑚 of the beam,
𝐮𝑚(𝑥, 𝑦, 𝑧) =

{

𝑢𝑚(𝑥, 𝑦, 𝑧) 𝑣𝑚(𝑥, 𝑦, 𝑧) 𝑤𝑚(𝑥, 𝑦, 𝑧)
}𝑇 , are nonlinear functions of the generalized cross-section displacements [40,50,

51], i.e. the rigid translations 𝑢(𝑥), 𝑣(𝑥) and 𝑤(𝑥), and rotations 𝜃𝑥(𝑥), 𝜃𝑦(𝑥) and 𝜃𝑧(𝑥) (Fig. 1).
The same rigid cross-section assumption gives rise to null in-plane strains, that is, 𝜀𝑦𝑦(𝑥, 𝑦, 𝑧) = 𝜀𝑧𝑧(𝑥, 𝑦, 𝑧) = 𝛾𝑦𝑧(𝑥, 𝑦, 𝑧) = 0, and

thus the non-null Green–Lagrange material strains at the point 𝑚 are:

ε𝑚(𝑥, 𝑦, 𝑧) =

⎧

⎪

⎨

⎪

⎩

𝜀𝑥𝑥(𝑥, 𝑦, 𝑧)
𝛾𝑥𝑦(𝑥, 𝑦, 𝑧)
𝛾𝑥𝑧(𝑥, 𝑦, 𝑧)

⎫

⎪

⎬

⎪

⎭

=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑥 + 1

2

[

d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑥

]2
+ 1

2

[

d𝑣𝑚(𝑥,𝑦,𝑧)
d𝑥

]2
+ 1

2

[

d𝑤𝑚(𝑥,𝑦,𝑧)
d𝑥

]2

d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑦 + d𝑣𝑚(𝑥,𝑦,𝑧)

d𝑥 + d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑥

d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑦 + d𝑣𝑚(𝑥,𝑦,𝑧)

d𝑥
d𝑣𝑚(𝑥,𝑦,𝑧)

d𝑦 + d𝑤𝑚(𝑥,𝑦,𝑧)
d𝑥

d𝑤𝑚(𝑥,𝑦,𝑧)
d𝑦

d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑧 + d𝑤𝑚(𝑥,𝑦,𝑧)

d𝑥 + d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑥

d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑧 + d𝑣𝑚(𝑥,𝑦,𝑧)

d𝑥
d𝑣𝑚(𝑥,𝑦,𝑧)

d𝑧 + d𝑤𝑚(𝑥,𝑦,𝑧)
d𝑥

d𝑤𝑚(𝑥,𝑦,𝑧)
d𝑧

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(1)

However, based on the Von Karman theory [35,36], cross-section rigid translations with respect to the reference axis are assumed
as large but rotations are considered as small. Hence, displacements 𝐮𝑚(𝑥, 𝑦, 𝑧) are linearized [6,44] obtaining:

𝐮𝑚(𝑥, 𝑦, 𝑧) =
⎧

⎪

⎨

⎪

𝑢𝑚(𝑥, 𝑦, 𝑧)
𝑣𝑚(𝑥, 𝑦, 𝑧)
𝑤 (𝑥, 𝑦, 𝑧)

⎫

⎪

⎬

⎪

=

⎧

⎪

⎨

⎪

𝑢(𝑥) − 𝑦𝜃𝑧(𝑥) + 𝑧𝜃𝑦(𝑥)
𝑣(𝑥) − 𝑧𝜃𝑥(𝑥)
𝑤(𝑥) + 𝑦𝜃 (𝑥)

⎫

⎪

⎬

⎪

(2)
3

⎩

𝑚
⎭ ⎩

𝑥
⎭



Computer Methods in Applied Mechanics and Engineering 428 (2024) 117067P. Di Re and D.M. Benaim Sanchez

d

t

w

Similarly, term 1
2

[

d𝑢𝑚(𝑥,𝑦,𝑧)
d𝑥

]2
is neglected in the definition of the material strain 𝜀𝑥𝑥(𝑥, 𝑦, 𝑧), together with higher-order terms

in the definition of 𝛾𝑥𝑦(𝑥, 𝑦, 𝑧) and 𝛾𝑥𝑧(𝑥, 𝑦, 𝑧), giving rise to a description of moderately large deformation [6,34,44]. By introducing
Eq. (2) into Eq. (1), the material strains are re-written in terms of generalized cross-section displacements. Moreover, based on the
previous assumption, the terms associated to

[

d𝜃𝑥(𝑥)
d𝑥

]2
, i.e., the Wagner terms related to geometric nonlinear torsion [24,48,52], are

also neglected, and it results:

ε𝑚(𝑥, 𝑦, 𝑧) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

d𝑢(𝑥)
d𝑥 − 𝑦 d𝜃𝑧(𝑥)

d𝑥 + 𝑧 d𝜃𝑦(𝑥)
d𝑥 + 1

2

[

d𝑣(𝑥)
d𝑥

]2
+ 1

2

[

d𝑤(𝑥)
d𝑥

]2

−𝜃𝑧(𝑥) +
d𝑣(𝑥)
d𝑥 − 𝑧 d𝜃𝑥(𝑥)

d𝑥

𝜃𝑦(𝑥) +
d𝑤(𝑥)

d𝑥 + 𝑦 d𝜃𝑥(𝑥)
d𝑥

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(3)

To be noted is that, the Wagner term is accounted for in approximate way through the corotational formulation adopted to
escribe the large nodal displacement and rotations, as described in [47,48].

Eq. (3) is written in compact form, by introducing the compatibility matrix 𝐚𝑠(𝑦, 𝑧):

𝐚𝑠(𝑦, 𝑧) =
⎡

⎢

⎢

⎣

1 −𝑦 0 0 𝑧 0
0 0 √

𝜓𝑦 −𝑧
√

𝜓𝑥 0 0
0 0 0 𝑦

√

𝜓𝑥 0
√

𝜓𝑧

⎤

⎥

⎥

⎦

(4)

This relates ε𝑚(𝑥, 𝑦, 𝑧) to the generalized cross-section strains 𝐞(𝑥), that is the axial strain 𝜀𝐺(𝑥), flexural curvatures 𝜒𝑧(𝑥) and 𝜒𝑦(𝑥),
orsional curvature 𝜒𝑥(𝑥), and shear strains 𝛾𝑦(𝑥) and 𝛾𝑧(𝑥). The expression results as:

ε𝑚(𝑥, 𝑦, 𝑧) = 𝐚𝑠(𝑦, 𝑧) 𝐞(𝑥) (5)

ith:

𝐞(𝑥) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝜀𝐺(𝑥)
𝜒𝑧(𝑥)
𝛾𝑦(𝑥)
𝜒𝑥(𝑥)
𝜒𝑦(𝑥)
𝛾𝑧(𝑥)

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

=

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝑢′(𝑥) + 1
2

[

𝑣′(𝑥)
]2 + 1

2

[

𝑤′(𝑥)
]2

𝜃′𝑧(𝑥)
𝑣′(𝑥) − 𝜃𝑧(𝑥)

𝜃′𝑥(𝑥)
𝜃′𝑦(𝑥)

𝑤′(𝑥) + 𝜃𝑦(𝑥)

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

(6)

where prime symbol indicates the derivative with respect to 𝑥. The kinematic matrix 𝐚𝑠(𝑥) in Eq. (4) is properly defined with the
introduction of the torsional 𝜓𝑥, and shear 𝜓𝑦 and 𝜓𝑧 correction coefficients, to account for torsional and shear warping in an
approximate way [4]. The corrections presented herein are based on the linear elastic solutions for beams subjected to shear and
torsion. In this study, the same definition of 𝐚𝑠(𝑥) is adopted also in the elasto-plastic range, as it provides the simplest yet reasonable
description of the cross-section kinematics.

The work-conjugate stresses at point 𝑚 are σ𝑚(𝑥, 𝑦, 𝑧) =
{

𝜎𝑥𝑥(𝑥, 𝑦, 𝑧) 𝜏𝑥𝑦(𝑥, 𝑦, 𝑧) 𝜏𝑥𝑧(𝑥, 𝑦, 𝑧)
}𝑇 . Thus, standing on the virtual

work principle, the generalized cross-section stresses (internal forces) result as:

𝐬(𝑥) =
{

𝑁(𝑥) 𝑀𝑧(𝑥) 𝑇𝑦(𝑥) 𝑀𝑥(𝑥) 𝑀𝑦(𝑥) 𝑇𝑧(𝑥)
}𝑇 = ∫𝐴

𝐚𝑇𝑠 (𝑦, 𝑧)σ𝑚(𝑥, 𝑦, 𝑧) 𝑑𝐴 (7)

where vector 𝐬(𝑥) collects the normal force 𝑁(𝑥), bending moments 𝑀𝑧(𝑥) and 𝑀𝑦(𝑥), torsional moment 𝑀𝑥(𝑥), and shear forces
𝑇𝑦(𝑥) and 𝑇𝑧(𝑥).

Finally, the cross-section stiffness matrix 𝐤𝑠(𝑥) is given by:

𝐤𝑠(𝑥) = ∫𝐴
𝐚𝑇𝑠 (𝑦, 𝑧)𝐤𝑚(𝑥, 𝑦, 𝑧) 𝐚𝑠(𝑦, 𝑧) 𝑑𝐴 (8)

being 𝐴 the cross-section area. This matrix governs the incremental cross-section generalized stress–strain relationship, i.e. 𝛿𝐬(𝑥) =
𝐤𝑠(𝑥) 𝛿𝐞(𝑥), being 𝐤𝑚(𝑥, 𝑦, 𝑧) the material stiffness matrix governing the incremental material stress–strain relationship, that is
𝛿σ𝑚(𝑥, 𝑦, 𝑧) = 𝐤𝑚(𝑥, 𝑦, 𝑧) 𝛿ε𝑚(𝑥, 𝑦, 𝑧).

It is worth to show that, for a linear elastic isotropic material, the material stiffness matrix is diagonal, 𝐤𝑚(𝑥, 𝑦, 𝑧) = diag {𝐸,𝐺,𝐺},
depending on the Young’s and shear moduli, 𝐸 and 𝐺. Hence, for a homogeneous cross-section, the stiffness matrix 𝐤𝑠(𝑥) results as:

𝐤𝑠(𝑥)𝐿𝐸 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

𝐸𝐴 −𝐸𝑆𝑧 0 0 𝐸𝑆𝑦 0
−𝐸𝑆𝑧 𝐸𝐼𝑧 0 0 −𝐸𝐼𝑦𝑧 0

0 0 𝐺𝜓𝑦𝐴 −𝐺√𝜓𝑦𝜓𝑥𝑆𝑦 0 0
0 0 −𝐺√𝜓𝑦𝜓𝑥𝑆𝑦 𝐺𝜓𝑥𝐼𝜌 0 𝐺

√

𝜓𝑧𝜓𝑥𝑆𝑧
𝐸𝑆𝑦 −𝐸𝐼𝑦𝑧 0 0 𝐸𝐼𝑦 0

√

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

(9)
4

⎣

0 0 0 𝐺 𝜓𝑧𝜓𝑥𝑆𝑧 0 𝐺𝜓𝑧𝐴 ⎦
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where
{

𝑆𝑦; 𝑆𝑧
}

,
{

𝐼𝑧; 𝐼𝑦; 𝐼𝑦𝑧
}

and 𝐼𝜌 denote the first, the second and the polar moments of area of the cross-section, respectively.
he products 𝐴∗

𝑦 = 𝜓𝑦𝐴, 𝐴∗
𝑧 = 𝜓𝑧𝐴 and 𝐽 = 𝜓𝑥𝐼𝜌 define the shear areas 𝐴∗

𝑦 and 𝐴∗
𝑧 and torsional inertia 𝐽 , respectively.

It is observed that, if axes 𝑦 and 𝑧 are principal axes, all non-diagonal term vanish, and the cross-section stiffness matrix assumes
he simpler form 𝐤𝑠(𝑥) = diag

{

𝐸𝐴,𝐸𝐼𝑧, 𝐺𝐴∗
𝑦 , 𝐺𝐽 , 𝐸𝐼𝑦, 𝐺𝐴

∗
𝑧

}

, i.e. absence of coupling between the generalized section components.

.2. Element mechanics

In the element local reference system, the rigid body motions are removed and the element formulation is derived referring to
he six basic deformation displacements 𝐯 and the work-conjugate basic nodal forces 𝐪 (Fig. 1), i.e.:

𝐯 =
{

𝑢𝑥 𝑗 𝜃𝑧 𝑖 𝜃𝑧 𝑗 𝜃𝑥 𝑗 𝜃𝑦 𝑖 𝜃𝑦 𝑗
}𝑇 and 𝐪 =

{

𝑝𝑥 𝑗 𝑚𝑧 𝑖 𝑚𝑧 𝑗 𝑚𝑥 𝑗 𝑚𝑦 𝑖 𝑚𝑦 𝑗
}𝑇 (10)

The formulation is based on an equilibrated approach, where the cross-section stresses 𝐬(𝑥) are interpolated from the nodal forces
𝐪, by imposing the equilibrium in the deformed configuration [6], i.e. by considering the transverse cross-section displacements 𝑣(𝑥)
nd 𝑤(𝑥):

𝐬(𝑥) = 𝐛(𝑥)𝐪 + 𝐬𝑏(𝑥) (11)

being 𝐛(𝑥) the equilibrium matrix, resulting as:

𝐛(𝑥) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 0 0
𝑣(𝑥) 𝑥

𝐿 − 1 𝑥
𝐿 0 0 0

−𝑣′(𝑥) − 1
𝐿 − 1

𝐿 0 0 0

0 0 0 1 0 0
−𝑤(𝑥) 0 0 0 𝑥

𝐿 − 1 𝑥
𝐿

−𝑤′(𝑥) 0 0 0 1
𝐿

1
𝐿

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(12)

and where, based on the second-order geometry assumption, the nonlinear coupling between the axial and shear internal forces
is neglected in the definition of matrix 𝐛(𝑥). 𝐿 is the undeformed element length and 𝐬𝑏(𝑥) are the cross-section stresses due to
distributed loads, that is the axial load 𝑏𝑢(𝑥), the transverse loads 𝑏𝑣(𝑥) and 𝑏𝑤(𝑥) in the directions 𝑦 and 𝑧, respectively, and
the distributed torque 𝑚𝑥(𝑥). The expressions for 𝐬𝑏(𝑥) can be derived as particular solution of the equilibrium conditions under
distributed loads and zero basic nodal forces 𝐪. When these conditions are expressed in the element deformed configuration, with
the axial-shear coupling similarly neglected, only the contributions arising from 𝑏𝑢(𝑥) exhibits nonlinearity. Consequently, in this
study, all expressions for 𝐬𝑏(𝑥) are approximated to be equivalent to the analogous linear equilibrium solution obtained under linear
geometry [4]. The responsibility for error correction is then delegated to the corotational approach and mesh refinement.

It is worth to mention that more general equilibrated stress interpolations than that in Eqs. (11) and Eq. (12) are also possible,
even removing the hypothesis of small rotations. To this end, a particularly convenient approach is that based on the interpolation
of spatial stress measures, as suggested in [39,53], as these are always constant along the beam axis, even under nonlinear geometry,
as opposed to the local quantities. However, the enhancement of the beam FE formulation is beyond the scope of this work and is
not discussed in this paper.

The relationship between the generalized cross-section strains 𝐞(𝑥) and the element basic displacements 𝐯 is obtained from the
Hellinger–Reissner variational principle [6,44,54] and, given the particular selection of the local corotational reference system
(Fig. 1), it results as:

𝐯 = ∫

𝐿

0
𝐛∗ 𝑇 (𝑥) 𝐞(𝑥) 𝑑𝑥 (13)

where matrix 𝐛∗(𝑥) governs the incremental form of Eq. (11), i.e., 𝛿𝐬(𝑥) = 𝐛∗(𝑥) 𝛿𝐪 [47], resulting as:

𝐛∗(𝑥) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 0 0
𝑣(𝑥)
2

𝑥
𝐿 − 1 𝑥

𝐿 0 0 0

− 𝑣′(𝑥)
2 − 1

𝐿 − 1
𝐿 0 0 0

0 0 0 1 0 0

−𝑤(𝑥)
2 0 0 0 𝑥

𝐿 − 1 𝑥
𝐿

−𝑤′(𝑥)
2 0 0 0 1

𝐿
1
𝐿

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(14)

Hence, the element flexibility matrix 𝐟 is obtained by differentiating of the element basic displacements with respect to the basic
nodal forces and results as [44,47]:

𝐟 = d𝐯
d𝐪 = ∫

𝐿

0

{

𝐛∗ 𝑇 (𝑥) 𝐟𝑠(𝑥) [𝐛(𝑥) + 𝐫(𝑥)] + 𝐠(𝑥)
}

𝑑𝑥 (15)

being 𝐟𝑠(𝑥) = 𝐤−1𝑠 (𝑥) the generalized cross-section flexibility matrix, while 𝐫(𝑥) and 𝐠(𝑥) are matrices obtained from the derivatives
of 𝐛(𝑥) and 𝐛∗(𝑥) with respect to 𝐪 [44,47].
5
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As observed in [6,47], the element flexibility matrix is non-symmetric. However, when computed through quadrature rules in
onjunction with the CSBDI, 𝐟 numerically tends to be symmetric, with the anti-symmetric part containing terms that are more than
ive order of magnitude smaller than those appearing in the symmetric part. This also applies to the FDDI, where the terms of the
nti-symmetric part are, in some cases, even smaller, as observed by direct inspection of the values obtained for the applications
onducted in this work.

. Numerical techniques for transverse displacement computation

The integrals in Eqs. (13) and (15) are numerically solved by means of one-dimensional (1D) quadrature schemes (see also
ppendix A), which are particularly advantageous, especially for nonlinear constitutive conditions. It results:

𝐯 =
𝑛
∑

ℎ=1
𝐛∗ 𝑇 (𝜉ℎ) 𝐞(𝜉ℎ)𝑤ℎ and 𝐟 =

𝑛
∑

ℎ=1

{

𝐛∗ 𝑇 (𝜉ℎ) 𝐟𝑠(𝜉ℎ)
[

𝐛(𝜉ℎ) + 𝐫(𝜉ℎ)
]

+ 𝐠(𝜉ℎ)
}

𝑤ℎ (16)

here 𝜉ℎ = 𝑥ℎ∕𝐿 and 𝑤ℎ (with ℎ = 1,… , 𝑛) are the normalized abscissas and weights of the 𝑛 quadrature points (cross-sections).
ence, the values of transverse displacements 𝑣(𝑥) and 𝑤(𝑥) at the quadrature cross-sections, and their derivatives with respect to
and 𝐪, are required to compute 𝐯 and 𝐟 .

The CSBDI technique in [44] and the proposed FDDI technique accomplish this task. In the following, these are described referring
o the same formal notation, where the transverse displacements and the derivatives with respect to 𝑥 of all element quadrature
ross-sections are collected in the vectors:

𝐕 =
{

𝑣(𝜉1) 𝑣(𝜉2) … 𝑣(𝜉𝑛)
}𝑇 and 𝐖 =

{

𝑤(𝜉1) 𝑤(𝜉2) … 𝑤(𝜉𝑛)
}𝑇 (17)

𝐕′ =
{

𝑣′(𝜉1) 𝑣′(𝜉2) … 𝑣′(𝜉𝑛)
}𝑇 and 𝐖′ =

{

𝑤′(𝜉1) 𝑤′(𝜉2) … 𝑤′(𝜉𝑛)
}𝑇 (18)

he curvatures and shear strains are assumed to be known at the quadrature abscissas and listed in the vectors:

𝐗𝑧 =
{

𝜒𝑧(𝜉1) 𝜒𝑧(𝜉2) … 𝜒𝑧(𝜉𝑛)
}𝑇 and 𝜞 𝑦 =

{

𝛾𝑦(𝜉1) 𝛾𝑦(𝜉2) … 𝛾𝑦(𝜉𝑛)
}𝑇 (19)

𝐗𝑦 =
{

𝜒𝑦(𝜉1) 𝜒𝑦(𝜉2) … 𝜒𝑦(𝜉𝑛)
}𝑇 and 𝜞 𝑧 =

{

𝛾𝑧(𝜉1) 𝛾𝑧(𝜉2) … 𝛾𝑧(𝜉𝑛)
}𝑇 (20)

ence, according to both techniques, 𝐕, 𝐖, 𝐕′, 𝐖′ can be expressed in terms of 𝐗𝑧, 𝜞 𝑦, 𝐗𝑦 and 𝜞 𝑧 as:

𝐕 = 𝐇𝜒𝐗𝑧 +𝐇𝛾𝜞 𝑦 and 𝐖 = −𝐇𝜒𝐗𝑦 +𝐇𝛾𝜞 𝑧 (21)

𝐕′ = 𝐇′
𝜒𝐗𝑧 +𝐇′

𝛾𝜞 𝑦 and 𝐖′ = −𝐇′
𝜒𝐗𝑦 +𝐇′

𝛾𝜞 𝑧 (22)

here matrices 𝐇𝜒 , 𝐇′
𝜒 , 𝐇𝛾 and 𝐇′

𝛾 are defined differently depending on whether one or the other technique is applied, as discussed
in the two following subsections.

Finally, the derivatives with respect to 𝐪 of all quadrature cross-sections result in the matrices 𝐕,𝐪 = d𝐕
d𝐪 , 𝐕′

,𝐪 = d𝐕′

d𝐪 , 𝐖,𝐪 = d𝐖
d𝐪

and 𝐖′
,𝐪 = d𝐖′

d𝐪 . These are computed following the same procedure as in [44,47]. In particular, if the compact form 𝐘,𝐪 =
[

𝐕𝑇,𝐪 𝐕′𝑇
,𝐪 𝐖𝑇

,𝐪 𝐖′𝑇
,𝐪

]𝑇
is introduced, it results:

𝐘,𝐪 =
(

𝐈4𝑛 − 𝑝𝑥 𝑗 �̄� ̄̄𝐅𝑠
)−1

(

�̄� �̄�𝑠 �̄�
)

(23)

where 𝐈4𝑛 is a 4 × 4 identity matrix, while:

�̄� =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝐇𝜒 𝐇𝛾 𝐎𝑛 𝐎𝑛

𝐇′
𝜒 𝐇′

𝛾 𝐎𝑛 𝐎𝑛

𝐎𝑛 𝐎𝑛 −𝐇𝜒 𝐇𝛾

𝐎𝑛 𝐎𝑛 −𝐇′
𝜒 𝐇′

𝛾

⎤

⎥

⎥

⎥

⎥

⎥

⎦

and �̄� =

⎡

⎢

⎢

⎢

⎢

⎣

𝐛(𝜉1)
𝐛(𝜉2)
⋮

𝐛(𝜉𝑛)

⎤

⎥

⎥

⎥

⎥

⎦

(24)

Matrices �̄�𝑠 and ̄̄𝐅𝑠 collect the quadrature cross-section flexibility matrices according to the definitions in [47]. Further details can
be found in this reference paper.

3.1. Review of the CSBDI technique

In the CSBDI, the curvatures and shear strains are interpolated along the element axis through Lagrange polynomials (Fig. 2).
These polynomials are collected in the row vector 𝜦(𝜉) =

[

𝜆1(𝜉) 𝜆2(𝜉) … 𝜆𝑛(𝜉)
]

, which gives rise to the following expressions:

𝜒𝑧(𝜉) = 𝜦(𝜉)𝐗𝑧 and 𝛾𝑦(𝜉) = 𝜦(𝜉)𝜞 𝑦 (25)

𝜒𝑦(𝜉) = 𝜦(𝜉)𝐗𝑦 and 𝛾𝑧(𝜉) = 𝜦(𝜉)𝜞 𝑧 (26)

The cross-section compatibility conditions in Eq. (6) impose that:

𝑣′′(𝑥) = 𝜒 (𝑥) + 𝛾 ′(𝑥) and 𝑤′′(𝑥) = −𝜒 (𝑥) + 𝛾 ′ (𝑥) (27)
6

𝑧 𝑦 𝑦 𝑧
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Fig. 2. Schematic of the curvatures and shear strains interpolation along the element axis.

After expressing in 𝜉, the integration of these equations, with the introduction of the boundary conditions and Eqs. (25) and (26),
gives [44,47]:

𝑣(𝜉) = 𝐡𝜒 (𝜉)𝐗𝑧 + 𝐡𝛾 (𝜉)𝜞 𝑦 and 𝑤(𝜉) = −𝐡𝜒 (𝜉)𝐗𝑦 + 𝐡𝛾 (𝜉)𝜞 𝑧 (28)

where 𝐡𝜒 (𝜉) and 𝐡𝛾 (𝜉) are row vectors that collects the integrals of the Lagrange polynomials [44,47]. These are defined by
introducing the Vandermonde matrix 𝐆 of the quadrature cross-section abscissas [34,44], i.e.:

𝐆 =

⎡

⎢

⎢

⎢

⎢

⎣

1 𝜉1 𝜉21 … 𝜉 𝑛−11

1 𝜉2 𝜉22 … 𝜉 𝑛−12
⋮ ⋮ ⋮ ⋱ ⋮
1 𝜉𝑛 𝜉2𝑛 … 𝜉 𝑛−1𝑛

⎤

⎥

⎥

⎥

⎥

⎦

(29)

which leads to the following expressions:

𝐡𝜒 (𝜉) = 𝐿2
[

1
2

(

𝜉2 − 𝜉
) 1

6

(

𝜉3 − 𝜉
)

… 1
𝑛(𝑛+1)

(

𝜉 𝑛+1 − 𝜉
)

]

𝐆−1 (30)

𝐡𝛾 (𝜉) = 𝐿
[

0 1
2

(

𝜉2 − 𝜉
)

… 1
𝑛 (𝜉

𝑛 − 𝜉)
]

𝐆−1 (31)

𝐡′𝜒 (𝜉) = 𝐿2
[(

𝜉 − 1
2

)

1
2

(

𝜉2 − 1
3

)

… 1
𝑛

(

𝜉 𝑛 − 1
𝑛+1

)]

𝐆−1 (32)

𝐡′𝛾 (𝜉) = 𝐿
[

0
(

𝜉 − 1
2

)

…
(

𝜉 𝑛−1 − 1
𝑛

)]

𝐆−1 (33)

Thus, by evaluating Eq. (28) for all quadrature cross-sections, the expressions in Eqs. (21) and (22) are obtained, where the matrices
𝐇𝜒 , 𝐇′

𝜒 , 𝐇𝛾 and 𝐇′
𝛾 result as:

𝐇𝜒 =

⎡

⎢

⎢

⎢

⎢

⎣

𝐡𝜒 (𝜉1)
𝐡𝜒 (𝜉2)

⋮
𝐡𝜒 (𝜉𝑛)

⎤

⎥

⎥

⎥

⎥

⎦

, 𝐇𝛾 =

⎡

⎢

⎢

⎢

⎢

⎣

𝐡𝛾 (𝜉1)
𝐡𝛾 (𝜉2)

⋮
𝐡𝛾 (𝜉𝑛)

⎤

⎥

⎥

⎥

⎥

⎦

, 𝐇′
𝜒 =

⎡

⎢

⎢

⎢

⎢

⎣

𝐡′𝜒 (𝜉1)

𝐡′𝜒 (𝜉2)
⋮

𝐡′𝜒 (𝜉𝑛)

⎤

⎥

⎥

⎥

⎥

⎦

and 𝐇′
𝛾 =

⎡

⎢

⎢

⎢

⎢

⎣

𝐡′𝛾 (𝜉1)

𝐡′𝛾 (𝜉2)
⋮

𝐡′𝛾 (𝜉𝑛)

⎤

⎥

⎥

⎥

⎥

⎦

(34)

i.e., these contain the evaluation of the matrices 𝐡𝜒 (𝜉), 𝐡′𝜒 (𝜉), 𝐡𝛾 (𝜉) and 𝐡′𝛾 (𝜉) at all quadrature abscissas.
As pointed out in [37], the CSBDI technique may encounter numerical issues when a large number of quadrature cross-sections

are used along the element. This is because, in this case, an oscillatory Lagrange interpolation of the curvatures and shear strains can
induce oscillatory variation of the displacements and lead to incorrect solutions. Scott and Denavit [46] showed that this problem
is irrelevant if a small number of quadrature cross-sections are used, focusing their study on the common case where 𝑛 = 5.

The numerical analyses conducted in this work and presented in Section 5 examine the accuracy of the CSBDI in this regard.
However, an important aspect deserves to be discussed. As indicated in Eqs. (30) to (33), the computation of the matrices 𝐇𝜒 , 𝐇′

𝜒 ,
𝐇𝛾 and 𝐇′

𝛾 requires the inverse of the matrix 𝐆. When the integration rule uses many quadrature cross-sections, matrix 𝐆 becomes
badly conditioned, i.e., it results nearly singular and numerically difficult to invert. Fig. 3 shows the variation of the reciprocal
condition number 𝑟𝑐 (𝐆) of this matrix when the number of quadrature cross-sections 𝑛 increases from 2 to 14. 𝑟𝑐 (𝐆) is a scalar
close to 0 when 𝐆 is nearly singular and badly conditioned, and close to 1 when 𝐆 is well conditioned [55]. The plotted values
are computed in Matlab (rcond function) for three different distributions of the quadrature cross-sections along 𝐿, i.e., an equally
spaced distribution (solid blue curve) that includes the end points (as in the Trapezoidal or Simpson quadrature scheme), and the two
distributions corresponding to the Gauss–Legendre (dashed black curve) and Gauss–Lobatto (dashed red curve) quadrature schemes.
The figure shows that, when 𝑛 > 7, the reciprocal condition number is very close to 0 (for 𝑛 = 7, it results 𝑟𝑐 (𝐆) = 0.00001159 for the
equally spaced distribution, 𝑟𝑐 (𝐆) = 0.00322148 for the Gauss–Legendre distribution, and 𝑟𝑐 (𝐆) = 0.00463530 for the Gauss–Lobatto
distribution) and tends to vanish when the number of cross-sections is increased, that is, 𝐆 tends to be singular.

3.2. Proposed FDDI technique

The proposed Finite Difference Displacement Integration (FDDI) technique is based on the idea that the cross-section compat-
ibility conditions in Eq. (27), when imposed at the quadrature cross-sections, can be expressed through FD approximations of the
7
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Fig. 3. Variation of the reciprocal condition number of the Vandermonde matrix 𝐆 with respect to the number 𝑛 of quadrature cross-sections.

transverse displacement second order derivatives, i.e., by means of proper linear combinations of the transverse displacements in 𝐕
and 𝐖 [54,56–58]. For the ℎ𝑡ℎ quadrature cross-section, these approximations are written as:

𝑣′′(𝜉ℎ) ≈
𝑛
∑

𝑗=1
𝛿2ℎ 𝑗 𝑣(𝜉𝑗 ) =

{

𝛿2ℎ 1 𝛿2ℎ 2 … 𝛿2ℎ 𝑛
}

𝐕 (35)

𝑤′′(𝜉ℎ) ≈
𝑛
∑

𝑗=1
𝛿2ℎ 𝑗 𝑤(𝜉𝑗 ) =

{

𝛿2ℎ 1 𝛿2ℎ 2 … 𝛿2ℎ 𝑛
}

𝐖 (36)

where 𝛿2ℎ 1, 𝛿
2
ℎ 2,… , 𝛿2ℎ 𝑛 are the FD coefficients that define the second order derivative approximation. It has to be noted that the

superscript of the symbols 𝛿 here indicate the derivative order to be approximated. Hence, it results:
{

𝛿2ℎ 1 𝛿2ℎ 2 … 𝛿2ℎ 𝑛
}

𝐕 = 𝜒𝑧(𝜉ℎ) + 𝛾 ′𝑦(𝜉ℎ) (37)
{

𝛿2ℎ 1 𝛿2ℎ 2 … 𝛿2ℎ 𝑛
}

𝐖 = −𝜒𝑦(𝜉ℎ) + 𝛾 ′𝑧(𝜉ℎ) (38)

The first order derivatives of the shear strains, 𝛾 ′𝑦(𝜉ℎ) and 𝛾 ′𝑧(𝜉ℎ), are similarly approximated by exploiting the FD approach, i.e.:

𝛾 ′𝑦(𝜉ℎ) ≈
𝑛
∑

𝑗=1
𝛿1ℎ 𝑗 𝛾𝑦(𝜉𝑗 ) =

{

𝛿1ℎ 1 𝛿1ℎ 2 … 𝛿1ℎ 𝑛
}

𝜞 𝑦 (39)

𝛾 ′𝑧(𝜉ℎ) ≈
𝑛
∑

𝑗=1
𝛿1ℎ 𝑗 𝛾𝑧(𝜉𝑗 ) =

{

𝛿1ℎ 1 𝛿1ℎ 2 … 𝛿1ℎ 𝑛
}

𝜞 𝑧 (40)

where 𝛿1ℎ 1, 𝛿
1
ℎ 2,… , 𝛿1ℎ 𝑛 are the FD coefficients that define the first order derivative approximation. Hence, it results:

{

𝛿2ℎ 1 𝛿2ℎ 2 … 𝛿2ℎ 𝑛
}

𝐕 = 𝜒𝑧(𝜉ℎ) +
{

𝛿1ℎ 1 𝛿1ℎ 2 … 𝛿1ℎ 𝑛
}

𝜞 𝑦 (41)
{

𝛿2ℎ 1 𝛿2ℎ 2 … 𝛿2ℎ 𝑛
}

𝐖 = −𝜒𝑦(𝜉ℎ) +
{

𝛿1ℎ 1 𝛿1ℎ 2 … 𝛿1ℎ 𝑛
}

𝜞 𝑧 (42)

Eqs. (41) and (42) are written for all quadrature cross-sections in the following matrix forms:

⎡

⎢

⎢

⎢

⎢

⎣

𝛿21 1 𝛿21 2 … 𝛿21 𝑛
𝛿22 1 𝛿22 2 … 𝛿22 𝑛
⋮ ⋮ ⋱ ⋮
𝛿2𝑛 1 𝛿2𝑛 2 … 𝛿2𝑛 𝑛

⎤

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟2

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑣(𝜉1)
𝑣(𝜉2)
⋮

𝑣(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏟⏟
𝐕

=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜒𝑧(𝜉1)
𝜒𝑧(𝜉2)

⋮
𝜒𝑧(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏞⏞⏟⏞⏞⏟
𝐗𝑧

+

⎡

⎢

⎢

⎢

⎢

⎣

𝛿11 1 𝛿11 2 … 𝛿11 𝑛
𝛿12 1 𝛿12 2 … 𝛿12 𝑛
⋮ ⋮ ⋱ ⋮
𝛿1𝑛 1 𝛿1𝑛 2 … 𝛿1𝑛 𝑛

⎤

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟1

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝛾𝑦(𝜉1)
𝛾𝑦(𝜉2)
⋮

𝛾𝑦(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏞⏟⏞⏟
𝜞 𝑦

(43)

⎡

⎢

⎢

⎢

⎢

⎣

𝛿21 1 𝛿21 2 … 𝛿21 𝑛
𝛿22 1 𝛿22 2 … 𝛿22 𝑛
⋮ ⋮ ⋱ ⋮
𝛿2𝑛 1 𝛿2𝑛 2 … 𝛿2𝑛 𝑛

⎤

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟2

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑤(𝜉1)
𝑤(𝜉2)
⋮

𝑤(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏞⏟⏞⏟
𝐖

= −

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜒𝑦(𝜉1)
𝜒𝑦(𝜉2)

⋮
𝜒𝑦(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏞⏞⏟⏞⏞⏟
𝐗𝑦

+

⎡

⎢

⎢

⎢

⎢

⎣

𝛿11 1 𝛿11 2 … 𝛿11 𝑛
𝛿12 1 𝛿12 2 … 𝛿12 𝑛
⋮ ⋮ ⋱ ⋮
𝛿1𝑛 1 𝛿1𝑛 2 … 𝛿1𝑛 𝑛

⎤

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟1

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝛾𝑧(𝜉1)
𝛾𝑧(𝜉2)
⋮

𝛾𝑧(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏞⏟⏞⏟
𝜞 𝑧

(44)

where matrices 𝜟2 and 𝜟1 collect all the FD coefficients for the second and first order derivative approximations, respectively,
which depend only on the quadrature cross-section abscissas. The method used for their computation is discussed in the following
8

subsection, although the previous expressions are generally valid.
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Fig. 4. Partition between the central and the end quadrature cross-sections.

As mentioned, the curvatures and shear strains, 𝐗𝑧, 𝜞 𝑦, 𝐗𝑧 and 𝜞 𝑧, on the right hand side of Eqs. (43) and (44) are supposed
to be known. Hence, the quadrature cross-section displacements, 𝐕 and 𝐖, on the left-hand side, could be computed by inverting
matrix 𝜟2. However, inversion of the matrix 𝜟2 is not always possible, and a proper modification of Eqs. (43) and (44) is required,
as described below.

It is assumed that the quadrature scheme used for the FE numerical integration always includes the two points located at the
elements ends, e.g., in the Gauss–Lobatto, Trapezoidal or Simpson quadrature rule, and that at least 3 quadrature cross-sections
are considered, 𝑛 ≥ 3. Although this represents a limitation of the proposed FDDI technique, this circumstance is very common in
practical nonlinear beam FE analysis, as the direct monitoring of the element end cross-sections, where stresses usually assume their
maximum values, is often required [5,30,59]. For example, the Gauss–Lobatto quadrature rule with 𝑛 = 4 or 𝑛 = 5 is often adopted.

Under this assumption, due to the simply-supported restraint configuration used to define the basic element displacements in
the local reference system (Fig. 4), the transverse displacements of the end quadrature cross-sections are zero and do not need to
be computed.

Thus, Eqs. (43) and (44) are rewritten by expressing the compatibility conditions of Eqs. (41) and (42) only for the central
quadrature cross-sections (ℎ = 2,… , 𝑛 − 1) and considering that 𝑣(𝜉1) = 𝑣(𝜉𝑛) = 𝑤(𝜉1) = 𝑤(𝜉𝑛) = 0, i.e., the coefficients associated to
𝑣(𝜉1), 𝑣(𝜉𝑛), 𝑤(𝜉1) and 𝑤(𝜉𝑛) are eliminated from 𝜟2, (first and last columns of the matrix). Hence, it results:

⎡

⎢

⎢

⎣

𝛿22 2 … 𝛿22 𝑛−1
⋮ ⋱ ⋮

𝛿2𝑛−1 2 … 𝛿2𝑛−1 𝑛−1

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟2𝑐

⎧

⎪

⎨

⎪

⎩

𝑣(𝜉2)
⋮

𝑣(𝜉𝑛−1)

⎫

⎪

⎬

⎪

⎭

⏟⏞⏞⏟⏞⏞⏟
𝐕𝑐

=

⎧

⎪

⎨

⎪

⎩

𝜒𝑧(𝜉2)
⋮

𝜒𝑧(𝜉𝑛−1)

⎫

⎪

⎬

⎪

⎭

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
𝐗𝑧 𝑐

+
⎡

⎢

⎢

⎣

𝛿12 1 𝛿12 2 … 𝛿12 𝑛
⋮ ⋮ ⋱ ⋮

𝛿1𝑛−1 1 𝛿1𝑛−1 2 … 𝛿1𝑛−1 𝑛

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟1𝑐

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝛾𝑦(𝜉1)
𝛾𝑦(𝜉2)
⋮

𝛾𝑦(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏞⏟⏞⏟
𝜞 𝑦

(45)

⎡

⎢

⎢

⎣

𝛿22 2 … 𝛿22 𝑛−1
⋮ ⋱ ⋮

𝛿2𝑛−1 2 … 𝛿2𝑛−1 𝑛−1

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟2𝑐

⎧

⎪

⎨

⎪

⎩

𝑤(𝜉2)
⋮

𝑤(𝜉𝑛−1)

⎫

⎪

⎬

⎪

⎭

⏟⏞⏞⏞⏟⏞⏞⏞⏟
𝐖𝑐

= −

⎧

⎪

⎨

⎪

⎩

𝜒𝑦(𝜉2)
⋮

𝜒𝑦(𝜉𝑛−1)

⎫

⎪

⎬

⎪

⎭

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
𝐗𝑦 𝑐

+
⎡

⎢

⎢

⎣

𝛿12 1 𝛿12 2 … 𝛿12 𝑛
⋮ ⋮ ⋱ ⋮

𝛿1𝑛−1 1 𝛿1𝑛−1 2 … 𝛿1𝑛−1 𝑛

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜟1𝑐

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝛾𝑧(𝜉1)
𝛾𝑧(𝜉2)
⋮

𝛾𝑧(𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

⏟⏞⏟⏞⏟
𝜞 𝑧

(46)

In other words, vectors 𝐕, 𝐖, 𝐗𝑧 and 𝐗𝑦 are partitioned as follows, by separating the end from the central cross-section values:

𝐕 =
{

𝑣(𝜉1) 𝐕𝑇𝑐 𝑣(𝜉𝑛)
}𝑇 =

{

0 𝐕𝑇𝑐 0
}𝑇 and 𝐖 =

{

𝑤(𝜉1) 𝐖𝑇
𝑐 𝑤(𝜉𝑛)

}𝑇 =
{

0 𝐖𝑇
𝑐 0

}𝑇 (47)

𝐗𝑧 =
{

𝜒𝑧(𝜉1) 𝐗𝑇𝑧 𝑐 𝜒𝑧(𝜉𝑛)
}𝑇 and 𝐗𝑦 =

{

𝜒𝑦(𝜉1) 𝐗𝑇𝑦 𝑐 𝜒𝑦(𝜉𝑛)
}𝑇

(48)

and, only 𝐕𝑐 and 𝐖𝑐 are determined from the compatibility conditions written only for the central quadrature cross-sections, i.e.:

𝐕𝑐 =
(

𝜟2
𝑐
)−1 𝐗𝑧 𝑐 +

(

𝜟2
𝑐
)−1 𝜟1

𝑐 𝜞 𝑦 and 𝐖𝑐 = −
(

𝜟2
𝑐
)−1 𝐗𝑦 𝑐 +

(

𝜟2
𝑐
)−1 𝜟1

𝑐 𝜞 𝑧 (49)

This approach is the classic second order derivative FD approximation of a function defined over a 1D domain with the
introduction of homogeneous Dirichlet boundary conditions, i.e, when the function assumes zero values at the ends of the domain.
Thus, it can be proved that matrix 𝜟2

𝑐 is always non-singular [58].
Hence, by re-introducing the zero end values, the matrices 𝐇𝜒 and 𝐇𝛾 relating 𝐕 and 𝐖 to 𝐗𝑧, 𝜞 𝑦, 𝐗𝑦 and 𝜞 𝑧, as required in

Eq. (21), result as:

𝐇𝜒 =

⎡

⎢

⎢

⎢

⎣

𝐎𝑛

𝐎𝑛−2
(

𝜟2
𝑐
)−1 𝐎𝑛−2

𝐎𝑛

⎤

⎥

⎥

⎥

⎦

and 𝐇𝛾 =

⎡

⎢

⎢

⎢

⎣

𝐎𝑛
(

𝜟2
𝑐
)−1 𝜟1

𝑐
𝐎𝑛

⎤

⎥

⎥

⎥

⎦

(50)

being 𝐎 a zero row vector with length 𝑛, and 𝐎 a zero column vector with length 𝑛 − 2.
9
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Fig. 5. Example of Lagrange interpolation approach (3-point scheme) for FD coefficients.

To define the matrices 𝐇′
𝜒 and 𝐇′

𝛾 that relate 𝐕′ and 𝐖′ to 𝐗𝑧, 𝜞 𝑦, 𝐗𝑦 and 𝜞 𝑧 in Eq. (22), the FD first order derivative
approximation is exploited, similarly to Eqs. (39) and (40), i.e., for the ℎ𝑡ℎ quadrature cross-section, it results:

𝑣′(𝜉ℎ) ≈
𝑛
∑

𝑗=1
𝛿1ℎ 𝑗 𝑣(𝜉𝑗 ) =

{

𝛿1ℎ 1 𝛿1ℎ 2 … 𝛿1ℎ 𝑛
}

𝐕 (51)

𝑤′(𝜉ℎ) ≈
𝑛
∑

𝑗=1
𝛿1ℎ 𝑗 𝑤(𝜉𝑗 ) =

{

𝛿1ℎ 1 𝛿1ℎ 2 … 𝛿1ℎ 𝑛
}

𝐖 (52)

which are written for all quadrature cross-section in compact matrix form as:

𝐕′ = 𝜟1 𝐕 = 𝜟1 (𝐇𝜒 𝐗𝑧 +𝐇𝛾 𝜞 𝑦
)

and 𝐖′ = 𝜟1 𝐖 = 𝜟1 (−𝐇𝜒 𝐗𝑦 +𝐇𝛾 𝜞 𝑧
)

(53)

where Eq. (21) is used to express 𝐕 and 𝐖. Hence, it finally results:

𝐇′
𝜒 = 𝜟1 𝐇𝜒 and 𝐇′

𝛾 = 𝜟1 𝐇𝛾 (54)

3.3. Computation of the FD coefficients for different schemes

In general, given a 1D function 𝑓 (𝜉) and the values that this assumes at 𝑛 abscissas 𝜉1, 𝜉2,… , 𝜉𝑛, two approaches can be used to
compute the FD coefficients, 𝛿 𝑚0 1, 𝛿

𝑚
0 2,… , 𝛿 𝑚0 𝑛, that approximate the derivative of order 𝑚 of 𝑓 (𝜉), evaluated at the general abscissa

𝜉0 (not necessarily coinciding with one of the 𝑛 abscissas where 𝑓 (𝜉) is known), i.e.:

d𝑚 𝑓 (𝜉)
d 𝜉 𝑚

|

|

|

|𝜉=𝜉0
≈

𝑛
∑

𝑞=1
𝛿 𝑚0 𝑞 𝑓 (𝜉𝑞) =

{

𝛿 𝑚0 1 𝛿 𝑚0 2 … 𝛿 𝑚0 𝑛
}

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑓 (𝜉1)
𝑓 (𝜉2)
⋮

𝑓 (𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(55)

The first approach is that of the Undetermined coefficients, which is based on the Taylor expansion of the derivative to be
pproximated at the point. The second is the Lagrange interpolation approach [58]. This latter is considered in this work as it is
ore general and better suitable for code implementation. The approach starts with the choice of 𝑝 of the 𝑛 abscissas where 𝑓 (𝜉) is

known. These define the FD scheme for the derivative approximation (𝑝-point FD scheme). An example is shown in Fig. 5, where a
3-point scheme is considered and the selected 𝑝 = 3 abscissas are highlighted in blue. Hence, the function 𝑓 (𝜉) is approximated by
constructing its Lagrange interpolation over the 𝑝 abscissas, i.e.:

𝑓 (𝜉) ≈
𝑝
∑

𝑞=1
𝜆𝑞(𝜉) 𝑓 (𝜉𝑞) (56)

where 𝜆1(𝜉), 𝜆2(𝜉),… , 𝜆𝑝(𝜉) are the Lagrange polynomials associated to the 𝑝 abscissas.
Eq. (56) can be written in a similar but extended form that involves all the 𝑛 abscissas, that is:

𝑓 (𝜉) ≈
𝑛
∑

𝑞=1
𝜆𝑞(𝜉) 𝑓 (𝜉𝑞) =

{

𝜆1(𝜉) 𝜆2(𝜉) … 𝜆𝑛(𝜉)
}

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑓 (𝜉1)
𝑓 (𝜉2)
⋮

𝑓 (𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(57)

here the interpolation polynomials associated to the 𝑛 − 𝑝 abscissas not belonging to the FD scheme are assumed as null uniform
unctions.

Hence, the FD coefficient 𝛿 𝑚0 𝑞 associated to the 𝑞𝑡ℎ abscissa is computed as the 𝑚 order derivative of the corresponding Lagrange
polynomial 𝜆𝑞(𝜉) evaluated in 𝜉0, i.e.:

𝛿 𝑚0 𝑞 =
d𝑚 𝜆𝑞(𝜉)

d 𝜉 𝑚
|

|

|

|

for 𝑞 = 1,… , 𝑛 (58)
10
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In general, this is non-zero only for the 𝑝 abscissas belonging to the scheme (except special cases where the derivative in Eq. (58)
however gives null coefficient 𝛿 𝑚0 𝑞 ; see, for instance, Eq. (62)).

When the derivatives are defined with respect to 𝑥, with 𝑥 = 𝜉 𝐿, as it occurs in the expressions introduced in Section 3.2, this
definition is modified by recalling that:

d𝑚 𝜆𝑞(𝜉)
d𝑥𝑚 =

d𝑚 𝜆𝑞(𝜉)
d 𝜉 𝑚

(

d𝑚𝜉
d𝑥𝑚

)𝑚
=

d𝑚 𝜆𝑞(𝜉)
d 𝜉 𝑚

1
𝐿𝑚 (59)

Accordingly, the FD coefficients introduced in Section 3.2 to approximate the second- and first-order derivatives result from the
erivatives of the Lagrange polynomials constructed over the quadrature cross-section abscissas. In other words, to approximate the
erivatives at the ℎ𝑡ℎ quadrature cross-section (i.e., to compute the ℎ𝑡ℎ row of matrices 𝜟2 and 𝜟1), it is set 𝜉0 = 𝜉ℎ, and thus:

{

𝛿2ℎ 1 𝛿2ℎ 2 … 𝛿2ℎ 𝑛
}

=
{

1
𝐿2

d2 𝜆1(𝜉)
d 𝜉 2

|

|

|

|𝜉=𝜉ℎ

1
𝐿2

d2 𝜆2(𝜉)
d 𝜉 2

|

|

|

|𝜉=𝜉ℎ
… 1

𝐿2
d2 𝜆𝑛(𝜉)

d 𝜉 2
|

|

|

|𝜉=𝜉ℎ

}

(60)

{

𝛿1ℎ 1 𝛿1ℎ 2 … 𝛿1ℎ 𝑛
}

=
{ 1
𝐿

d 𝜆1(𝜉)
d 𝜉

|

|

|𝜉=𝜉ℎ

1
𝐿

d 𝜆2(𝜉)
d 𝜉

|

|

|𝜉=𝜉ℎ
… 1

𝐿
d 𝜆𝑛(𝜉)

d 𝜉
|

|

|𝜉=𝜉ℎ

}

(61)

The computation of these coefficients is straightforward when the quadrature cross-sections are equally spaced along the element
axis and some examples are given in the following subsection. However, this is not easy for non-uniformly distributed cross-sections,
as it usually results for the most commonly used quadrature rules. In these situations, the computation is carried out efficiently
through the recursive algorithm developed by Fornberg [60], which is described in detail in Appendix B. The Supplementary material
of this paper includes the Matlab function Fornberg.m, which performs this computation (see also Appendix C).

Note that, regardless of the total number 𝑛 of quadrature cross-sections, the higher is 𝑝, i.e., the higher is the FD scheme, the
igher is the accuracy of the solution [60]. Specific analyses are conducted in Section 4 to investigate this aspect. Moreover, for all
umerical tests in Section 5, the solution is always calculated for different FD schemes to study the influence of their accuracy.

The following subsection illustrates three fundamental cases that cover most of the possible practical situations for both linear
lastic and nonlinear analyses. However, in general, any scheme is possible.

.4. Fundamental FDDI schemes

Three fundamental schemes are described in the following, i.e. the 3-point (𝑝 = 3), 4-point (𝑝 = 4) and 5-point (𝑝 = 5) scheme.
hese can be used for any number 𝑛 of quadrature cross-sections, given that 𝑝 ≤ 𝑛. Matlab files associated to this paper as
upplementary material (Appendix C) can be used to compute the matrices 𝐇𝜒 , 𝐇′

𝜒 , 𝐇𝛾 and 𝐇′
𝛾 (Eqs. (21) and (22)) with these

chemes.

.4.1. The 3-point scheme (FDDI3)
The 3-point scheme (hereafter indicated as FDDI3) constructs the FD approximation at the ℎ𝑡ℎ quadrature cross-section, that is,

t 𝜉ℎ, over 3 consecutive abscissas that always include 𝜉ℎ.
Referring to Fig. 6, when the considered ℎ𝑡ℎ quadrature cross-section is a central one (e.g., Fig. 6(b) depicted for the case ℎ = 3)

he scheme defines the order-2 Lagrange interpolant over the 3 consecutive abscissas [𝜉ℎ−1, 𝜉ℎ, 𝜉ℎ+1] (centered scheme). Hence,
nly the FD coefficients associated to them (blue crosses in the figure) have non-zero values, as opposed to those associated to
he remaining 𝑛 − 3 abscissas (red crosses in the figure). By contrast, when the considered ℎ𝑡ℎ quadrature cross-section is at the
nds (Fig. 6(a) and Fig. 6(b)) the scheme defines the order-2 Lagrange interpolant over the 3 consecutive abscissas [𝜉ℎ, 𝜉ℎ+1, 𝜉ℎ+2]
forward scheme), for 𝜉ℎ = 0, i.e. at 𝑖, and [𝜉ℎ−2, 𝜉ℎ−1, 𝜉ℎ] (backward scheme), for 𝜉ℎ = 1, i.e. at 𝑗.

To be noted is that the definition of the coefficient for the two end quadrature cross-sections, i.e., 𝜉ℎ = 0 and 𝜉ℎ = 1, is required
nly for the first order derivative, to construct matrix 𝜟1 that appears in Eq. (54). For matrices 𝜟2

𝑐 and 𝜟1
𝑐 in Eq. (50), the definition

f the coefficients for the central quadrature cross-sections suffices.
For equally spaced quadrature cross-sections, having distance 𝛥𝜉, matrices 𝜟2 and 𝜟1 appearing in Eqs. (43) and (44) result as:

𝜟2 = 1
𝐿2 𝛥𝜉2

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 −2 1 0 … 0 0 0
1 −2 1 0 … 0 0 0
0 1 −2 1 … 0 0 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮
0 0 0 0 … 1 −2 1
0 0 0 0 … 1 −2 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

and 𝜟1 = 1
𝐿𝛥𝜉

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

− 3
2 2 − 1

2 0 … 0 0 0

− 1
2 0 1

2 0 … 0 0 0

0 − 1
2 0 1

2 … 0 0 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮
0 0 0 0 … − 1

2 0 1
2

0 0 0 0 … 1
2 −2 3

2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(62)

where, except for the first and last rows, the coefficients repeat along the main diagonal. This is not the case of non-uniform cross-
section distributions. As an example, for 𝑛 = 7 Gauss–Lobatto quadrature cross-sections, the same matrices (computed by means of
the Fornberg algorithm) result as:
11
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Fig. 6. Abscissas considered for the 3-point FD scheme, highlighting in blue those associated to non-zero coefficients (depicted for 𝑛 = 7).

𝜟2 = 1
𝐿2

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

8938
403 − 3814

117
5512
529 0 0 0 0

8938
403 − 3814

117
5512
529 0 0 0 0

0 4493
674 − 3317

281
1079
210 0 0 0

0 0 3098
681 − 5641

620
3098
681 0 0

0 0 0 1079
210 − 3317

281
4493
674 0

0 0 0 0 5512
529 − 3814

117
8938
403

0 0 0 0 5512
529 − 3814

117
8938
403

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(63)

𝜟1 = 1
𝐿

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

− 4174
537

2779
321 − 1233

1394 0 0 0 0

− 541
135

559
179

1233
1394 0 0 0 0

0 − 3202
2049

1046
1649

363
391 0 0 0

0 0 − 947
888 0 947

888 0 0

0 0 0 − 363
391 − 1046

1649
3202
2049 0

0 0 0 0 − 1233
1394 − 559

179
541
135

0 0 0 0 1233
1394 − 2779

321
4174
537

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(64)

For 𝑛 = 3 Gauss–Lobatto quadrature cross-sections, the values coincides with those of the equally spaced case.

3.4.2. The 4-point scheme (FDDI4)
The 4-point scheme (hereafter indicated as FDDI4) constructs the FD approximation at the ℎ𝑡ℎ quadrature cross-section, i.e., at

𝜉ℎ, over 4 consecutive abscissas that always include 𝜉ℎ. Referring to Fig. 7, for the central quadrature cross-sections, two cases are
distinguished:

• for those placed on the left of the mid-span, including eventual cross-sections located at mid-span, (𝜉ℎ ≤ 0.5), the scheme
defines the order-3 Lagrange interpolant over the 4 consecutive abscissas [𝜉ℎ−1, 𝜉ℎ, 𝜉ℎ+1, 𝜉ℎ+2] (e.g., Fig. 7(b) depicted for the
case ℎ = 3), i.e., using an asymmetric forward-centered scheme;

• for those placed on the right of the mid-span (𝜉ℎ > 0.5), the scheme defines the order-3 Lagrange interpolant over
the 4 consecutive abscissas [𝜉ℎ−2, 𝜉ℎ−1, 𝜉ℎ, 𝜉ℎ+1] (e.g., Fig. 7(c) depicted for the case ℎ = 5), i.e., using an asymmetric
backward-centered scheme.

For the two end quadrature cross-sections (Fig. 7(a) and 7(d)), the scheme defines the order-3 Lagrange interpolant over the 4
consecutive abscissas [𝜉ℎ, 𝜉ℎ+1, 𝜉ℎ+2, 𝜉ℎ+3] (forward scheme), for 𝜉ℎ = 0, i.e. at 𝑖, and [𝜉ℎ−3, 𝜉ℎ−2, 𝜉ℎ−1, 𝜉ℎ] (backward scheme), for
𝜉 = 1, i.e. at 𝑗.
12
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Fig. 7. Abscissas considered for the 4-point FD scheme, highlighting in blue those associated to non-zero coefficients (depicted for 𝑛 = 7).

As an example, for 𝑛 = 4 Gauss–Lobatto quadrature cross-sections, matrices 𝜟2 and 𝜟1 (computed by means of the Fornberg
algorithm) result as:

𝜟2 = 1
𝐿2

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

5 − 3170
329

3218
451 − 5

2
963
329 −5 5

2 − 963
2255

− 963
2255

5
2 −5 963

329

− 5
2

3218
451 − 3170

329 5

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

and 𝜟1 = 1
𝐿

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−3 987
244 − 2279

1475
1
2

− 1292
1597 0 2889

2584 − 305
987

305
987 − 2889

2584 0 1292
1597

− 1
2

2279
1475 − 987

244 3

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(65)

3.4.3. The 5-point scheme (FDDI5)
The 5-point scheme (hereafter indicated as FDDI5) constructs the FD approximation at the ℎ𝑡ℎ quadrature cross-section, i.e., at

𝜉ℎ, over 5 consecutive abscissas that always include 𝜉ℎ. Referring to Fig. 8, when the considered ℎ𝑡ℎ quadrature cross-section is a
central one (e.g., Fig. 8(c) depicted for the case ℎ = 4) the scheme defines the order-4 Lagrange interpolant over the 5 consecutive
abscissas [𝜉ℎ−2, 𝜉ℎ−1, 𝜉ℎ, 𝜉ℎ+1, 𝜉ℎ+2] (centered scheme). Exception is made for the first and last central cross-sections (Fig. 8(b) and
8(d)). For them, the interpolant is constructed over the abscissas [𝜉ℎ−1, 𝜉ℎ, 𝜉ℎ+1, 𝜉ℎ+2, 𝜉ℎ+3] (asymmetric forward-centered scheme),
for the first central cross-section (ℎ = 2), and [𝜉ℎ−3, 𝜉ℎ−2, 𝜉ℎ−1, 𝜉ℎ, 𝜉ℎ+1] (asymmetric backward-centered scheme), for the last central
cross-section (ℎ = 𝑛 − 1).

When the considered ℎ𝑡ℎ quadrature cross-section is at the ends (Fig. 8(a) and 8(e)), the scheme defines the order-4 La-
grange interpolant over the 5 consecutive abscissas [𝜉ℎ, 𝜉ℎ+1, 𝜉ℎ+2, 𝜉ℎ+3, 𝜉ℎ+4] (forward scheme), for 𝜉ℎ = 0, i.e. at 𝑖, and
[𝜉ℎ−4, 𝜉ℎ−3, 𝜉ℎ−2, 𝜉ℎ−1, 𝜉ℎ] (backward scheme), for 𝜉ℎ = 1, i.e. at 𝑗.

As an example, for 𝑛 = 5 Gauss–Lobatto quadrature cross-sections, matrices 𝜟2 and 𝜟1 (computed by means of the Fornberg
algorithm) result as:

𝜟2 = 1
𝐿2

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

15 − 2673
94

64
3 − 1748

141
9
2

3960
551 − 35

3
16
3 − 7

6
551
1760

− 3
4

49
12 − 20

3
49
12 − 3

4
551
1760 − 7

6
16
3 − 35

3
3960
551

9
2 − 1748

141
64
3 − 2673

94 15

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

and 𝜟1 = 1
𝐿

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−5 2858
423 − 8

3
777
551 − 1

2

− 551
444 0 1538

881 − 1429
1871

769
2969

3
8 − 274

205 0 274
205 − 3

8

− 769
2969

1429
1871 − 1538

881 0 551
444

1
2 − 777

551
8
3 − 2858

423 5

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(66)

4. Preliminary analyses on the accuracy of the FDDI technique

Before evaluating the performance of the proposed beam FE model in reproducing the response of framed structures, the accuracy
of the FDDI technique in describing the transverse displacements of a general element is examined. The simply supported 2D beam
in Fig. 9, with length 𝐿 = 5m and cross-section dimensions 𝑏 = 0.3m and ℎ = 1m, is considered as a reference case, since the force-
based beam formulation (Section 2) computes the FE response in the local basic reference system and requires the cross-section
13
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Fig. 8. Abscissas considered for the 5-point FD scheme, highlighting in blue those associated to non-zero coefficients (depicted for 𝑛 = 7).

Fig. 9. Simply supported beam considered for the preliminary analyses.

transverse displacements with respect to a simply supported configuration. The beam is subjected to a uniform distributed load
𝑝 = 300 kN/m and bending couples at the end nodes 𝑚𝑖 = 5000 kNm and 𝑚𝑗 = 7000 kNm, which simulate the nodal couples 𝑚𝑧 𝑖 and
𝑚𝑧 𝑗 in the basic reference system (Fig. 1). Linear elastic material is assumed, with Young’s modulus 𝐸 = 30GPa and Poisson ratio
𝜈 = 0.2, and the shear correction coefficient is set equal to 𝜓𝑦 = 5∕6.

The goal of these preliminary analyses is to study the accuracy of the FDDI in determining the transverse displacements of the
beam at selected cross-sections, under linear geometry. This permits assessing the efficiency of the technique, when used in the
beam FE model, which requires the transverse displacement 𝑣(𝑥) and 𝑤(𝑥), at the quadrature cross-sections, for matrices 𝐛(𝑥) and
𝐛∗(𝑥) (Eqs. (12) and (14)). The computations are performed in Matlab.

Fig. 10 compares the transverse displacements 𝑣(𝑥) obtained by the FDDI3 (triangles), FDDI4 (squares), FDDI5 (crosses) and the
CSBDI (circles) with the exact solution (dashed black curves). The latter is derived from the analytical integration of the bending
curvature 𝜒𝑧(𝑥) and shear strain 𝛾𝑦(𝑥) (Eq. (27)) and results in a variation of order 4 in 𝑥. The comparison is made for two different
distributions of the 𝑛 cross-sections along 𝐿: the Gauss–Lobatto quadrature scheme (a, c, e, g, i) and an equally spaced distribution
(b, d, f, h, j). The number 𝑛 varies from 3 (a, b) to 25 (i, j).

The FDDI5 gives the exact transverse displacements 𝑣(𝑥), since it has the highest order of accuracy. The FDDI4 and FDDI3
have lower orders of accuracy and, thus, show some solution errors. However, in general, the accuracy increases as 𝑛 increases.
Moreover, the FDDI4 practically gives the exact solution when 4 Gauss–Lobatto cross-sections are considered (Fig. 10(c)), which
does not happen for 𝑛 > 4 or for equally spaced cross-sections. On the contrary, the FDDI3 technique performs slightly better with
equally spaced distributions than the Gauss–Lobatto one.
14
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Fig. 10. Transverse displacements 𝑣(𝑥) of the simply supported beam for 𝑝 = 300 kN/m.

Similar simulations are performed for the same beam subjected only to the end couples, i.e., 𝑝 = 0. For the Gauss–Lobatto
distribution, the results are plotted in Fig. 11. In this case, the exact solution is cubic in 𝑥 and thus both FDDI4 and FDDI5 are
precise. The FDDI3 shows some errors that reduce as 𝑛 increases, although, for 𝑛 = 3, the solution is exact.
15
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Fig. 11. Transverse displacements 𝑣(𝑥) of the simply supported beam for 𝑝 = 0 — Gauss–Lobatto distributed cross-sections.

In all simulations, the CSBDI is very accurate. However, due to the ill-condition of matrix 𝐆, when 𝑛 increases, the accuracy
reduces. For 𝑛 > 20, the results deviate significantly from the exact values, as shown in Figs. 10(i) and 10(j) for 𝑛 = 25. This
issue can be mitigated and, thus, better solution can be computed if the inverse of matrix 𝐆, in Eqs. (30) to (33), is evaluated
as Moore–Penrose pseudoinverse (e.g., pinv command in Matlab) [61], or through enhanced algorithms, such as the LU or QR
factorizations (e.g., slash command ‘/’ in Matlab) [62].

For a more detailed description of the accuracy and convergence rate of the numerical models, Fig. 12 shows the variation of
the average error ̄ , obtained for the Gauss–Lobatto distribution for increasing 𝑛, when (a) 𝑝 = 300 kN/m and (b) 𝑝 = 0. The average
error is defined as:

̄ = 1
𝐿 ∫

𝐿

0
|𝑣(𝑥)𝑛𝑢𝑚 − 𝑣(𝑥)|d𝑥 ≈ 1

𝐿

𝑛
∑

ℎ=1

|

|

𝑣(𝑥ℎ)𝑛𝑢𝑚 − 𝑣(𝑥ℎ)|| 𝑤ℎ (67)

where 𝑣(𝑥ℎ)𝑛𝑢𝑚 is the numerical (FDDI or CSBDI) transverse displacement of the ℎ𝑡ℎ cross-section, 𝑣(𝑥ℎ) the corresponding exact
analytical value, and 𝑤ℎ the associated Gauss–Lobatto quadrature weight. The plots confirm the observations made above on the
accuracy of the FDDI technique (solid red, dashed blue, and solid green curves). For instance, the FDDI5 (solid green curves) always
has an average error close to the machine precision. The plots also show the divergence of the CSBDI technique (solid black curves),
which is avoided with the use of the LU or QR factorizations or the Moore–Penrose pseudoinverse (dashed black curves).

Given these results, in FE analyses, the following choices can be made, as done for all the numerical applications presented in
the next Section:

• the FDDI3 (𝑝 = 3) can be used when 𝑛 = 3;
• the FDDI4 (𝑝 = 4) can be used when 𝑛 = 4;
• the FDDI5 (𝑝 = 5) can be used when 𝑛 ≥ 5.

The case 𝑛 = 5, with 𝑝 = 5, i.e., with the FDDI5, can usually be adopted, especially for frames subjected to distributed loads.

5. Numerical applications

The adopted beam FE model with both CSBDI and FDDI techniques is implemented in a standard FE code based on a step-
by-step analysis and a Newton–Raphson (N–R) iterative scheme for the solution of nonlinear problems. The solution algorithm for
determining the element state at each N–R iteration, i.e. to compute the nodal force vector 𝐩 and stiffness matrix �̂� for a given set
of nodal DOFs 𝐮, is that proposed in [6] and reported in detail in Appendix A.

Two paradigmatic structures are numerically analyzed, considering both linear elastic and elasto-plastic material behaviors: the
2D Lee’s frame [63] and a two-story 3D frame [64]. The performance of the adopted geometrically nonlinear beam formulation
with moderately large deformations has been already studied in previous works, e.g. [6,42,44,47], where its high computational
accuracy and efficiency is proved. Further investigation of this aspect is not the main the scope of this work, and thus the numerical
16
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Fig. 12. Convergence rate for the transverse displacements 𝑣(𝑥) of the simply supported beam — Gauss–Lobatto distributed cross-sections.

Fig. 13. Lee’s frame: geometry and FE mesh.

applications primarily focus on the performance of the FDDI compared to the CSBDI technique. However, to give a wider perspective
of the model performance, a third test is conducted, related to the analysis of a six-story 2D frame, where the response obtained
with the proposed model is compared with a richer mixed beam formulation available in the literature.

To be noted is that, for all analyses performed with the CSBDI technique, to alleviate the numerical issues related to the ill-
condition of matrix 𝐆, the QR factorization is used to compute the inverse of this matrix, but similar behavior can be also obtained
with the LU factorization or the Moore–Penrose pseudoinverse.

Moreover, when elasto-plastic material is considered, to properly account for the stress coupling under constitutive nonlinearities,
a fiber cross-section model [2] is used to perform the Section State Determination (Step 7 of Table 1 in Appendix A). The adopted
fiber model is based on the Midpoint distribution, which in general is more accurate than other distributions [65–67].

5.1. Lee’s frame

The first numerical application considers the 2D frame depicted in Fig. 13. Its response under linear elastic material was
calculated analytically by Lee et al. [63] and obtained numerically by other authors, e.g. [1,3,15,68]. Cichon [69] and De Souza [6]
also studied the behavior of the frame under elasto-plastic material, the former adopting a nonlinear beam model based on the Total
Lagrange Approach, while the latter adopting the same beam formulation of this work, yet based on the Euler–Bernoulli theory and
endowed with the CBDI technique, as the shear deformations are negligible in this test.

Fig. 13 also indicates the considered 2D beam–column FE mesh, where 𝑟 FEs are used to model the column, while 𝑟 FEs and
1 FE are used for the beam portion on the right- and left-hand sides of the applied load 𝑃 , respectively. Frame dimensions are
𝐿 = 120 cm, 𝑎 = 96 cm, 𝑏 = 3 cm and ℎ = 2 cm.
17
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Fig. 14. Response of the Lee’s frame for linear elastic material.

For linear elastic material, Young’s modulus 𝐸 = 70608MPa and Poisson ratio 𝜈 = 0.3 are assumed. In addition to the Chicon’s
solution, a reference response is computed with standard force-based beam elements, that is, based on linear kinematic for the
description of the intra-element deformations, but accounting for large displacements and rotations of the end nodes by means of
the corotational formulation [6,23,24,47]. For this solution, an overkilling mesh is considered, made of 88 FEs, i.e., 40 FEs for the
column and 48 FEs for the beam, with 8 FEs on the left-hand side of the load (on the length 𝐿−𝑎). The cross-section shear correction
coefficient is assumed equal to 𝜓𝑦 = 5∕6.

De Souza [6] showed that, when using the adopted beam formulations with moderately large deformations, 1 FE per member,
i.e., 𝑟 = 1, is not sufficient to obtain a correct solution. Thus, in the following, the meshes with 𝑟 = 2 and 𝑟 = 3 are used, and
the response accuracy is studied by varying the number 𝑛 of quadrature cross-sections placed in each FE. These always follow the
Gauss–Lobatto scheme. For all the analyses, an arc-length method is used to obtain the global equilibrium path.

Fig. 14(a) plots the frame response curve in terms of applied load 𝑃 versus vertical displacement 𝑑 of the loaded point, showing
that the structure undergoes severe nonlinear geometric effects, resulting in a snap-back behavior. For 𝑛 = 5, the CSBDI (red dashed
curve and black circles) and FDDI5 (blue dots and green crosses) practically give the same solution. For the mesh with 𝑟 = 2, this
olution deviates very slightly from the reference, while perfect matching results for 𝑟 = 3.

The influence of the FD scheme used in the FDDI technique is explored in Fig. 14(b). This shows the solutions obtained with
he mesh where 𝑟 = 3, for the FDDI3 with 𝑛 = 3 (dashed red curve), FDDI4 with 𝑛 = 4 (blue circles), and FDDI5 with 𝑛 = 5 (green
rosses). All of these overlap with the reference solution, confirming the results observed in the preliminary analyses (Section 4),
.e., for linear elastic material behavior, in the absence of distributed loads, the FDDI4 and FDDI5 are always accurate, while the
DDI3 results accurate for 𝑛 = 3.

A deeper investigation of the accuracy of the FDDI technique is made for the case of elasto-plastic material. Yield stress is
ssumed equal to 𝜎𝑦 = 1020MPa, and linear kinematic hardening is considered, with plastic hardening modulus 𝐸𝐻 = 0.1𝐸. The
ross-section fiber discretization adopts 10 Midpoint fibers along the depth ℎ and 5 Gauss–Lobatto quadrature cross-sections are
sed in the reference solution obtained with the overkilling mesh.

Fig. 15 shows the response, using the same representation and curve style as the linear elastic results in Fig. 14. Similar
bservations also hold, except that, in this case, the FDDI with 𝑛 = 3 (red dashed curve in Fig. 15(b)) is slightly less precise,
hile the FDDI4 and FDDI5 always give very accurate solutions.

Fig. 16(a) shows the deformed configurations of the frame for 𝑑 = 30 cm, 60 cm and 85 cm. These are depicted for the reference
odel (black solid curves), the CSBDI (red dashed curves), and the FDDI5 (blue dashed curves). For these latter, the cases 𝑟 = 3 and
= 5 are considered, which gives accurate results, with negligible error.

For a more detailed evaluation of the numerical error, for the case of elasto-plastic material, the convergence rate of the CSBDI
nd FDDI techniques is studied when the number 𝑛 of quadrature cross-sections per beam increases. The accuracy of the solution
s defined in terms of the average error ̄𝑝, computed as:

̄𝑝 =
1

𝑑𝑚𝑎𝑥 ∫

𝑑𝑚𝑎𝑥

0

|

|

|

𝑃 − 𝑃 𝑟𝑒𝑓 |
|

|

d𝑑 (68)

where |

|

𝑃 − 𝑃 𝑟𝑒𝑓
|

|

indicates the absolute difference in terms of load between the analyzed and reference solutions, while [0; 𝑑𝑚𝑎𝑥 =
18

89 cm] is the displacement interval where this difference is evaluated.
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Fig. 15. Response of the Lee’s frame for elasto-plastic material.

Fig. 16. Response of the Lee’s frame obtained with the adopted beam formulation for elasto-plastic material.

Fig. 16(b) plots the variation of ̄𝑝 for the CSBDI (solid red curves with squares) and FDDI (dashed blue curves with crosses)
obtained for the FE mesh with 𝑟 = 2 and 3. The FDDI always uses the 5-point scheme (FDDI5), except for 𝑛 = 3 and 4, where the
FDDI3 and FDDI4 are adopted, respectively.

The figure shows that the two techniques practically have the same level of accuracy (except for 𝑛 = 3), which, as expected,
improves when the mesh is refined. However, oscillatory behavior is observed when 𝑛 increases, due to the way the model describes
the spread of plasticity. In fact, for different values of 𝑛, different quadrature cross-section positions are considered along the
elements, as, in each FE, the Gauss–Lobatto quadrature scheme places the central cross-sections differently depending on whether 𝑛
is odd or even. As example, Fig. 17 plots the positions of the quadrature cross-sections (red crosses) in the CSBDI and FDDI models
for (a) 𝑟 = 2 and (b) 𝑟 = 3, and compares them with the distribution of the plastic zones resulting from the reference model, at
𝑑 = 60 cm. However, the oscillations of the average error mitigate as 𝑟 increases.

5.2. Two-story 3D frame

The second numerical application reproduces the response of the elasto-plastic two-story 3D frame in Fig. 18. This was studied
by Argyris et al. [64], Abbasnia and Kassimali [70], and Rezaiee-Pajand and Gharaei-Moghaddam [44], adopting nonlinear beam
numerical approaches. The latter use the same beam formulation of this work, endowed with the CSBDI technique.
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Fig. 17. Plastic zone distribution obtained from the reference model at 𝑑 = 60 cm, compared with the location of the Gauss–Lobatto quadrature cross-sections
in the CSBDI and FDDI models (in the extruded FE mesh, cross-section depth is scaled by a factor 3, for a clearer representation).

Fig. 18. Two-story 3D frame: geometry and loading configuration.

The frame dimensions are 𝐿𝑥 = 4m, 𝐿𝑦 = 3m, 𝐻 = 4m, 𝑏 = 0.2m, ℎ = 0.4m, while elastic perfectly plastic material is assumed
with Young’s modulus, Poisson ratio and yield stress equal to 𝐸 = 19613MPa, 𝜈 = 0.17 and 𝜎𝑦 = 98MPa, respectively.

Due to the symmetry, only half of the frame is modeled, with a uniform mesh that places 𝑟 FEs for each structural member.
The cross-section fiber discretization considers a Midpoint grid of 4 × 8 fibers along the dimensions 𝑏 and ℎ, respectively. The
cross-section correction coefficients are assumed equal to 𝜓𝑦 = 𝜓𝑧 = 5∕6 and 𝜓𝑥 = 0.3. Moreover, to avoid numerical convergence
issues due to the assumption of elastic perfectly plastic material, linear kinematic hardening is included, yet setting a very low value
of the plastic hardening modulus (𝐸𝐻 = 0.00001𝐸).

Fig. 19(a) shows the relationship between the reference applied load 𝑃 and the horizontal displacement 𝑢𝐴 of the top node 𝐴
along the 𝑋 direction for the frame. The curve exhibits a linear elastic behavior at first, followed by a nonlinear plastic behavior
after the formation of plastic hinges at the ends of the beams parallel to 𝑋 and of the column [64]. In this work, the computation
is extended to a higher value of the maximum displacement than in [64], which was almost 0.62m, to better investigate the effect
of the geometric nonlinearities.

The figure shows the reference solution (black solid curve) obtained by using standard force-based beam elements with linear
intra-element deformations and the corotational formulation from [47,48] to account for the large nodal displacements and rotations.
This considers a very fine mesh with 𝑟 = 20. Moreover, the figure compares the solutions obtained by the CSBDI (red dashed curve
and black circles) and FDDI5 (blue dots and green crosses) techniques for FE meshes with 𝑟 = 1 and 2, and adopting 𝑛 = 5. These
practically give the same results that very well agree with the reference one. The response from [64] (magenta asterisk) is included
for comparison.
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Fig. 19. Response of the elasto-plastic two-story 3D frame.

Fig. 20. Response of the elasto-plastic two-story 3D frame obtained with the adopted beam formulation.

The influence of the FD scheme used in the FDDI technique is explored in Fig. 19(b), considering the FE mesh where 𝑟 = 2.
Although very similar results are obtained for the FDDI3 (𝑛 = 3, dashed red curve), FDDI4 (𝑛 = 4, blue circles) and FDDI5 (𝑛 = 5,
green crosses), the comparison shows that the FDDI5 performs slightly better, in particular at the transition from the elastic to the
plastic regime.

It is worth noting that both the CSBDI and FDDI techniques exhibit similar computational costs. To compare their performance
in this regard, the analysis with 𝑟 = 2 and 𝑛 = 5 was conducted 200 times with both models, while measuring CPU time (Matlab
R2023b code running on personal computer equipped with a Intel Core i7-1165G7 @ 2.80 GHz processor and 16 GB of RAM). The
average execution time for a single analysis is found to be almost 203 s and 200 s, for the CSBDI and FDDI model, respectively.

Additional comparison is made in terms of the deformed configurations shown in Fig. 20(a) for 𝑢𝐴 = 1.5m. The configurations
depicted for the CSBDI (red dashed curves) and FDDI5 (cyan dashed curves), for 𝑟 = 2 and 𝑛 = 5, perfectly match and coincide with
the reference result (black solid curves).

Finally, Fig. 20(b) shows the rate of convergence to the reference solution of the CSBDI (solid red curves with squares) and FDDI
(dashed blue curves with crosses), when the number 𝑛 of quadrature cross-sections increases. The accuracy is defined in terms of
the average error ̄𝑝, computed as in Eq. (68), with 𝑑𝑚𝑎𝑥 = 1.5m. The FDDI always uses the 5-point scheme (FDDI5), except for
𝑛 = 3 and 4, where the FDDI3 and FDDI4 are adopted, respectively.
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Fig. 21. Plastic zone distribution obtained from the reference model at 𝑢𝐴 = 1.5m, compared with the location of the Gauss–Lobatto quadrature cross-sections
in the CSBDI and FDDI models.

As observed for the Lee’s frame, the two techniques practically have the same level of accuracy, which improves when the
mesh is refined. The FDDI performs slightly better for coarser meshes (𝑟 = 1). However, as opposed to the Lee’s frame, monotonic
onvergence is obtained in this case, as plasticity occurs at the beam ends. The distribution of the plastic zones (plastic hinges)
esulting from the reference model, at 𝑢𝐴 = 1.5 m, is plotted in Fig. 21, which includes only the beams and columns in the 𝑋–𝑌
lane, as the transverse beams do not exhibit yielding. The plastic hinges labeled as 1 forms first, almost at the same loading step,
ollowed by those labeled as 2. The figure also shows the positions of the quadrature cross-sections (red crosses) in the CSBDI and
DDI models.

.3. Six-story 2D frame

The third test considers the six-story 2D frame represented in Fig. 22, with the main goal of comparing the proposed model
erformance with that of other beam formulations.

Indeed, the frame has been analyzed by Magisano et al. [40] adopting both a displacement-based and mixed beam finite element
odel. The former uses a quadratic Lagrangian displacement interpolation, improved with an enhanced assumed strain definition

o prevent shear-locking, while the latter, in addition to the cross-section displacement expansion, independently interpolates the
eam internal forces from nodal variables. For both models, a geometrically exact kinematics is assumed [8,50].

Fig. 22 also shows the vertical distributed loads and the horizontal concentrated forces acting on the frame. In the numerical
nalysis, these are simultaneously amplified by a load multiplier.

Frame dimensions are 𝐿 = 4m, 𝐻 = 3.75m, and an elastic perfectly plastic material is assumed with Young’s modulus, Poisson
atio and yield stress equal to 𝐸 = 205000MPa, 𝜈 = 0.3 and 𝜎𝑦 = 235MPa, respectively.

The numerical simulations performed with the adopted beam model with moderately large deformations consider only the FDDI
echnique, with 𝑟 equally-spaced FEs for each structural members. The I-shaped cross-sections are discretized into Midpoint layers,
ith 2 layers across each flange thickness and 6 layers along the web. The shear correction coefficient 𝜓𝑦 is assumed equal to the

atio between the area of the web and the total area of the cross-section. Moreover, to avoid numerical convergence issues due to
he assumption of elastic perfectly plastic material, linear kinematic hardening is included, yet setting a very low value of the plastic
ardening modulus (𝐸𝐻 = 0.00001𝐸).

Fig. 23(a) plots the frame response in terms of load multiplier versus horizontal displacement of the top left joint, comparing
he performance of the proposed model, endowed with a FDDI5 scheme with 𝑛 = 5 Gauss–Lobatto cross-sections, and that of the
ixed beam formulation in [40], resulting more efficient than the displacement-based approach. Notably, the mixed model in [40]

ields a sufficiently precise solution utilizing 2 FEs per structural member (green solid curve). For enhanced accuracy, a solution
mploying 8 mixed FEs is also illustrated (black dashed curve).

Despite the less accurate kinematic definition, the FDDI-based model shows similar performance. A good solution is already
btained with 𝑟 = 1 (black dotted cuve), although improvement is observed for 𝑟 = 2 (red crosses) and 𝑟 = 3 (blue solid curve). This
chievement is primarily attributed to the use of the corotational formulation, which inherently captures a significant part of the
onlinear contribution.

Fig. 23(b) examines the impact of the FD scheme implemented for the FDDI technique, specifically for the scenario where 𝑟 = 3.
n light of the initial findings presented in Section 4, the analysis is limited to schemes where 𝑛 > 4, that are practically equivalent
n terms of the results.

Ultimately, as done for the two-story 3D frame test, to compare the performance of the FDDI and CSBDI in terms of computational
urden, the analysis with 𝑟 = 3 and 𝑛 = 5 is conducted 200 times with both techniques, while measuring CPU time (Matlab R2023b
ode running on personal computer equipped with a Intel Core i7-1165G7 @ 2.80 GHz processor and 16 GB of RAM). The average
22

xecution time for a single analysis is found to be almost 225 s and 226 s, for the CSBDI and FDDI model, respectively.
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Fig. 22. Six-story 2D frame: geometry and loading configuration.

Fig. 23. Response of the elasto-plastic six-story 2D frame.

6. Conclusions

This work proposed a novel technique, called FDDI, for computing the transverse displacements in force-based beam FEs. The
FDDI is based on the finite difference approximation of the cross-section compatibility conditions and is especially useful for
geometrically nonlinear frame analysis. The technique is introduced in the enhanced force-based beam model with moderately
large deformations, as an alternative to the CSBDI.
23
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The FDDI can use many FD schemes to compute the quadrature cross-section displacements, as long as the two end quadrature
ross-sections are included, which is usual in nonlinear beam simulations. Moreover, using Fornberg algorithm, the technique easily
pplies to quadrature rules with non-uniform cross-section distributions.

This work presented three fundamental FDDI schemes with 3, 4, and 5 points (FDDI3, FDDI4, and FDDI5), and explained
heir implementation details. Their performance were compared with that of the CSBDI, using numerical simulations of linear and
onlinear geometric and material behavior of representative specimens.

Silvaselvan et al. [37] noted that the Lagrange interpolation of CSBDI may induce displacement oscillations when more
uadrature cross-sections are employed, leading to a loss of accuracy. In this work, the ill-conditioning of the CSBDI governing
atrices was also discussed and the impact of these issues was investigated through specific preliminary tests, presented in Section 4,

nd the analysis of typical structures, reported in Section 5.
The CSBDI performs well in standard cases. However, the numerical tests revealed that the FDDI is a valuable alternative, as

his consistently maintains an accuracy level at least equal to the CSBDI, while circumventing numerical challenges associated with
atrix ill-conditioning and potential displacement oscillation. This advantage holds true even when considering a high number 𝑛

of quadrature cross-sections. In any case, the FDDI demonstrates enhanced robustness compared to the CSBDI, which is more prone
to convergence difficulties.

On the other hand, the FDDI offers computational efficiency comparable to that of the CSBDI and the relationship between
cross-section generalized strains and displacements (Eqs. (21) and (22)) are expressed in similar fashion. This allows to preserve
the architecture of the finite element formulation and solution algorithm, without affecting the computational time required for the
analysis. Hence, the FDDI showed promise in geometrically nonlinear structural analysis, as well as post-processing purposes.

For elements without distributed loads, the 4- and 5-point schemes (FDDI4 and FDDI5) are very accurate, but only the FDDI5
can handle distributed loads accurately, as shown by the very common case of uniform loads considered in this work. The 3-point
scheme (FDDI3) is less accurate and works well only when 3 quadrature cross-sections are used along the FE length. Therefore, the
following criteria are suggested in practice: the adoption of the FDDI3 when 𝑛 = 3, of the FDDI4 when 𝑛 = 4, and of the FDDI5 for
any other case (𝑛 ≥ 5). The FDDI5 with 𝑛 = 5 is usually the best choice for balancing accuracy and computational cost. However,
increasing 𝑛 improves the results.
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Appendix A. Element solution algorithm

During the general N–R iteration, the displacements and rotations 𝐮 of the element nodes 𝑖 and 𝑗, in the global reference system
(nodal DOFs), are given and, accordingly, the global nodal force vector 𝐩 and the stiffness matrix �̂� are calculated (Element State
Determination) and assembled. As usual in force-based and mixed beam FEs, internal element iterations are required to impose
the compatibility of the nodal basic displacements 𝐮 with the basic deformation displacements 𝐯 of the element [2,4,26]. Hence,
a specific algorithm is used to solve the Element State Determination of the adopted beam model. This is summarized in Table 1,
referring to the evaluation of the FE response during an N–R iteration of a general loading step. The superscripts ‘𝑘’ and ‘𝑘 + 1’
denote the previous and current N–R iterations, respectively, while 𝛥 denotes the increment with respect to the previous iteration.

For the proposed element, internal iterations are defined based on the following incremental form of the generalized cross-section
constitutive law that considers the coupled behavior between cross-sections due to the adoption of numerical techniques CSBDI or
FDDI for the computation of transverse displacements [6]. Indeed, it results:

𝛿𝐄 =
(

𝐊 −𝐊
)−1 𝛿𝐒 (69)
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Table 1
Element state determination
(1) 𝐮𝑘+1 and 𝛥𝐮𝑘+1 are given
(2) 𝐯𝑘+1, 𝛥𝐯𝑘+1 and 𝐚𝑘+1𝑔 (kinematic matrix) are obtained from corotational formulation see Refs. [47,48]
(3) 𝛥𝐪𝑘+1 =

(

𝐟 𝑘
)−1 𝐚𝑔 𝛥𝐮𝑘+1 → 𝐪𝑘+1 = 𝐪𝑘 + 𝛥𝐪𝑘+1

Element internal iterations:
Set counter 𝑙 = 0, element state at 𝑙 = 0 is set equal to that at 𝑘, and 𝐪1 = 𝐪𝑘+1

(4) Recover 𝐕𝑙 , 𝐕′ 𝑙 , 𝐖𝑙 and 𝐖′ 𝑙 to compute 𝐛𝑙 [Eq. (12)]

(5) �̄�𝑙+1 = 𝐛𝑙 𝐪𝑙+1 + 𝐬𝑙+1𝑏 − 𝐬𝑙 → �̄�𝑙+1 =
{

�̄�𝑙+1𝑇1 … �̄�𝑙+1𝑇𝑛

}𝑇
[Eq. (11)]

(6) 𝛥𝐄𝑙+1 =
(

𝐊𝑙
𝑠 −𝐊𝑙+1

𝑠𝐻

)−1 �̄�𝑙+1 → 𝐞𝑙+1 = 𝐞𝑙 + 𝛥𝐞𝑙+1 [Eq. (69)]
(7) Section State Determination: 𝐞𝑙+1 → 𝐬𝑙+1 and 𝐤𝑙+1𝑠 [Section 2.1]
(8) Update 𝐕𝑙+1, 𝐕′ 𝑙+1 , 𝐖𝑙+1 and 𝐖′ 𝑙+1 [Eqs. (21) and (22)]
(9) Compute 𝐛𝑙+1 [Eq. (12)]

(10) �̄�𝑙+1 = 𝐛𝑙+1 𝐪𝑙+1 + 𝐬𝑙+1𝑏 − 𝐬𝑙+1 → �̄�𝑙+1 =
{

�̄�𝑙+1𝑇1 … �̄�𝑙+1𝑇𝑛

}𝑇
[Eq. (11)]

(11) 𝛥𝐄𝑙+1 =
(

𝐊𝑙+1
𝑠 −𝐊𝑙+1

𝑠𝐻

)−1 �̄�𝑙+1 → 𝐞𝑙+1 = 𝐞𝑙+1 + 𝛥𝐞𝑙+1 [Eq. (69)]
(12) Update 𝐛𝑙+1 and compute 𝐛∗𝑙+1 [Eqs. (12)] and Ref. [47]
(13) 𝐬𝑙+1 = 𝐛𝑙+1 𝐪𝑙+1 + 𝐬𝑙+1𝑏 [Eq. (11)]
(14) Compute 𝐫 𝑙+1 and 𝐠 𝑙+1 at quadrature points see Refs. [47,48]
(15) 𝐟 𝑙+1 =

∑𝑛
ℎ=1

{

𝐛∗ 𝑙+1
𝑇
(𝜉ℎ) 𝐟 𝑙+1𝑠 (𝜉ℎ)

[

𝐛 𝑙+1(𝜉ℎ) + 𝐫 𝑙+1(𝜉ℎ)
]

+ 𝐠 𝑙+1(𝜉ℎ)
}

𝑤ℎ [Eq. (16)2]

(16) �̄�𝑙+1 = 𝐯𝑘+1 −
∑𝑛
ℎ=1 𝐛

∗ 𝑙+1 𝑇 (𝜉ℎ) 𝐞𝑙+1(𝜉ℎ)𝑤ℎ [Eq. (16)1]
(17) 𝛥𝐪𝑙+1 =

(

𝐟 𝑙+1
)−1 �̄� 𝑙+1 → 𝐪𝑙+1 = 𝐪𝑙+1 + 𝛥𝐪𝑙+1

(18) If ‖

‖

�̄� 𝑙+1‖
‖

< 𝑡𝑜𝑙. or 𝑙 + 1 ≥ 𝐼𝑙 𝑚𝑎𝑥 → Exit
otherwise 𝑙 = 𝑙 + 1, element state at 𝑘 + 1 is set equal to that at 𝑙 + 1, and go to step 4

(21) 𝐩𝑘+1 = 𝐚𝑘+1𝑇𝑔 𝐪𝑘+1 + 𝐩𝑘+1𝑏 see Refs. [47,48]
(22) �̂�𝑘+1 = 𝐚𝑘+1𝑇𝑔

(

𝐟𝑘+1
)−1 𝐚𝑘+1𝑔 + 𝐤𝑘+1𝑔 see Refs. [47,48]

where 𝐄 and 𝐒 collect the strains and stresses, respectively, of all quadrature cross-sections, i.e.:

𝐄 =
{

𝐞𝑇1 … 𝐞𝑇𝑛
}𝑇 and 𝐒 =

{

𝐬𝑇1 … 𝐬𝑇𝑛
}𝑇 (70)

while 𝐊𝑠 and 𝐊𝑠𝐻 are matrices assembled as:

𝐊𝑠 =
⎡

⎢

⎢

⎣

𝐤𝑠 1 … 𝟎
⋮ ⋱ ⋮
𝟎 … 𝐤𝑠 2

⎤

⎥

⎥

⎦

and 𝐊𝑠𝐻 =
⎡

⎢

⎢

⎣

𝐤𝑠𝐻 11 … 𝐤𝑠𝐻 1𝑛
⋮ ⋱ ⋮

𝐤𝑠𝐻 𝑛1 … 𝐤𝑠𝐻 𝑛𝑛

⎤

⎥

⎥

⎦

(71)

Matrix 𝐊𝑠 is a block diagonal matrix collecting the stiffness of all quadrature cross-sections, and 𝐊𝑠𝐻 accounts for the coupling
due to the curvature and shear integration. The general sub-matrix 𝐤𝑠𝐻 𝛼𝛽 results as:

𝐤𝑠𝐻 𝛼𝛽 = 𝑝𝑥 𝑗

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 0 0 0 0
0 𝐇𝜒 𝛼𝛽 𝐇𝛾 𝛼𝛽 0 0 0
0 −𝐇′

𝜒 𝛼𝛽 −𝐇′
𝛾 𝛼𝛽 0 0 0

0 0 0 0 0 0
0 0 0 0 𝐇𝜒 𝛼𝛽 −𝐇𝛾 𝛼𝛽
0 0 0 0 𝐇′

𝜒 𝛼𝛽 −𝐇′
𝛾 𝛼𝛽

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(72)

being 𝐇𝜒 𝛼𝛽 , 𝐇′
𝜒 𝛼𝛽 , 𝐇𝛾 𝛼𝛽 and 𝐇′

𝛾 𝛼𝛽 the terms on the row 𝛼 and column 𝛽 of the matrices 𝐇𝜒 , 𝐇′
𝜒 , 𝐇𝛾 and 𝐇′

𝛾 , respectively (Section 3).
A consistent non-iterative scheme [26] is obtained by setting to 1 the maximum number of internal iterations 𝐼𝑙 𝑚𝑎𝑥.

ppendix B. Fornberg algorithm for FD coefficient computation

Given a sufficiently smooth 1D function 𝑓 (𝜉) and the values that this assumes at 𝑛 abscissas 𝜉1, 𝜉2,… , 𝜉𝑛, anyhow distributed
along the domain, the Fornberg algorithm permits to compute the FD coefficients to approximate the derivative of 𝑓 (𝜉) of any
order. Specifically, the algorithm computes the FD coefficients to approximate all the derivatives, up to the order 𝑚𝑚𝑎𝑥, evaluated
at the general abscissa 𝜉0, not necessarily coinciding with one of the 𝑛 abscissas where 𝑓 (𝜉) is known, i.e.:

d𝑚 𝑓 (𝜉)
d 𝜉 𝑚

|

|

|

|𝜉=𝜉0
≈

𝑛
∑

𝑞=1
𝛿 𝑚0 𝑞 𝑓 (𝜉𝑞) =

{

𝛿 𝑚0 1 𝛿 𝑚0 2 … 𝛿 𝑚0 𝑛
}

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑓 (𝜉1)
𝑓 (𝜉2)
⋮

𝑓 (𝜉𝑛)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

for 𝑚 = 0,… , 𝑚𝑚𝑎𝑥 (73)

he recursive algorithm works as reported in Table 2. Specifically, this considers 𝑛 FD schemes with increasing number of points,
s shown by the first loop governed by the counter 𝑝. The 𝑝𝑡ℎ scheme of the loop includes the first 𝑝 abscissas of the set. For each of
25

these schemes, the algorithm loops over the considered 𝑝 abscissas (second loop with counter 𝑞), except the last one, and computes
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Table 2
Fornberg algorithm.
Given 𝑚𝑚𝑎𝑥 , 𝜉0 , 𝜉1 , 𝜉2 ,… , 𝜉𝑛
Set 𝑁 = 𝑛 − 1
Define zero three dimensional matrix δ with size (𝑛 × 𝑛 × 𝑚𝑚𝑎𝑥 + 1) to store the coefficients
Set first term 0𝛿 0

0 = δ (1, 1, 1) = 1 (only value required for the scheme with 1 point, i.e., 𝑝 = 1)
Set dummy quantity 𝑐1 = 1

Loop for 𝑝 = 2,… , 𝑛 [over the schemes]
Set dummy quantity 𝑐2 = 1

Loop for 𝑞 = 1,… , 𝑝 − 1 [over the abscissas of the scheme except last one]
Set dummy quantities 𝑐3 = 𝜉𝑝 − 𝜉𝑞 and 𝑐2 = 𝑐2 𝑐3
Loop for 𝑚 = 0,… , 𝑚𝑖𝑛{𝑝 − 1;𝑚𝑚𝑎𝑥} [over the derivative order]

Get 𝑝−2𝛿 𝑚𝑞−1 = δ (𝑝 − 1, 𝑞, 𝑚 + 1)
If 𝑚 = 0

Set 𝑝−1𝛿 0
𝑞−1 = δ (𝑝, 𝑞, 1) =

(𝜉𝑝−𝜉0 )
𝑐3 𝑝−2𝛿 0

𝑞−1

Else (𝑚 > 0)
Get 𝑝−2𝛿 𝑚−1𝑞−1 = δ (𝑝 − 1, 𝑞, 𝑚)
Set 𝑝−1𝛿 𝑚𝑞−1 = δ (𝑝, 𝑞, 𝑚 + 1) = (𝜉𝑝−𝜉0 )

𝑐3 𝑝−2𝛿 𝑚𝑞−1 − 𝑚
𝑐3 𝑝−2𝛿 𝑚−1𝑞−1

End
End

End

Loop for 𝑚 = 0,… , 𝑚𝑖𝑛{𝑝 − 1;𝑚𝑚𝑎𝑥} [over the derivative order]
Get 𝑝−2𝛿 𝑚𝑝−2 = δ (𝑝 − 1, 𝑝 − 1, 𝑚 + 1)
If 𝑚 = 0

Set 𝑝−1𝛿 0
𝑝−1 = δ (𝑝, 𝑝, 1) =

𝑐1
𝑐2

[

−(𝜉𝑝−1 − 𝜉0) 𝑝−2𝛿 0
𝑝−2

]

Else (𝑚 > 0)
Get 𝑝−2𝛿 𝑚−1𝑝−2 = δ (𝑝 − 1, 𝑝 − 1, 𝑚)

Set 𝑝−1𝛿 𝑚𝑝−1 = δ (𝑝, 𝑝, 𝑚 + 1) = 𝑐1
𝑐2

[

𝑚 𝑝−2𝛿 𝑚−1𝑝−2 − (𝜉𝑝−1 − 𝜉0) 𝑝−2𝛿 𝑚𝑝−2
]

End
End

Update dummy quantity 𝑐1 = 𝑐2
End

the coefficients for the approximation of all possible derivatives up to the order 𝑚𝑚𝑎𝑥 (third loop with counter 𝑚). Finally, the
oefficient for the last point of the scheme are computed (last loop with counter 𝑚, where 𝑞 = 𝑝).

The coefficients are stored in a three-dimensional matrix δ with size (𝑛 × 𝑛 × 𝑚𝑚𝑎𝑥 + 1). Hence, the general coefficient 𝑝𝛿 𝑚0 𝑞 is
omputed for the 𝑝-point scheme (first dimension of δ) and associated to the abscissa 𝑞 (second dimension of δ), to approximate the
erivative of order 𝑚 (third dimension of δ). For brevity, subscript 0 indicating that the derivatives are evaluated at 𝜉0 is dropped
n Table 2, i.e., the general coefficient is indicated as 𝑝𝛿 𝑚𝑞 .

To be noted is that a 𝑝-point scheme permits to approximate only the derivative up to the order 𝑝− 1. Thus, when 𝑚𝑚𝑎𝑥 > 𝑝− 1,
he algorithm stops at the derivative of order 𝑝 − 1.

ppendix C. Supplementary material

This paper includes supplementary material which consists of Matlab scripts and functions to compute matrices 𝐇𝜒 , 𝐇′
𝜒 , 𝐇𝛾 and

′
𝛾 (Eqs. (21) and (22)) with the proposed FDDI technique. Three files are included:

• MAIN.m → This is the main script file for running the computation. After defining the cross-section abscissas, given in the
vector X, and the FD scheme order to be used (variable p), it calls the function ComputeMatrices4FDDI.

• ComputeMatrices4FDDI.m → This file contains the function ComputeMatrices4FDDI that performs the actual
computation of the matrices 𝐇𝜒 , 𝐇′

𝜒 , 𝐇𝛾 and 𝐇′
𝛾 for a given set of quadrature cross-section abscissas (vector X) and the chosen

FD scheme order (variable p ≤ 𝑛).
If p = 3, the FDDI3 is used (Section 3.4.1), by calling the function FDDI_3pnt.
If p = 4, the FDDI4 is used (Section 3.4.2), by calling the function FDDI_4pnt.
If p = 5, the FDDI5 is used (Section 3.4.3), by calling the function FDDI_5pnt.
Functions FDDI_3pnt, FDDI_4pnt and FDDI_5pnt are included in the same file and call the function Fornberg.

• Fornberg.m → This file contains the function Fornberg that computes the FD coefficients required by the functions
FDDI_3pnt, FDDI_4pnt and FDDI_5pnt, based on the Fornberg algorithm (Appendix B).
26

he reader can refer to the header of each Matlab file for a more detailed description.
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Appendix D. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.cma.2024.117067.
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