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Abstract

The present thesis, in the context of the direct detection of dark matter, focuses
on the search for low mass dark matter candidates. We set the most stringent bound
on the dark matter spin independent cross section in the GeV/c2 mass range using
the DarkSide-50 experiment. We extend the bound of the experiment in the sub-
GeV region thanks to the exploitation of the Migdal effect. Finally, we investigate
the possibility of measuring such an effect with the CYGNO experimental approach.

At present, dark matter is only known via gravitational effects and its nature,
e.g. its interactions with ordinary matter or its mass, has not yet been discovered.
The search for dark matter weakly interacting massive particles with noble liquids
has probed masses down and below a GeV/c2. Detecting the scattering of dark
matter particles in the sub-GeV “low mass” range is a challenging task, since, in
this mass region, the typical energy transfer is below the experimental threshold.
However, the nuclear recoils induced by dark matter particles interacting in the
detector can be followed by the excitation and ionization of the recoiling atom, the
Migdal effect.

We improve the preliminary results of the 2018 DarkSide-50 analysis thanks
to a refined detector response model, data selection, and background model. We
develop an innovative analysis tool in the Bayesian approach that is able to repro-
duce the detector response in a semi analytical way. As a result of the analysis,
the DarkSide-50 observed sensitivity turns out to be the world’s best sensitivity in
the mDM = [0.7, 4.7] GeV/c2 mass region, being able to exclude at 90% credible
interval a dark matter spin independent (SI) cross-section σSIDM = 2.1 × 10−43 cm2

at mDM = 4.5 GeV/c2.
We compute the rate of the so-called Migdal effect for hydrogen, helium and for

argon atoms: thanks to the inclusion of this effect, the sensitivity of DarkSide-50
can be extended to lower masses, down to 60 MeV/c2, where the experiment has
currently the strongest sensitivity.

Up to this day, the Migdal effect has been measured only in α and β decays, and
its verification in nuclear scattering would be a strong confirmation of the results
obtained by the direct detection experiments. For this purpose, we investigate
the possibility of measuring the Migdal effect induced by a neutron source with a
prototype of the CYGNO experiment. With its light target atoms and great 3D
position resolution, CYGNO will be a complementary experiment with respect to
DarkSide, being able to access the direction of the nuclear scatterings and potentially
distinguish the dark matter induced recoils from the irreducible neutrino coherent
scattering background.
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Introduction

Since the 1930s, we have collected an incredible amount of astronomical and cosmo-
logical evidences suggesting that there is something we are missing in our description
of the Universe. The available models for gravitation are not consistent with the
observed data on every scale. The two main explanations for these inconsistencies
are that the current gravitational models do not describe precisely our universe, or
that there is a massive particle, or a set of particles, called “dark matter”, that we
are still missing and that we have not yet detected.

The observations are quite difficult to reconcile with modified gravity theories,
and this is the reason why the scientific community has shown a great and growing
interest in the detection of possible dark matter particles in the last decades. In-
deed, establishing the nature and the properties of dark matter is one of the most
open and compelling problems of contemporary physics and, up to this day, no
incontrovertible evidence of dark matter particles has been found yet.

Several and very different experimental techniques have been developed to be
able to detect dark matter on Earth. These experimental approaches can be divided
mainly in three categories: accelerators can look for events in which the interaction
between ordinary matter particles results in the production of dark matter particles;
on the contrary, the so-called “indirect detection’’ techniques look for events in
which interacting dark matter particles could produce ordinary matter particles;
finally, the so-called “direct detection’’ experiments study the possible recoils that
the dark matter particles should induce in the constituents of the ordinary matter,
in particular mainly in the atomic nuclei. In fact, as suggested by the astronomical
data and as described by the so-called “Standard Halo Model’’, a dark matter halo
permeates the Milky Way, and a dark matter wind coming from the direction of the
Cygnus constellation hits the Solar System during its motion around the galactic
center.

My research activity focused on the dark matter direct detection. In this field,
many experimental approaches have been developed, each of them giving their
best performances for different possible values of the dark matter mass. How-
ever, the experimental approaches producing the best results in the most the-
oretically motivated dark matter mass region, namely the electroweak scale at
O(1 GeV/c2 − 1 TeV/c2), are based on Time Projection Chambers (TPC) using
noble liquids or gas. These experiments are characterized by a very strong sensitiv-
ity, being able to exclude incredibly small dark matter interaction cross-sections.

As we will see in more detail in this thesis, the highest sensitivity to the nuclear
recoil interactions of this kind of detectors is reached for dark matter masses of the
same order of magnitude of the mass of the target nuclei. For this reason, among all
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the experimental results in the direct detection field, experiments like XENON1T,
based on liquid Xe, have the best sensitivity in the O(100 GeV/c2) region, while
experiments based on liquid Ar, such as DarkSide-50, have the strongest sensitivity
in the O(5GeV/c2) region. The GeV and sub-GeV regions, usually referred to as the
“low mass’’ region, even if still theoretically motivated, are in principle inaccessible
by these experiments, and are typically explored by semiconductor devices and
bolometers. Their sensitivity to lower dark matter masses is indeed limited by the
lower energy threshold in the detection of nuclear recoils, which is typically expected
to be O( keV), corresponding to O(1 GeV/c2) dark matter interacting with noble
liquids such as argon or xenon.

Within this context, the goal of this thesis is to contribute to the search for dark
matter candidates, with particular focus on the low mass region. In particular, we
contributed to the conclusive analysis of the DarkSide-50 experiment, improving
the 2018 DarkSide-50 previous analysis [1] by means of a better description of the
detector response model, the data selection, and the background model. We devel-
oped an innovative way to include the detector response model in a semi analytic
way inside the likelihood and we carried out the analysis in the Bayesian approach.
DarkSide-50 is a dual phase TPC based on liquid argon which collected data under-
ground at the Laboratori Nazionali del Gran Sasso (LNGS) from 2015 until 2019,
for a total exposure of (9968± 150)kg d. The readout system consists of two arrays
of 19 PhotoMultiplier Tubes (PMTs), placed at the top and the bottom caps of a
cylindrical TPC, that are able to collect, as a consequence of a particle releasing
energy inside the detector, both the scintillation light (S1 signal) and the ionization
(S2 signal), amplified in the gaseous phase. Thanks to the deeper comprehension of
the detector response and background models, we were able to measure, with our
innovative approach, the sensitivity of DarkSide-50 to dark matter spin independent
interactions: the experiment turned out to set, up to this date, the most stringent
bound in the [0.7, 4.7] GeV/c2 dark matter mass region. In addition, thanks to
the parallel phenomenological studies we carried out, we were able to extend this
bound to lower dark matter masses, down to 60MeV/c2, where, again, DarkSide-50
revealed to currently set the world’s strongest bound.

Indeed, in the phenomenological analysis of Ref. [2], we demonstrated that it
is possible to extend the sensitivity of liquid argon experiments to lower masses
taking into account a small effect, called the “Migdal effect’’, in addition to the
usual nuclear recoil analysis. To be more specific, the Migdal effect is the emission
of an electron as a direct consequence of the perturbation of the electron cloud
induced by the recoil of the atomic nucleus. We computed the Migdal effect rate for
hydrogen, helium and, using the argon ionization probabilities computed in Ref. [3],
argon atoms: we found that, particularly for argon, it is a negligible effect when the
nuclear recoil induced by the dark matter has enough energy to be detected, but,
when this is not the case, it turns out to be the dominant contribution, since the
emitted electron is detectable even when the nuclear recoil is not.

Due to its importance in this research field, a growing interest in the measure-
ment of the Migdal effect is arising. Indeed, up to this day, it has been measured
only in α and β decays, and the observation of the Migdal effect in nuclear scattering
would be a strong confirmation of the possibility to exploit it by the direct detection
experiments. For this purpose, we believe in the possibility of measuring the Migdal
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effect induced by a neutron source with a CYGNO prototype. The CYGNO exper-
imental collaboration has the goal of constructing a gaseous TPC detector with
optical readout for the high precision 3D tracking of O(1 GeV/c2) and sub-GeV
dark matter induced nuclear recoils. To enhance the sensitivity in this mass region,
the experiment, which is concluding its R&D phase, will be therefore based on a
gas mixture containing light atoms like helium and fluorine. The readout system,
consisting of a triple Gas Electron Multiplier (GEM) stage optically coupled to an
sCMOS camera, will allow, thanks to its great spatial resolution, measuring the di-
rectionality of the recoils, being potentially able to confirm the astrophysical source
of a potential signal or to discriminate the signal from the irreducible coherent neu-
trino scattering background. Due to its spatial resolution power, this experimental
approach could be in principle able to resolve the possible Migdal effect signatures
when exposed to a suitable neutron source.

Finally, the analyses performed in this thesis are carried out in the Bayesian
approach, generally rarely used by the experimental collaborations in the dark mat-
ter direct detection field. In particular, the innovative approach developed for the
DarkSide-50 analysis was implemented in a C++ software, exploiting the BAT
(Bayesian Analysis Toolkit) libraries and the NVIDIA CUDA libraries for GPU ac-
celeration. A simplified version of this approach has also been used to preliminarily
assess the sensitivity for a possible future CYGNO detector, and for a phenomeno-
logical study [4] of the data published by the DAMA experimental collaboration.

The thesis is structured as follows.
In Chapter 1 the most significant dark matter evidences and possible particle

candidates are introduced. In addition, the standard model describing the galactic
dark matter halo in the Milky Way is also described.

In Chapter 2 the main features of the modern direct detection searches are
illustrated. A theoretical description of the typical dark matter-nucleus interaction
process is given, and the state-of-the-art of this research field is reported.

Chapter 3 focuses on the Migdal effect: an analytical calculation for hydrogen
and helium atoms is presented. Up to our knowledge, this represents the first explicit
calculation of the rate of the Migdal process for a helium target. Then, following
our phenomenological study of Ref. [2], the role of this effect in direct detection
searches is explored, showing its importance when an argon target is used.

In Chapter 4 the statistical formalism of the Bayesian approach, used in the
subsequent analyses, is shown. In this chapter, the analysis of the DAMA residuals
we carried out in Ref. [4] is illustrated.

In Chapter 5 the DarkSide-50 experimental setup is described, and the detec-
tor response model, the calibration measurements, and the background model are
presented.

Chapter 6 is dedicated to the conclusive analysis of the DarkSide-50 experiment:
the innovative implementation of the detector response model is shown, along with
the full detailed description of the experimental likelihood. The results of the anal-
ysis and the bound on the dark matter spin independent cross section are presented
here in detail.

In Chapter 7 the CYGNO experimental approach is described, with a particular
focus on the features that make CYGNO a suitable experiment to measure the
Migdal effect in nuclear scattering. In particular, the performances of the current



4 Introduction

prototype, the LEMON detector, are presented, and the details of the CYGNO plan
for the construction of a large TPC detector will be given.

Finally, Chapter 8 focuses on the future perspectives for this work. In partic-
ular, after a brief description of the available sensitivity projections for the future
upgrades of the CYGNO and DarkSide projects, in the last section, a particular
emphasis is put on the possibility of measuring the Migdal effect with a CYGNO
prototype.
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Chapter 1

The dark matter hypothesis

As suggested by the recent astronomical and cosmological observations [5], most of
the matter in our Universe, approximately 80%, is made of an unknown source called
dark matter (DM). Its existence is postulated solely by means of its gravitational
effects which affect the galaxy rotation curves, galaxy clusters, gravitational lensing,
Cosmic Microwave Background (CMB), and large-scale structure. Great effort has
been made in recent years to determine the nature of DM, both from the theoretical
and experimental point of view. Several models have been proposed to identify the
most suitable particle candidate, and a lot of experimental approaches have been
pursued. This thesis focuses on the search for dark matter candidates with direct
detection experiments.

In this introductory chapter, a brief summary of the main DM evidences and
candidates is given in Sec. 1.1 and Sec. 1.2, respectively. In Sec. 1.3 a description
of the standard assumptions on the DM distribution in the Milky Way, that will be
one of the inputs needed for the next chapters, is reported.

1.1 Evidences for dark matter
1.1.1 Galaxy rotation curves
One of the most known evidences for the existence of DM comes from the study
of the rotation curves of the spiral galaxies [6, 7]. This class of galaxies, which the
Milky Way belongs to, is characterized by a flat disk mainly made of stars and
gas clouds arranged in spiral arms and rotating in circular orbits, and by a central
agglomerate of stars called “bulge”. The rotation curve is defined as the relation
between the circular speed of the stars in the galaxy, that can be measured using
the Doppler shift of the Hydrogen 21 cm line, and the distance of these stars from
the galactic center. Using Newton’s law of gravity and the Gauss theorem, it can be
easily shown that the circular speed v of a star around the galactic center is given
by

v =

√
GM(R)

R
, (1.1)
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Figure 1.1. Rotation curve of the galaxy NGC6503 from Ref. [8]. The lines correspond to
the fitted visible components (dashed), gas component (dotted), DM halo component
(dash-dotted), and to the sum of the three (solid).

where R is the distance from the galactic center, G is the gravitational constant and

M(R) =

∫
|r|<R

ρ(r) dr (1.2)

is the mass contained within a distance R from the galactic center, with ρ(r) being
the visible mass density profile as a function of the position r with respect to the
galactic center. At large R, namely in the region where the mass density ρ is
expected to be zero, v ∝ 1/

√
R, and this is what is observed for example for the

planets in the Solar System. However, on the galactic scale, the rotation curve
is observed to be quite flat at large R, as shown in Fig. 1.1. This observation
can be explained by an invisible DM halo, with a density profile at large distances
ρ(r) ∝ r−2, which permeates the spiral galaxies.

In general, however, the rotation curve at large distances is not always flat [9],
and the DM halo density profile dependence on r can be different from r−2 at small
or very large radii [10, 11].

Finally, an additional evidence for DM related to the velocities of stars in galax-
ies comes from the so-called “bar instability” [12] in disk galaxies. Disk galaxies
consist of a flattened circular disk of stars. However, it has been shown by numer-
ical simulations that self-gravitating disks are not stable and tend to form bar-like
objects. However, adding a massive, more extended, spherical halo keeps the disks
stable.
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1.1.2 Galaxy Clusters, Gravitational Lensing and Bullet Cluster
Galaxy clusters are the biggest gravitationally bound structures in the Universe,
containing O

(
102÷3

)
galaxies and hot gas. Since they are so largely extended, they

can be considered as representative of the Universe in general, and, by studying
some of their properties, it is possible to get evidences of DM.

One of the first hints for DM has been in fact the study of the total mass of the
clusters [13, 14]. To get a first rough estimation, using the virial theorem, it is in
fact possible to express the mass of the cluster as

M = RG

〈
v2
〉

G
, (1.3)

where
〈
v2
〉

is the mean square velocity of the cluster, measured via Doppler effect,
and the gravitational radius RG is defined as

RG = 2

(∑
i

mi

)2
∑

i

∑
j ̸=i

mimj

rij

−1

, (1.4)

measured by reconstructing the positions of the galaxies of the cluster. For a typical
cluster, the mass to luminosity ratio is

M

L
∼ 102

M⊙
L⊙

, (1.5)

with M⊙ and L⊙ indicating the mass and the luminosity of the Sun, respectively.
The large O

(
102
)

factor can be explained by the presence of invisible matter
widespread within the cluster, and it is equivalent to a total mass density ρm ∼ 0.3ρc
[15], where ρc is the critical density defined as

ρc =
3H2

0

8πG
, (1.6)

with H0 being the Hubble constant today.
Another observable that can be measured studying galaxy clusters is the baryon

fraction fb, defined as
fb =

Mb

M
, (1.7)

where M is the total mass of the cluster, and Mb is the mass of the normal baryonic
matter. Assuming that the intergalactic hot X-ray gas is spherically symmetric and
in hydrostatic equilibrium, one can estimate the baryon fraction by measuring the
properties of the X-ray spectrum of the gas obtaining fb ∼ 0.144±0.005 [16], which
is, therefore, a small fraction of the total mass of the cluster.

Further evidences of DM come from the so-called “gravitational lensing”. Ac-
cording to General Relativity, in fact, massive objects modify the local geometry
of space-time. Therefore, a photon traveling in the curved space around a massive
object - mainly a galaxy or a galaxy cluster - is deflected and, as a consequence, it
may happen that the image of a star or a galaxy which is behind the object appears
distorted to the observer, or even duplicated in multiple copies. This effect, whose
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intensity depends on the gravitational potential and increases as the mass of the
massive object does, is known as gravitational lensing. According to the scale of
the mass involved in the process, different regimes are defined. When the light is
deflected by large angles it is referred to as strong lensing [17]: multiple images, or
even an Einstein ring, if the light source and the massive object are aligned with
the observer, can be formed. Weak lensing [18], instead, occurs when the light is
deflected by small angles, and the image of the light source appears to be distorted.
Finally, microlensing [19] occurs when the deflection is too small to be resolved by
the instruments of the observer: the result is that the light source is temporarily
brightened. The crucial aspect is that, being a pure gravitational effect, both visible
and dark matter give their contribution to it. Indeed, by measuring the intensity
of the gravitational lensing, the mass of the massive object can be estimated; such
observations when compared to the mass of the visible matter composing the object
indicate a lot of missing mass. In other words, the mass of the stars and the gas
composing the galaxies and the galaxy clusters is not enough to explain such big
observed gravitational lensing effects, and this is considered to be a strong evidence
of DM.

Finally, a famous physical system related to galaxy clusters with strong evi-
dences of dark matter is the so-called Bullet Cluster [20] - see Fig. 1.2. The picture
shows two clusters right after their collision: this is a very peculiar observation,
since the different behavior of the various components of the clusters - stars, inter-
galactic hot gas and hypothetically DM - can be studied. Since the probability of a
clash between the stars is very low, the stellar component is basically unaffected by
the clash, as observed. On the other hand, the intergalactic gas interacts, mainly
electromagnetically, and we can detect the resulting X-ray emission (pink halo in
the picture): these interactions have the effect of slowing down the gas with respect
to the motion of the other components of the cluster pair. However, the gravita-
tional lensing effect does not follow the baryonic matter, whose main component is
gas itself, but instead appears unchanged by the clash. This strongly supports the
idea of the existence of a non-baryonic DM halo in the two clusters (blue halo in
the picture), which, unlike the gas, interacts very weakly, except for gravity.

1.1.3 Cosmic Microwave Background
The most commonly endorsed model of Cosmology today is the Big Bang model.
The simplest parameterization of the Big Bang model, which is consistent with the
majority of the astronomical observations, is the six-parameters ΛCDM (Lambda
Cold Dark Matter) model [22]. According to ΛCDM, the Universe is made of three
main components: a cosmological constant Λ related to dark energy, the ordinary
matter and a cold dark matter (CDM) component. The reason why it is called
“cold” dark matter is because, in this model, DM is assumed to be non-relativistic
at the time of decoupling. This assumption is motivated by large scale structure
properties, as we will briefly see in Sec. 1.1.4.

One of the fundamental observational bases of the ΛCDM model, which is con-
sidered to be the Standard Model of contemporary Cosmology, is the Cosmic Mi-
crowave Background. However, before going into the details of its importance as an
evidence for dark matter, let’s make a brief summary description of the evolution of
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Figure 1.2. Picture of the cluster merger 1E0657-558 (z = 0.296) named Bullet Cluster.
The pink halo represents the X-ray emission, generated by the intergalactic gas. The
blue halo is the mass distribution evaluated from gravitational lensing. Figure from
Ref. [21].

the Universe. The Friedmann equation describes how the expansion of the Universe
is related to its energy content and its geometry and can be written as

H2 ≡
(
ȧ

a

)2

=
8πG

3
ρ− k

a2
+

Λ

3
, (1.8)

where H(t) is the Hubble constant at a certain time t, a(t) is the scale factor
and parameterizes the expansion of the Universe, ρ is the total energy density,
k/a2 is the spatial curvature of the Universe and Λ is the cosmological constant.
We have followed the convention of setting the speed of light c = 1. The scale
factor is often normalized to unity today, namely a0 = 1, and the Hubble constant
today is often written as H0 = 100h km s−1 Mpc−1, with h being a dimensionless
constant parameterizing the uncertainty. Indeed, different kind of observations find
different values of Hubble constant today - this is known as “Hubble tension” - and
using h is useful to propagate the uncertainty on the Hubble constant today to
the other parameters of the model. Just to give the numerical order of magnitude
for h, for example Planck measurements of the CMB give h = 0.673 ± 0.006 while
measurements from type 1a Cepheid supernovae show h = 0.740± 0.014 [23]. The
total energy density ρc for which the Universe is flat, namely k = 0, is called critical
density, and it is defined as in Eq. 1.6. It is therefore useful to define the so-called
density parameter Ω such that

Ω =
ρ

ρc
. (1.9)
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Therefore in a flat Universe Ω = 1, and this is consistent with the current astro-
nomical observations [5]. Since however ρ takes contributions from the various
components of the Universe, one can define each single density parameter as

Ωi =
ρi
ρc
, (1.10)

where the index i indicates the i-th component. These components are: the energy
density of all the relativistic particles, called radiation density ρr; the energy density
of the matter ρm which in turn can be separated in a baryonic matter energy density
ρb and a CDM energy density ρCDM ; the energy density of the cosmological constant
ρΛ.

According to the current accepted explanation of the evolution of the Universe,
for significant periods of time the total energy density has been dominated by one
component [24]. When, in the initial phases, the Universe was hot and dense and
the temperature was greater than kBT > 3 eV, the Universe was dominated by
radiation, which, as the Universe expands, dilutes as ρr ∝ a−4. The scale factor
in this period, as described by the Friedmann equation, evolved as a ∼

√
t. At a

time of ∼ 104 y after the Big Bang, corresponding to a temperature kBT ∼ 3 eV,
ρm started to be greater than ρr, and there was a phase in which the Universe
was dominated by matter. Since ρm ∝ a−3, during this phase, the scale factor
evolved as ρm ∝ t2/3. Finally, the matter started to dilute, and the cosmological
constant became dominant, and during this period the scale factor began to grow
exponentially with time. If we define the redshift z by means of the relation

a =
1

1 + z
, (1.11)

we can rewrite the Friedmann equation as

H2 = H2
0

(
Ωr,0(1 + z)4 +Ωm,0(1 + z)3 +Ωk,0(1 + z)2 +ΩΛ,0

)
, (1.12)

where the Ωk term accounts for the curvature term in Eq. 1.8.
At this point, we have all the elements to understand the existence and origin of

the Cosmic Microwave Background. As already said in the first phases the Universe
was hot and dense. When matter domination began, the Universe was a plasma
of electrons and baryons in thermal equilibrium. As the temperature decreased,
the initial neutral atoms started to form, and the Universe became transparent to
photons, which are coupled to charged particles. At redshift z ∼ 1100, radiation
and matter were essentially decoupled, and the photons started to travel freely
in space. Those photons are still streaming in the Universe today and are called
Cosmic Microwave Background.

The CMB appears to be a black body radiation with a temperature of T0 =
(2.7255± 0.0006) K [25]. However, it is not perfectly uniform in all directions, but,
instead, is characterized by small fluctuation of order ∆T/T ∼ 10−5, as depicted
in Fig. 1.3. These anisotropies are an incredible source of information on the for-
mation of structures in our Universe and on the amount of DM. From the point
of view of the intensity, the ∆T/T ∼ 10−5 amplitude itself provides hints for DM.
Indeed, the anisotropies are caused by density perturbations at the time of photon
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Figure 1.3. Cosmic Microwave Background anisotropies from the Planck satellite. All
the distortions and spurious effects caused by the motion of the Earth with respect
to the CMB galactic frame have been subtracted and corrected here. Figure by ESA
https://www.esa.int/ESA_Multimedia/Images/2013/03/Planck_CMB

decoupling, and, studying the evolution of these perturbations, it can be probed
that the requirement for the structures - galaxies, galaxy cluster etc. - to form in a
Universe without non-baryonic DM is ∆T/T ∼ 10−4 in the CMB.

In addition to that, other evidences for DM come from the angular properties
of the CMB. In fact, this temperature fluctuations can be analyzed expanding the
CMB in spherical harmonics:

∆T (θ, ϕ)

T
≡ T (θ, ϕ)− T

T
=
∑
l

m=l∑
m=−l

almY
m
l (θ, ϕ), (1.13)

where T (θ, ϕ) is the temperature in a certain direction of the sky, T is the mean tem-
perature, Y m

l (θ, ϕ) are spherical harmonics and alm are the expansion coefficients.
At this point the so-called power spectrum can be computed: it is a function of l
and it is defined as

Cl =
〈
|alm|2

〉
m
, (1.14)

with the brackets indicating a simple average. The result is depicted in Fig. 1.4.
The relative height of the peaks in the temperature power spectrum depends on
the abundance of the different components of the Universe at the photon decou-
pling, and this gives therefore information on the total amount of DM; on the other
hand the baryon matter density influences the ratio between the odds and the even
peaks amplitudes. The fit of the CMB temperature power spectrum to the ΛCDM
parameters performed by the Planck collaboration [5] gives

Ωbh
2 = 0.02237± 0.00015,

ΩCDMh
2 = 0.1200± 0.0012.

(1.15)

Therefore not only ΩCDM is greatly different from zero but, as expected from the
other astrophysical observations described before, the DM is also the main ingredient
of all the matter in the Universe.

https://www.esa.int/ESA_Multimedia/Images/2013/03/Planck_CMB
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Figure 1.4. Planck 2018 temperature power spectrum (TT) [5]. The blue solid line is a
fit to the ΛCDM theoretical prediction. The vertical gray dashed line at l = 30 denotes
a change in the horizontal axis scale.

1.1.4 Large scale structure
The astronomical observations and mapping of the plentiful amount of objects in
the Universe have allowed us to probe and analyze the various structures up to a
very large scale. These structures seem to organize in a hierarchical model, which
is in agreement with the hypothesis of a cold DM. Although the study of these
structures are not as informative in quantitative and qualitative terms as the CMB
anisotropies, combining different datasets can provide some constraints on the cos-
mological parameters. The latest results from DES (Dark Energy Survey) [26], for
instance, combining observations from galaxy-galaxy lensing, galaxy clustering and
weak lensing, provide Ωm = 0.34± 0.03, which, combined with other datasets such
as, for instance, Planck, BAO (Baryonic Acoustic Oscillations) or BBN (Big Bang
Nucleosynthesis), yields Ωm = 0.306+0.004

−0.005.

1.2 Dark matter candidates
In the previous section, some of the main evidences of DM have been discussed. A
broad list of theoretical models has been proposed as a solution for those empirical
observations, but, however, if DM is actually made of particles it is possible to
summarize the common properties that it has to satisfy. In particular, all these
models must provide a particle which:

• is not baryonic;



1.2 Dark matter candidates 13

• is stable on a cosmological timescale: we currently have evidences of the exis-
tence of DM today, so it is not decayed yet;

• is neutral, since it does not undergo electromagnetic interactions;

• has no color charge, because it does not feel QCD strong interactions;

• if coupled to ordinary matter except for gravity, has at most weak interactions
with the Standard Model particles.

In addition to that, as mentioned in Sec. 1.1.4, most of the dark matter has to
be “cold”, i.e. non-relativistic to explain large scale structure. There exists a
set of models proposing “hot”, i.e. relativistic, dark matter, even if, however, its
contribution must be small, at most ∼ 1%, with respect to the whole amount of
DM. Since none of the known Standard Model (SM) particles has all the previous
properties at the same time, many extensions of the SM have been proposed. In the
rest of the section more details will be given on some of the main possible proposed
DM candidates: greater emphasis will be given to WIMPs (Weakly Interacting
Massive Particles), and mentions will be devoted to lighter DM candidates, i.e.
axions and sterile neutrinos.

1.2.1 WIMPs
Weakly Interacting Massive Particles is probably the most studied class of particle
DM candidates both from theoretical and experimental point of view. The reason
is that, thanks to the so-called “WIMP miracle”, they arise in a natural way in
many theories and naturally have the correct cosmological properties. Regarding
their general features, they are stable, neutral particles with a mass that lives in
the O(1 GeV − 10 TeV) range. Usually named χ, they interact with the Standard
Model particles at the weak scale and were not relativistic at the photon decoupling.
One of the most famous candidate as a WIMP is the neutralino of Supersymmetry:
nonetheless, even if its mass is expected to be close to weak scale (mweak ∼ 100GeV )
the accelerator searches have only given null results so far [27]. Many other WIMP
candidates have however been proposed [28], but since this thesis will consider the
general features of these candidates, giving more details goes beyond the scope of
this work.

The WIMP miracle

The dark matter we observe today may be produced in the early Universe, as a
thermal relic of the Big Bang [29]. At those stages, as already mentioned, the Uni-
verse was a hot and dense plasma of particles assumed to be in thermal equilibrium.
The WIMP DM is generally assumed to undergo 2-to-2 interactions with the SM
particles, namely the following interaction can happen

χ+ χ↔ ϕ ϕ∗, (1.16)

where ϕ ϕ∗ indicates a couple of SM particles, i.e. leptons, quarks or electroweak
bosons. This process, at high temperatures, proceeds in both directions. Nonethe-
less, since the number density of DM particles in equilibrium depends exponentially
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on the temperature as e−mχ/kBT , as the temperature of the Universe decreases below
the WIMP mass mχ the number of DM particles becomes exponentially suppressed.
Parallel to this, the Universe expands, and, from a certain moment on, it becomes
so large, and the DM becomes so dilute, that the DM annihilation process turns
irrelevant. The transition between the exponential fall regime and the expansion
dominated regime is called “freeze out”.

From a quantitative point of view, the time evolution of the DM number density
nχ is described by the Boltzmann equation

dnχ
dt

= −3Hnχ − ⟨σAv⟩
(
n2χ − n2χ,eq

)
, (1.17)

where H is the Hubble parameter, ⟨σAv⟩ is the thermal average of the annihilation
cross-section, and nχ,eq is the DM number density in equilibrium. If we focus on
the right-hand side of Eq. 1.17, the first term implements the dilution from the
expansion of the Universe, the n2 term accounts for the annihilation process, while
the n2eq term accounts from the reverse production process. In literature, instead of
the number density nχ, it is often referred to DM yield Yχ, defined as

Yχ ≡ nχ
s
, (1.18)

where s is the entropy density. Assuming thermal equilibrium, a gas state equation
for the matter plasma, and using the Second Law of Thermodynamics, the entropy
density can be expressed as

s =
2π2

45
g∗T

3, (1.19)

where T is the temperature and g∗ counts the number of degrees of freedom of the
different species in the gas. Since in thermal equilibrium the total entropy is con-
served, the entropy density is a measure of the comoving volume of the Universe,
s ∝ a−3. Therefore, the DM yield Yχ is also known as comoving number density
of the DM. Fig. 1.5 shows the solution of Eq. 1.17 in terms of the comoving num-
ber density as function of the temperature (and time), assuming a WIMP mass
mχ = 100GeV. As explained, there’s an exponential fall which, after the freeze out
transition, turns into a constant behavior.

It appears clear at this moment that the freeze out event is crucial. From a
quantitative point of view, the freeze out is the moment in which the production
and the dilution terms in Eq. 1.17 are comparable, namely

nFO
χ ⟨σAv⟩ ≃ H, (1.20)

where with the index FO we indicate that a certain quantity is evaluated at freeze
out.

At this point we can write the DM density parameter today as

Ωχh
2 ≡

ρ0χ
ρc
h2 =

(
s0h

2

ρc

)
mχY

0
χ , (1.21)

where, as usual, we denote with index 0 the quantities evaluated today, and where,
in the last equality, we used the definition of Eq. 1.18. However, using the freeze
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Figure 1.5. Comoving number density Y (and correspondent WIMP density parameter
Ωχ) as a function of the temperature (and time) for a WIMP mass mχ = 100 GeV.
The solid black line is the solution of the Boltzmann equation for a cross-section that
yields the observed DM density parameter. The colored regions correspond to a value
of the cross-section that differs by a factor of 10, 100 or 1000 from this value. The
dashed black line represents the evolution of an equivalent particle that remains instead
in thermal equilibrium. Figure from Ref. [28].

out assumption, Y 0
χ = Y FO

χ holds, and plugging Eq. 1.20 into Eq. 1.21 we obtain

Ωχh
2 =

(
s0h

2

ρc

)
mχY

0
χ =

(
s0h

2

ρc

)
mχY

FO
χ =

=

(
s0h

2

ρc

)
mχ

nFO
χ

sFO
≃
(
s0h

2

ρc

)
mχ

HFO

sFO ⟨σAv⟩
∝ 1

⟨σAv⟩
,

(1.22)

where in the third equality we used the definition of Eq. 1.18 at freeze out. By
putting the numbers into the last equation we obtain

Ωχh
2 ≃ 3 · 10−27 cm3 s−1

⟨σAv⟩
. (1.23)

Neglecting phase space and order one factors, and assuming a weak coupling for the
annihilation interaction, we can roughly estimate the WIMP cross-section as

⟨σAv⟩ ∼
α2
W

m2
χ

. (1.24)

By using this estimation in Eq. 1.23, resolving for mχ, and assuming the desired Ωχ,
we obtain mχ = O(1 TeV). This is what is called the “WIMP miracle”: weak-scale
particles freeze out with the desired DM density factor [28].

Even if the WIMP paradigm is so appealing, no signal has been discovered yet
in the expected O(1 GeV − 10 TeV) mass region - except for the DAMA/LIBRA



16 1. The dark matter hypothesis

experiment [30–32]. The failure of observing incontrovertible evidences of a WIMP-
like DM signal stimulated the effort of exploring different mass ranges [33], with
particular attention to the lower mass region. Although in fact, by repeating the
steps we showed in this section, low mass dark matter seems not to reproduce the
right relic density, there exist theories in which, thanks to appropriate mechanisms,
the dependence of the cross-section, and therefore Ωχ, on the mass of the DM mass
is weakened [34, 35]. In this context, both the CYGNO and DarkSide projects,
which I am collaborating with, are interested in investigating the low mass region,
and, in particular, one of the main goals of this thesis is the conclusive low mass
analysis of the DarkSide-50 concluded experiment.

1.2.2 Axions
Axions are particles theorized by R. D. Peccei and H. R. Quinn [36] as an elegant
solution to the so-called Strong CP problem of QCD (Quantum ChromoDynamics).
QCD is the theory describing the strong interactions between quarks and gluons.
It is an SU(3) gauge theory and has some important exact symmetries such as
Lorentz invariance and CPT invariance. Besides these, it is characterized also by
two approximated symmetries (let’s just consider only the up u and down d quarks
for simplicity):

• since mu ∼ 2.5MeV/c2 and md ∼ 4.9MeV/c2 [37], their mass difference is very
small if compared to the intrinsic QCD energy scale which is ΛQCD ∼ 200MeV .
Therefore, QCD is a theory in which mu ∼ md: if we impose this property,
the theory acquires a new global U(2) symmetry in the flavor space. This
symmetry can be decomposed as SUV (2)×U(1), where the SU(2) corresponds
to the up-down isospin symmetry, while U(1) corresponds to the up-down
baryon number conservation.

• At the same time, it is also true that both the up and down masses are much
smaller than ΛQCD, meaning that QCD is a theory in which mu ∼ md ∼ 0. If
we assume this property, the theory now is symmetric under a UV (2)×UA(2),
where the subscript V and A indicates that this global symmetry can be
decomposed in a vector and axial part.

The interesting thing is that the axial part of this global approximate symmetry
is not observed in nature, not even in an approximate way. The solution is that
this UA(2) = SUA(2)×UA(1) symmetry must be spontaneously broken: in fact, the
vacuum of QCD breaks the symmetry by creating the so-called chiral condensate [38].
Therefore, by the Goldstone theorem, we should observe four bosonic nearly massless
particles (the symmetry is also explicitly broken by the quark masses), namely
the related Goldstone bosons. However, only the Goldstone bosons related to the
SUA(2) part of the symmetry are observed - i.e. the three pions (mπ ∼ 130MeV /c2,
which is considered to be sufficiently smaller than ΛQCD). The failure of observing
a good candidate to be the Goldstone boson of the UA(1) part of the symmetry is
called “UA(1) problem”. The UA(1) problem can be solved by noting that UA(1)
is an anomalous symmetry, i.e. its associated current is conserved in the classical
approach, i.e. by the Noether theorem, but it is not if we include one-loop quantum
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corrections. These corrections cannot be eliminated due to the topological non-
trivial properties of the QCD vacuum [39], and they violate the CP symmetry. This
CP violation, however, has not been observed so far. This problem is known as
“Strong CP problem”.

The solution proposed by Peccei and Quinn is to add an additional UPQ(1) chiral
symmetry to the Standard Model. If spontaneously broken, the void expectation
value of this symmetry can dynamically remove the CP violating contributions.
However, the price to pay for this cancellation is that, due to the anomaly, the
Goldstone boson associated UPQ(1) acquires a mass. This new neutral massive
bosonic pseudo-scalar particle is called axion.

Axions are promising DM candidates, and, with masses in the O
(
10−5 − 10−3 eV

)
range, can satisfy the appropriate stability requirements [40]. In the most common
axion theories, they are coupled to electrons and photons, so they can be produced
by astrophysical sources, mainly stars, and be in principle detected on Earth. In-
deed, recently there has been great interest in the observed low energy electron
recoil excess in the XENON1T experiment [41], and one of the possible explana-
tions considered by the XENON collaboration has been a possible signal induced
by the axions produced by the Sun.

1.2.3 Sterile Neutrinos
The Standard Model of particle physics provides three species of left-handed neu-
trinos, νe, νµ and ντ , which can interact with leptons via weak interactions. They
have very small but non-zero masses, not greater than O(0.2 eV) [5, 42]. They are
therefore expected to be relativistic at the decoupling. For this reason, the standard
neutrinos are a hot DM candidate, and, as such, they could only be a small fraction
of the total amount of DM in the Universe.

An interesting class of theories tries however to extend the set of neutrino parti-
cles adding another particle, the so-called “sterile neutrino”, which is a singlet under
the Standard Model gauge group - i.e. it has no weak, strong or electromagnetic
interactions with the SM particles. If its mass is greater than ∼ 1keV, as a particle
it has all the good properties requested to be DM: it is electrically and color neutral,
it becomes non-relativistic quite early (being a good candidate for cold DM), and,
if the mixing angles with other neutrinos are very small, it is very weakly coupled
with other particles and can be stable over cosmological scales [43]. However, since,
even if with low probabilities, they can oscillate to standard neutrinos, they are not
stable in an absolute way. Some of their decays can produce mono-energetic keV
photon emission, which could be observable in galaxies or galaxy clusters due to the
expected high DM density [44]. Indeed, in 2014, a XMM-Newton X-Ray telescope
data analysis of 73 galaxy clusters observations showed an unidentified X-ray line
at ∼ 3.6 keV [45], showed in Fig. 1.6. This excess can be interpreted as a signal
from the decay of a ∼ 7 keV sterile neutrinos, but the debate on the goodness of
this result, as well as other null results, is still ongoing.
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Figure 1.6. XMM-Newton 3 − 4 keV spectrum obtained analyzing data from 73 galaxy
clusters. The spectrum shows an unexplained peak at ∼ 3.6keV. Figure from Ref. [45].

1.3 Dark matter local density and velocity distributions
The goal of this thesis is to contribute to the search for dark matter candidates
with direct detection experiments. In fact, even if we have strong evidences of
its existence, to confirm it we have to detect it. Since the experiments this work
will deal with, namely DarkSide-50 and CYGNO, are located on Earth, in order
to evaluate the possible DM signature we need to know how it is spatially and
kinetically distributed. In particular, direct detection experiments aim to probe
DM density and speed in the Solar system, which is located a R⊙ = 8.2 kpc from
the galactic center of our galaxy, the Milky Way (MW).

The standard model describing the properties of the DM halo in the MW is called
Standard Halo Model (SHM) [46, 47]. Let’s consider the phase space distribution
function of the DM particles f(x,v, t), defined such that f(x,v, t)d3xd3v gives
the number of particles in an infinitesimal phase space volume d3xd3v located at
position x with speed v at time t. Assuming collisionless DM in steady state, the
phase space distribution function can be found solving the collisionless Boltzmann
equation

df

dt
= 0. (1.25)

By writing the total derivative in a more explicit way we obtain

∂f

∂t
+
∂f

∂x
· v − ∂f

∂v
· ∂Φ
∂x

= 0, (1.26)

where Φ denotes the gravitational potential. Assuming the DM halo is a self-
gravitating system, where the potential is generated by its density distribution,
Φ is related to the density by the Poisson’s equation

∇2Φ = 4πGρ. (1.27)
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The SHM assumes an isotropic isothermal spherical DM halo with density profile
ρ(r) ∝ r−2. The solution of the collisionless Boltzmann equation in this case is the
so-called Maxwell velocity distribution

f(v) =
1

N

(
3

2πσ2

)3/2

e−
3|v|2

2σ2 , (1.28)

where N is just a normalization factor, and σ is the root-mean-square velocity dis-
persion. As a consequence of the isothermal hypothesis, the halo has a flat rotation
curve, and the velocity dispersion σ is related to the circular velocity vc of rotation
of objects around the Galactic center by σ =

√
3/2vc. In addition, the density dis-

tribution assumed by SHM extends formally up to infinity, and hence the velocity
distribution does it too. However, the MW halo is finite, and, therefore, there exists
a velocity vesc(r) =

√
2|Φ(r)| at which a DM particle is not gravitationally bound

to the MW. The usual way to implement this effect into the model is just truncat-
ing the Maxwell distribution at the local escape speed, namely, for our purposes,
vesc(R⊙).

Therefore, to summarize, the parameters we are interested in for direct detection
searches on Earth are: the local DM density ρ(R⊙), the local circular speed vc(R⊙)
and the local escape speed vesc(R⊙). The local density ρ(R⊙) is measured by using
a large set of observations such as kinematics of nearby stars, MW rotation curve,
velocity dispersion of halo stars, and so on. The standard parameter value used
for direct detection searches is ρ(R⊙) = 0.3 GeV cm−3 c−2, even if there are large
systematic uncertainties affecting the experimental determination [48, 49] and the
observations varies in the 0.3− 0.5GeV cm−3 c−2 range. The local circular speed is
measured by using various methods, too: from the study of the proper motion of
Sgr A∗, the massive black hole at the center of the MW, recent measurements give
vc(R⊙) = (248 ± 7) km s−1 [50], while other methods employing tracer stars give
vc(R⊙) = (229.0± 0.2) km s−1 [51]. Finally, regarding vesc(R⊙), methods based on
the study of high velocity stars from the RAVE survey give vesc(R⊙) = 553+54

−41km s−1

[52], while other analyses based on Gaia Data Release 2 give vesc(R⊙) = (580 ±
63) km s−1 [53].
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Chapter 2

Dark matter direct detection

The goal of this thesis is to contribute to the search for dark matter candidates
with direct detection experiments. But what does it mean “direct detection”? The
attribute “direct” means observing the effect of the interaction of the dark matter
particles on ordinary matter in a controlled environment. We know that DM in-
teracts gravitationally with the SM particles, but, in the hypothesis in which these
interactions are not only gravitational, the DM could in principle undergo scattering
processes with ordinary matter, transferring its energy-momentum. The scattering
process might happen, for instance, off an atomic nucleus or an electron. For the
purposes of this work, we will assume the theoretical framework in which the dark
matter is considered to be heavy, with a mass in the O(GeV − TeV) range, and
weakly interacting. In these conditions, assuming the Standard Halo Model, the
dominant effect is the elastic scattering with the ordinary matter nuclei.

The chapter is structured as follows: in Sec. 2.1 we illustrate the general proper-
ties of the interactions between the DM particles and the ordinary matter nuclei; in
Sec. 2.2 we describe the main experimental features of the modern direct detection
detectors; finally, in Sec. 2.3 we report the state-of-the-art of this research field.

2.1 Dark matter nuclear scattering
2.1.1 Kinematics of the dark matter nuclear scattering
According to the Standard Halo Model, in the Milky Way and at our radius from
the galactic center, the mean velocity of a dark matter particle is ∼ 220 km s−1,
corresponding to β = v/c ∼ 10−3. This means that we are in the non-relativistic
regime, and we can treat the hypothetical scattering processes by means of non-
relativistic kinematics and quantum mechanics. At this speed, the kinetic energy
K for a DM mass of mDM = 10 GeV/c2 is:

K =
1

2
mDMβ

2c2 = 5 keV. (2.1)

Since the typical binding energy in heavier nuclei is O(5 − 10 MeV), the possible
effects related to the nuclear structure (and even more to the nucleon structure) can
be safely neglected. In addition, we will consider an elastic DM-nucleus scattering,
which is a good approximation in most of the applications, and it is useful to study
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Figure 2.1. Elastic scattering of a DM particle (χ) and a nucleus (N) in the nucleus rest
frame (left) and in the center of mass frame (right).

the kinematics of the process. However, possible photons or electrons can be emitted
after the interaction, and in Chap. 3 we will study in detail this kind of effects.

In order to better understand the properties of the DM-nucleus scattering, let’s
give a brief description of the kinematics. Let’s assume to have a certain detector
looking for DM nuclear scattering: the typical mass of the target nucleus is mN ∼
O(10 GeV/c2). For a temperature T ∼ O(100 K), the velocity of the nuclei of the
target is

K =
1

2
mNv

2
N ∼ kBT → vN ∼

√
2kBT

mN
∼ 103 m s−1, (2.2)

corresponding to β ∼ 10−6. We can therefore safely assume that, in the laboratory
frame, the nuclei are at rest. For our non-relativistic and elastic treatment, we
assume energy and momentum conservation. Let v and u denote the speed of
the DM and the nucleus before the collision, respectively. Let’s use the v′ and u′

notation to indicate the velocities after the collision, and let ϕ and θ indicate the
scattering angles of v′ and u′, respectively, with respect to the DM initial velocity.
For simplicity, let’s choose the horizontal x-axis as aligned to the initial DM velocity,
while the vertical y-axis is aligned to the corresponding transverse direction. With
this notation, see Fig. 2.1, the momentum conservation laws can be written as

mDMv = mDMv
′ cosϕ+mNu

′ cos θ, (2.3)
0 = mDMv

′ sinϕ−mNu
′ sin θ. (2.4)

By isolating the ϕ terms we obtain

v′ cosϕ = v − u′
mN

mDM
cos θ, (2.5)

v′ sinϕ = u′
mN

mDM
sin θ. (2.6)

(2.7)

At this point we can square and sum the two equations, finding

mDM (v′)2 = mDMv
2 +

m2
N

mDM
(u′)2 − 2mNvu

′ cos 2θ (2.8)
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Since for the energy conservation law

1

2
mDMv

2 =
1

2
mDM (v′)2 +

1

2
mDM (u′)2, (2.9)

we can solve for u′, obtaining

u′ = 2
µ

mN
v cos θ, (2.10)

where µ is the reduced mass defined as

µ ≡ mDMmN

mDM +mN
. (2.11)

At this point the nuclear recoil (NR) energy is given by

ER ≡ 1

2
mN (u′)2 = 2

µ2

mN
v2 cos 2θ. (2.12)

It is often useful to express the previous equation in terms of the scattering angle
θR in the center of mass (COM) frame, defined as the angle between the initial and
final momenta of the target nucleus. To do that, we can relate θ and θR by writing
the Galileo boost in the x direction, namely

uCOM
f cos (π − θR) + VCOM = u′ cos θ, (2.13)

where uCOM
f is the magnitude of the final velocity of the nucleus in the COM frame,

VCOM is the velocity of the center of mass, and the π shift is due to the different
definition of θR and θ (θ is referred to the initial velocity of the DM particle, while
θR is referred to the initial velocity of the nucleus in the COM frame, which has the
opposite direction, see Fig. 2.1). Noting that uCOM

f = VCOM = (µ/mN )v, we find

− µ

mN
v cos θR +

µ

mN
v = 2

µ

mN
v cos 2θ, (2.14)

and, simplifying,
1− cos θR = 2 cos 2θ. (2.15)

Therefore, in terms of the scattering angle in the COM frame, the recoil energy is
given by

ER =
µ2

mN
v2 (1− cos θR) . (2.16)

This means that the maximum energy that the incoming DM particle can provide
to a nucleus at rest via elastic scattering is

Emax
R = 2

µ2

mN
v2. (2.17)

It is often useful to rewrite the above equations in terms of the dimensionless pa-
rameter r, defined as

r ≡ 4
mDMmN

(mDM +mN )2
. (2.18)
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Figure 2.2. Emax
r as a function of the DM velocity v. Thanks to Eq. 2.20, the same plot

can be read as vmin, on the x-axis, as a function of ER, on the y-axis. On the left, the
relation is shown for different targets and for mDM = 10GeV/c2 and mDM = 1TeV/c2.
On the right, the relation is shown assuming a Xenon target for different values of
mDM . Figure from Ref. [54].

Using this parameterization Eq. 2.17 now becomes

Emax
R = rEi, (2.19)

with Ei = (1/2)mDMv
2 indicating the initial kinetic energy of the incoming DM

particle. The r parameter in the above equation can be interpreted as the energy
transfer efficiency due to the kinematics of the process.

On the other hand, if we consider ER as a fixed quantity, we can compute the
minimum dark matter velocity that can produce a recoil with that energy as

vmin =

√
mNER

2µ2
. (2.20)

These relations, depicted in Fig. 2.2, have an interesting implication. Lighter DM
must have larger vmin to generate a certain recoil: this means that, since the SHM
constraints the velocity distribution of DM, if an experiment has a certain energy
threshold to detect a nuclear recoil, it would be more difficult to detect lighter par-
ticles with respect to heavier particles. In other words, at a fixed energy threshold,
there exists a limit in the DM mass under which the experiment loses sensitivity.
In the modern direct detection noble liquids experiments, for example, the typi-
cal energy threshold is of O(1 keV), meaning that this kind of experiments loses
sensitivity to nuclear recoils if mDM ≲ 1 GeV/c2.

Finally, assuming the usual DM velocity v ∼ 220km s−1, the typical momentum
of the incoming DM particle is, for mDM ∼ O(10 GeV/c2), p ∼ O(10 MeV). The
de Broglie wavelength corresponding to this momentum is given by

λ =
h

p
∼ 120 fm. (2.21)
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On the other hand, the typical nuclear size can be estimated by its radius as RN ∼
1.25A1/3 fm, where A is the atomic mass number of the target. This means that for
instance Argon nuclei, with A = 40, have a radius of ∼ 4 fm. Since the DM typical
de Broglie wavelength exceeds by more than an order of magnitude the size of even
large nuclei, the hypothetical elastic nuclear scattering will be “coherent”. In other
words, for this process, rather than a bound state of nucleons, the nucleus can be
considered as a single object.

2.1.2 Scattering rate and cross-section
In the following, we will show how to obtain the differential event rate for a DM-
nucleus interaction. Let’s assume to have a certain detector looking for nuclear
recoils in a heavy atom target and taking data for a certain amount of time t. The
number of events induced by a DM halo with velocity v and number density n can
be written as

N = tnvNTσ, (2.22)

where t is the exposure time and NT is the number of target particles. In particular,
we are interested to the energy spectrum of DM recoils, and to do this we can take
the derivative with respect to the (measurable) recoil energy of the target particles,
namely

dN

dER
= tnvNT

dσ

dER
. (2.23)

However, as we know, the dark matter particles do not have a fixed velocity v, which,
instead, is distributed according to its local velocity distribution f(v). According to
the SHM there is an upper limit in the maximum velocity determined by the Milky
Way escape velocity vesc but, in addition, since we are interested in the rate as a
function of ER, if we fix the nuclear recoil energy there exist a minimum possible
DM velocity vmin, as described by Eq. 2.20. This mean that Eq. 2.23 should be
written as

dN

dER
= tnNT

∫ vesc

vmin(ER)
vf(v)

dσ

dER
dv. (2.24)

Let’s define the exposure E = tMT as the product of the exposure time t and the
total mass of the target MT . Noting that n = ρ0/mDM and NT =MT /mN , where
ρ0 is the local DM mass density, we obtain

dN

dER
= E

ρ0
mDMmN

∫ vesc

vmin(ER)
vf(v)

dσ

dER
dv. (2.25)

The event rate R is defined as the number of events per unit target mass per unit
time, so the differential event rate is given by

dR

dER
=

ρ0
mDMmN

∫ vesc

vmin(ER)
vf(v)

dσ

dER
dv. (2.26)

The crucial quantity to be determined is therefore the differential cross-section.
Since we do not know the nature of the DM-nucleus interaction, it is usually writ-
ten as the sum of a spin-independent (SI) contribution and a spin-dependent (SD)
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contribution,
dσ

dER
=

[(
dσ

dER

)
SI

+

(
dσ

dER

)
SI

]
. (2.27)

Spin-independent contributions would come from scalar or vector DM coupling to
the quarks forming the nuclei, while spin-dependent contributions would come from
an axial-vector coupling to the quarks in the nuclei. Without going into the de-
tails of the cross-section calculations starting from the Lagrangian, a quite model
independent parameterization is

dσ

dER
=

mN

2µ2v2
[
σSI0 F 2

SI(q
2) + σSD0 F 2

SD(q
2)
]
, (2.28)

where FSI,SD indicates the nuclear form factors, which encode the dependence on
the momentum transfer q2 and the nuclear structure. In the non-relativistic case,
we are in the low q2 regime, and this form factors can be approximated to their
zero-momentum values, namely FSI,SD ≈ FSI,SD(q

2 = 0) = 1. Regarding the
cross-sections, the most used parameterization in the literature are [54]

σSI0 =
µ2

π
[Zfp + (A− Z)fn]

2 , (2.29)

where Z is the atomic number and fp (fn) is the proton (neutron) coupling factor,
and

σSD0 =
µ2

π

J + 1

J
[ap ⟨Sp⟩+ an ⟨Sn⟩]2 , (2.30)

where J is the nuclear angular momentum, ap (an) is the proton (neutron) effective
coupling constant and ⟨Sp⟩ (⟨Sn⟩) is the proton (neutron) spin expectation value.

In the SI case, the standard assumption is the so-called isosinglet condition, i.e.
fp = fn [54]. This implies that the scattering cross-section is simply proportional
to A2. Indeed, at low momentum transfer, Eq. 2.29 can be written as

σSI0 = σp
µ2

µ2p
A2, (2.31)

with σp being the DM-proton cross-section and µp being the DM-proton reduced
mass.

In order to understand which is the dependence of the event rate on ER, let’s
rewrite Eq. 2.26, assuming vesc → ∞ for simplicity, as

dR

dER
∝
∫ ∞

vmin(ER)
vf(v)

1

v2
dv. (2.32)

Using Eq. 1.28 but taking into account the speed vE of the Earth, where the detector
is located, with respect to the DM halo, we obtain

dR

dER
∝
∫ ∞

vmin(ER)

exp
{
− |v+vE |2

v20

}
v

dv, (2.33)
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where v20 ≡ 2σ2/3. Since we are interested in the general behavior of the event rate,
we will introduce an additional simplification, namely we will neglect vE . Using
Eq. 2.20 e by means of a change of variable, the event rate can be written as

dR

dER
∝
∫ ∞

ER

exp
{
− E

rE0

}
dE, (2.34)

where, by definition,

E0 ≡
1

2
mDMv

2
0

r ≡ 4
mDMmN

(mDM +mN )2
.

(2.35)

For our simplistic calculation, the event rate, as a function of the nuclear recoil
energy, can therefore be expressed as [55]

dR

dER
=

R0

rE0
exp
{
− ER

rE0

}
, (2.36)

where R0 is the total event rate, and it is given by

R0 =

∫ ∞

0

dR

dER
dER. (2.37)

As we have seen in this chapter, DM particles can deposit a small amount of en-
ergy, amounting to just O(10 keV), into the ordinary matter nuclei. In addition, as
highlighted by Eq. 2.36, our very simplistic approach leads to a featureless and expo-
nentially falling rate. Even with more realistic calculations, for instance taking into
account a finite vesc, keeping the vE dependence, or considering additional higher
order ER terms in the scattering cross-section, the situation is still the same, see
Fig. 2.3. There are no expected peaks, resonances, knees in the spectrum, making
it difficult to distinguish from other background sources. Moreover, the total rate
is expected to be very small, O(1 evt kg−1 y−1)1, making the DM direct detection a
real challenge. It is therefore not surprising that the existing DM direct detection
experiments are characterized by a large exposure and very low background rates.

However, even if the focus of these searches has mainly been the event rate
integrated over a long period of time, there is a growing interest in its time struc-
ture [56]. In fact, it is now clear that one of the inputs in the calculation of the
DM rate is the average DM initial velocity before the DM-nucleus collision in the
Earth reference frame. The motion of the Sun through the DM halo is expected
to be in the direction of the Cygnus constellation, on the plane of the galaxy. In
addition, the orbit of the Earth around the sun is tilted, with respect to the galactic
rotation plane, by ∼ 60◦ above the line of motion. This means that the Earth’s
speed component parallel to the galactic rotation plane changes with time, with a
period of 1 year. In other words, in half of the year our planet is moving “upwind”
with respect to the DM halo, and in the other half is moving “downwind”. This is,
of course, a small effect, since the circular velocity vorbit of the Earth in its motion

1Assuming an 40Ar target, ρ0 = 0.3 GeVcm−3 c−2, mDM = 10GeV /c2, and σSI
DM ∼ 10−38 cm2.
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Figure 2.3. Annual average of the SI DM-nucleus scattering rate for a DM mass mDM =
3 GeV/c2, assuming a DM-proton scattering cross-section σp = 10−46 cm2. Different
lines correspond to different target nuclei. Figure from Ref. [54].

around the Sun is quite smaller than the circular velocity vsun of the Sun around
the galactic center, with vorbit/vsun ∼ 0.07. However, it induces a small variation
in total event nuclear recoil DM rate that can, in principle, be detected by looking
for a possible time modulation of the rate. From a more quantitative point of view,
the time dependence of the rate can be approximately computed as [57]

dR(t)

dER
≃ dR

dER

[
1 + ∆(ER) cos

(
2π(t− t0)

T

)]
, (2.38)

where T is the expected 1 year period of the modulation, t0 is the phase, which
is such that the maximum is expected on June 2nd, and ∆(ER) is the modulation
amplitude, which, of course, depends on the recoil energy of the event. The above
equation is the result of a first order Taylor expansion in the rate, since ∆(ER) is
expected to be of the order of 1− 10% [57].

Finally, due to the fact that the direction to the Cygnus constellation depends
on the position of the detector on the Earth surface, small directional effects on
the nuclear recoil rate can be observed. As a consequence, since the Earth is also
rotating on its axis, we could see variations in the number of nuclear recoil events
along a particular direction in the laboratory frame with a period of 1 day. Assuming
the SHM, the direction dependence has been quantified as [57,58]

dR

dERd cos γ ∝ exp

−
[(
v
∥
orbit + vsun

)
cos γ − vmin

]2
v20

, (2.39)

where, as usual, v20 ≡ 2σ2/3, v∥orbit is the component of the Earth’s speed around
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Figure 2.4. Directional recoil rate as a function of the nuclear recoil direction, for a
standard halo of DM particles with mass mDM = 100 GeV/c2 and for ER > 20 keV.
Figure from Ref. [57].

the Sun parallel to the Cygnus direction, and γ is the angle between the Cygnus-
Sun line and the observed nuclear recoil. The angular distributions of the nuclear
recoils peaks in the direction of the Cygnus constellation, and the event rate in this
direction is approximately one order of magnitude larger than that in the opposite
direction, see Fig 2.4. With a directional detector capable of measuring the 3D
nuclear recoil direction of the event, it would be therefore possible to distinguish
the DM signal from the flat isotropic expected background.

2.2 Underground detectors: backgrounds and signatures
This section will provide a general description of the typical backgrounds and signa-
tures in the modern direct detection experiments, with a focus on the underground
detectors. In fact, being the DM event rate so low, O(1 evt kg−1 y−1), and due to
the fact that the rate has no peculiar features - i.e. peaks, knees, and so on - to be
exploited for the detection, the experimental challenge is to reduce the background
events as much as possible. It is therefore a natural choice to locate these exper-
iments underground, where the cosmic ray background is reduced. In addition to
possible external sources, the detector components or even the active material used
as a target itself can be slightly contaminated by radioactive isotopes that in turn
can mimic events during the experiment. It is therefore important to develop ex-
perimental techniques to reduce these background sources, as well as to determine
in an accurate way the expected background event rate.
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Figure 2.5. Cosmic ray flux of secondaries and neutrons produced by natural activity and
muons as a function of the underground depth. The depth is expressed in terms of the
equivalent distance if the crust material was made of water. Figure from Ref. [59].

2.2.1 Cosmic rays and environmental backgrounds
The first background source the experimentalist has to deal with consists of cosmic
rays. These rays are made primarily of high energy particles - mostly protons and
light nuclei - coming from astrophysical sources and secondaries - X-rays, muons,
pions, electrons, protons, neutrons - produced in their interactions with the particles
in the atmosphere. However, the rate of cosmic rays decreases by approaching the
Earth surface, and it decreases even more below the Earth surface. Indeed, the
materials constituting the Earth’s crust act as a shield and can protect the detector
from being exposed to the cosmic rays - see Fig. 2.5.

Many DM direct detection experiments are therefore located in underground
caves, and many of them are also equipped with additional shielding and active
veto systems capable of detecting external incoming radioactivity and therefore re-
move the external background. In fact, the environmental background from natural
radioactivity of the rock of the cave has to be reduced as much as possible. For
instance, a neutron inside the active volume of the experiment can indeed mimic a
1 GeV/c2 DM particle.

2.2.2 Internal Radioactivity
Besides the external radiation coming from the cosmic rays or for instance from
radioactive materials inside the walls of the cave, the internal radioactivity, i.e. the
radioactivity of the detector components themselves, generates background events.
Indeed, the unavoidable contamination from radioactive unstable isotopes of Argon,
Krypton, Cesium, Cobalt, Potassium, Thorium or Uranium atoms contained in the
constituents of the detector, including the target material itself, can decay, and
their decay products can produce events. This contamination is caused by either
the natural abundance of these isotopes in the detector material or by cosmogenic
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activation. In fact, during the different phases of the detector construction and
design before moving to the final shielded location, the cosmic rays can activate
unstable isotopes via nuclear interactions.

This explains why, in the modern and very sensitive dark matter direct detection
experiments, a lot of work is spent in the detailed characterization of the employed
materials. The internal background is usually determined by dedicated calibration
measurements combined with the development of accurate MC simulations of the
experimental geometry, materials and response. In order to reduce the internal
radioactivity, however, a lot of detector-dependent techniques are developed by the
different experimental collaborations. In fact, the materials used in the construction
have to be the most radiopure, namely with very low unstable isotope contamination,
and dedicated facility can be constructed to this purpose.

Let’s just make an example related to the DarkSide-50 experiment [1]. This
experiment is a dual phase Time Projection Chamber (TPC) experiment that uses
Argon as a target material for DM detection, and a detailed description of the whole
apparatus is given in Sec. 5. Argon is a noble gas that constitutes approximately
1% of the Earth’s atmosphere. Atmospheric Argon (AAr) is mainly composed of
three stable isotopes, that is 40Ar (99.600%), 38Ar (0.063%) and 36Ar (99.336%).
However, due to cosmogenic activation, there exists a small fraction of 39Ar, which
is an unstable isotope with a half-life of 269 years produced through the reaction

40Ar + n→ 39Ar + 2n. (2.40)

The β decays of 39Ar can generate events in the same energy window of the DM
signal, and therefore great effort has been made by the DarkSide collaboration to
reduce the 39Ar amount inside the active volume of the detector. The first step was
to use underground Argon (UAr), namely argon extracted from underground caves,
which, due to the shielding provided by the Earth’s crust, has a lower 39Ar content.
After the extraction, the UAr was sent to Fermilab for an additional purification
procedure by isotopic distillation. At the end of the procedure, the ultrapure UAr
was inserted inside the DarkSide-50 detector, with a final concentration of 39Ar
(1.4± 0.2)× 103 times lower than AAr [60], see Fig. 2.6.

2.2.3 Event signatures: electronic and nuclear recoil
The radiation can interact with the active material of the detector and can produce
two classes of signatures:

• the electronic recoil (ER), which is the interaction of photons, electrons, or
positrons, constituting radioactive γ or X-ray emissions or β decays, with the
atomic electrons. This kind of radiation can induce electronic recoils near
the surface of the active volume of the experiment, but also in the core of
this volume, depending on the penetrating power of the incoming particle.
However, during an ER event a significant amount of energy, in the form of
free electrons, can be released, and the event can in general be distinguished
from a DM induced event.

• the nuclear recoil (NR), which is the interaction of neutrons, protons, alpha
particles and eventually DM particles with the atom nuclei. Since they are
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Figure 2.6. Internal background spectra as a function of the scintillation light, called “S1”
signal, produced inside the detector during an event. The black line represents data
observed with AAr, while the blue line correspond to data observed with UAr. The
green and orange lines correspond to the 85Kr and the 39Ar contributions as a result of
a global fit to the spectrum. Figure from Ref. [60].

electrically neutral, neutrons and WIMP-like particles interact almost entirely
via NR. According to the standard assumptions, the electron cloud follows
instantaneously the recoiling nucleus after the collision. The scattered atom
can subsequently release energy, e.g. in the form of electrons or photons, inside
the detector. However, the amount of energy released by NR events in the
detector is generally smaller with respect to the ER case.

To be more specific, the responses of different materials to ER or NR can be
different, and this feature can be exploited by choosing in an opportune way the
active material of the experiment in order to better distinguish the two signatures.
In particular, ER and NR events can produce:

• light: the interaction with the incoming particle can induce scintillation. By
appropriately designing the detector target material and readout system, the
light produced by scintillation can be collected, providing a measurement of
a fraction of the energy release [1, 32,61–64].

• ionization: the electrons extracted from atoms, in the presence of an appropri-
ate electric field, can be collected, and the corresponding signal can be even-
tually amplified and revealed [1,61,62,65–67]. From the number of extracted
electrons produced in the event, with opportune calibrations, the energy re-
lease can be extracted.

• heat: in solid state materials or, more in general, in regular structured sys-
tems, phonons can be induced during the interaction and revealed [63,66,68].
These kinds of experiments are usually characterized by very low operating
temperatures, needed to remove the thermal noise. The energy released in
the form of phonons is a high fraction of the event released energy, depending
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on the experimental efficiency. On the other hand, there exists another class
of experiments [69, 70] which employ high pressure liquid systems in which,
under appropriate conditions, an ER or NR event can induce a local boiling,
and small bubbles can be observed.

As a general behavior, the detector responses to NR and ER events are different.
In this context, the so-called “quenching factor” (QF) is an interesting parameter,
and describes the ratio in detected energy between the two signatures. More pre-
cisely, the QF is usually defined in literature as

Edetected(keVee) = QF ER(keVnr) (2.41)

where Edetected(keVee) indicates the revealed energy in “keV electron equivalent”
(keVee), namely the energy associated to an equivalent free electron, and ER(keVnr)
is the recoil energy in “keV nuclear recoil” (keVnr), namely the energy of the recoiling
atom. The QF is therefore a measurement of the difference between the ER and
NR energy response.

2.3 Direct detection experiments: sensitivity today
An interesting parameter space which is typically studied in DM direct detection
searches is the SI cross-section as a function of the mass mDM of the DM candidate,
and it is shown in Fig. 2.7. The plot shows indeed the results from the various
experiments in constraining the DM cross-section and, since it depends on the value
assumed for mDM , these constraints are represented by open lines. The green
shaded region corresponds to the 90% C.L. excluded region. Even if in Fig. 2.7 it is
not shown, the exclusion region does not extend up to an infinite cross-section. In
fact, if the DM cross-section were too high, the DM particles from the galactic halo
would be absorbed by the atmosphere and the Earth, without having the possibility
to reach the detector. This effect is also known in literature as “Earth shielding”
and in general its intensity is different in each experiment [72–76].

The most stringent constraints on the DM cross-section in the mDM ≳ 1GeV/c2

mass region come from noble liquids experiments, such as XENON [41,61] or LUX
[62], which are both experiments based on a dual phase TPC filled with Xenon.
The 2018 DarkSide-50 preliminary results [1] are represented by the magenta line in
Fig. 2.7. For masses mDM ≲ 1GeV/c2 there’s a general loss of sensitivity, due to the
fact that, in this mass region, the nuclear recoil DM rate typically goes under the
experimental thresholds Eth = O (1 keV). In order to explore this “low mass” region
there are therefore two way to proceed: lowering the threshold, by developing more
and more refined experimental techniques, or considering new possible signatures
that can contribute to the signal rate. This is the case for the Migdal effect [3, 77],
that, if taken into account, can improve the sensitivity to lower DM masses. This is
what we showed in a recent work [2] in the Argon case, and we will see all the details
in the next Chapter. The lines corresponding to experiments already employing the
Migdal effect are denoted with an “(M)” flag in Fig. 2.7. With the exception of the
very recent XENON1T excess [41], whose origin is still under debate, in noble gas
direct detection detectors no signal has been observed so far.
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Figure 2.7. The state-of-the-art of direct DM searches for spin-independent DM cross-
section. The curves are obtained assuming, as standard parameters for the DM halo,
ρ0 = 0.3 GeV cm−3, v0 = 220 km s−1, vesc = 544 km s−1. The open lines represent
the exclusion limits by the different experiments, as well as the green shaded area
represent the correspondent excluded region. The closed lines correspond to possible
signal observations. Figure from Ref. [71].
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Fig. 2.7 shows also a pair of closed brown lines: closed lines in the plot represent
the constraints coming from possible signal observations, and, in particular, these
two refer to the DAMA/LIBRA experiment [31, 32]. DAMA/LIBRA is a direct
detection experiment that observes scintillation induced in NaI crystals. The current
results from DAMA/LIBRA show a time modulation in the observed rate with a
period of 1 year and a phase consistent with the expectations for a WIMP induced
modulation. However, since these results are not easy to relate to the ones of other
experiments, the DM interpretation is still under debate [4]. More details with an
example of this discussion will be given in Chap. 4.4.

The orange dashed line in Fig. 2.7 represents the so-called “neutrino floor”. In
fact, in order to improve the overall sensitivity of a certain experiment, in principle
one can simply improve the exposure, i.e. the mass of the target material, the ex-
posure time or both. Many collaborations, like for instance XENON and DarkSide,
are going to upgrade the existing experiment to higher volume detectors. However,
at a certain point, the experiment can become so sensitive as to be able to observe
the coherent scattering of neutrinos on the nuclei, which has the same signature of
a WIMP-like particle. In order to overcome this problem and remove the neutrino
background, a possible solution is to use the directional information. In this sense,
many projects are working on directional detection, and in particular during my
PhD I had the possibility to contribute to the CYGNO project [78], which will be
described in Chap. 7.





37

Chapter 3

The Migdal effect

Direct detection experiments are insensitive to nuclear recoils with energy below
the keV, corresponding to sub-GeV/c2 dark matter scattering. This relies on the
assumption that the electron cloud around the nucleus follows instantaneously the
nucleus itself, keeping the atom neutral. However, the sudden acceleration of a
nucleus after a collision may lead to excitation and ionization of atomic electrons.
This is an old idea from neutron-nucleus scattering experiments [79–84]. In other
words, a nuclear recoil can induce the production of ionization electrons: this is
known as Migdal effect [3,85,86], and it has been already exploited by experimental
collaborations [62, 66, 87–92]. The advantage of taking into account the Migdal
emission is that, as we will discuss in detail in this chapter, in the sub-GeV/c2 dark
matter mass region, it is easier to detect the Migdal electron rather than the nuclear
recoil that originated it [2].

The Migdal effect event rate is given in Sec. 3.1: here, an analytical calculation
for hydrogen and helium atoms is presented. Up to our knowledge, this represents
the first explicit calculation of the rate of the Migdal process for a helium target.
Then, the present techniques to compute the Migdal effect rate for heavier nuclei
are summarized, with particular attention to the liquid argon case, which is the
target material used for the DarkSide-50 experiments. Finally, in Sec. 3.2, following
our phenomenological study of Ref. [2], the role of this effect in direct detection
searches based on an argon target is explored.

3.1 Migdal electrons emission rate
The rate of ionization due to the Migdal effect for a nuclear recoil energy ER accom-
panied by a ionization electron with energy Ee is given by the standard DM-nucleus
differential recoil rate multiplied by the ionization rate [3]

d2R

dERdv
=
d2RNR

dERdv
|Zion(ER)|2, (3.1)

where the ionization rate is given by

|Zion(ER)|2 =
1

2π

∑
n,ℓ

∫
dEe

dpcqe(nℓ→ Ee)

dEe
. (3.2)
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Here, n and ℓ are the initial quantum numbers of the emitted electron, qe =
me

√
2ER/mN is the electron momentum in the nucleus rest frame immediately after

the DM collision, me is the electron mass, mN is the nucleus mass, and pcqe(nℓ→ Ee)
is the probability to emit an electron with final energy Ee. An approximate estimate
of the total energy deposited in the detector is given by Ed = Ee +Enℓ, where Enℓ

is taken to be the binding energy of the (n, ℓ) state. This takes into account the fact
that the emitted electron may come from an inner orbital and the remaining excited
state will release further energy in the form of photons or additional electrons in
order to return to the ground state.

For light nuclei, such as H and He, the ionization probability can be easily ana-
lytically computed by means of non-relativistic quantum mechanics - see Sec. 3.1.1.
For heavier nuclei, due to the fact that the electron cloud wave function is in general
very complicated, a numerical approach can be used [3]. In addition, a recent work
demonstrated that the Migdal transition probability can be expressed in terms of
the photoabsorption cross-section [93]. These approaches will be briefly described
in Sec. 3.1.2.

3.1.1 Migdal ionization probability in light atoms
In this section, we will show how to compute the Migdal ionization probability in
the simplest possible case: a DM particle scattering on a H or He atom. We will do
the following assumptions

• for the atom’s electrons, the DM-nucleus collision can be considered as in-
stantaneous, i.e. the interaction duration, approximately of the order of
τI ∼ RN/vDM , is smaller than the period of the electrons around the nu-
cleus, approximately τe ∼ a0/ve, where RN is the radius of the nucleus, a0
is the Bohr radius and ve is the electronic orbital velocity. This condition,
which is satisfied in our case since vDM > RNve/a0 ∼ 10−7, implies that the
wave function of the atom’s electrons does not change significantly during the
event.

• the interaction is instantaneous for the nucleus itself, too. This is a good
approximation if, during the collision, the displacement of the nucleus L ∼
τIvN is smaller if compared with the nucleus radius RN . This second condition
holds if vN/vDM = 2 cos θµ/mN < 1, where we used Eq. 2.10. The simplistic
approach of this section will therefore be valid if mDM ≲ mN .

The second condition implies that the electronic wave function in the frame O of
the nucleus before the collision, where the nucleus is at rest, can be considered as
the same as the one in the frame O′ of the nucleus after the collision, where the
nucleus has a velocity vN . Even if this holds, however, in the frame of the nucleus
after the collision, the velocity of the electrons are shifted by −vN , due to the fact
the nucleus acquires a velocity vN . Therefore, in this frame, the wave function of
the atom’s electrons can be written as [80]

ψ′(r1, r2, . . . ) = e−
i
h̄
qe·

∑
i riψ(r1, r2, . . . ), (3.3)

where ψ′ is the wave function in the frame of the nucleus after the collision, ψ
is the wave function in the frame of the nucleus before the collision, ri is the
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spatial coordinate for the i-th electron and qe = mevN , with me being the mass of
the electrons. Eq. 3.3 can be simply derived by shifting in an opportune way the
electrons momenta in the Fourier space.

Migdal effect in a H atom

As a first case, let’s consider a DM particle scattering on a H atom in the ground
state. The initial electronic state in the O′ frame is therefore

ψ′
0(r) =

1√
πa30

e−r/a0e−
i
h̄
qe·r. (3.4)

We are interested to the ionization probability, therefore the final state is a free
particle, i.e. a plane wave

ψf (r) = ψfree(r) =
1

(2πh̄)3/2
e

i
h̄
p·r, (3.5)

where p is the momentum of the free electron in the O′ frame. The transition
amplitude is therefore given by〈

ψf |ψ′
0

〉
= N

∫
dre−

i
h̄
p·re−r/a0e−

i
h̄
qe·r, (3.6)

where
N =

1√
πa30

1

(2πh̄)3/2
. (3.7)

If we define k = p+ qe, we obtain〈
ψf |ψ′

0

〉
= 2πN

∫ ∞

0
dr

∫ 1

−1
d cos θ r2e−r/a0e−

i
h̄
kr cos θ

= 2πN

∫ ∞

0
dr
irh̄

k
e−r/a0

(
e−

i
h̄
kr − e

i
h̄
kr
)

= 2πN
ia20h̄

k

(
1(

i
h̄ka0 + 1

)2 − 1(
− i

h̄ka0 + 1
)2
)

= 2πN
ia20
k

 −4ika0(
k2a20
h̄2 + 1

)2


= N
8πa30(

k2a20
h̄2 + 1

)2 .

(3.8)

We are interested in the transition probability and therefore, squaring the amplitude
and explicating N , we obtain∣∣〈ψf |ψ′

0

〉∣∣2 = 8a30
π2h̄3

1(
k2a20
h̄2 + 1

)4
=

8a30
π2h̄3

1[
a20
h̄2 (p2 + q2e + 2pqe cosα) + 1

]4 , (3.9)
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where α is the angle between qe and p. At this stage, since we are only considering
the Migdal emission at a fixed vN , qe can be regarded as a fixed parameter. The
cosα term is just telling us that the electron is preferentially emitted, in the O′

frame, in the direction which is opposite to the nucleus velocity direction. In the O
frame, this can be interpreted as if the electron is “left behind” by the nucleus after
the collision with the DM incoming particle. However, the cosα dependence is very
weak: for p ≪ qe or p ≫ qe the cosine term is negligible with respect to q2e or p2,
respectively; when p ∼ qe, being vN ∼ vDM ∼ 10−3, since a20q2e/h̄2 ∼ 10−2 ≪ 1, the
p2 + q2e +2pqe cosα term in the denominator of Eq. 3.9 is negligible with respect to
1.

Migdal effect in a He atom

The H atom, even if it is a useful example to understand some of the general aspects
of the Migdal effect, is a very simplistic case, since there is only one electron in the
electron cloud. However, an interesting and more realistic example for DM direct
detection experiments is the He atom. With respect to the H case, now the system is
composed of two interacting electrons feeling the nucleus Z = 2 Coulomb potential.
The repulsion interaction between the electrons makes the Schrödinger equation for
the system impossible to solve analytically. However, we can take into account this
interaction term in a simple way by means of the Mean-Field approximation and the
Variational principle: the ground state of the He atom can be in fact approximated
to [94]

ψ0 (r1, r2) ≈ ψ
Zeff

0 (r1)ψ
Zeff

0 (r2) |χ⟩ (3.10)

with |χ⟩ being the spin singlet state, and ψ
Zeff

0 (r) being defined as

ψ
Zeff

0 (r) =

√
Z3
eff

πa30
e−Zeff r/a0 , (3.11)

where in turn Zeff = 27/16 < 2. For our purpose we are interested in the ground
state in the O′ frame, which is given by

ψ′
0 (r1, r2) ≈ e−

i
h̄
qe·r1e−

i
h̄
qe·r2ψ

Zeff

0 (r1)ψ
Zeff

0 (r2) |χ⟩ , (3.12)

which is our initial state. The final state corresponding to the Migdal emission is
such that one of the two electrons is free, while the other is bound to the nucleus.
The system made of the nucleus and the bound electron is just a hydrogenoid atom
with Z = 2. In addition, since the interaction is spin independent, the spin state
of the final state is equal to the spin state of the initial state. The |χ⟩ state is
antisymmetric, therefore the spatial wave function must be symmetric. Collecting
all these considerations together, we can express the final state in the O′ frame as

ψf (r1, r2) =
1√
2

[
ψZ
0 (r1)ψfree (r2) + ψfree (r1)ψ

Z
0 (r2)

]
|χ⟩ , (3.13)

where

ψZ
0 (r) =

√
Z3

πa30
e−Zr/a0 , (3.14)
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with Z = 2. For simplicity, let’s define

ψA (r1, r2) = ψZ
0 (r1)ψfree (r2) (3.15)

ψB (r1, r2) = ψfree (r1)ψ
Z
0 (r2) , (3.16)

(3.17)

so that 〈
ψf |ψ′

0

〉
=

1√
2

( 〈
ψA|ψ′

0

〉
+
〈
ψB|ψ′

0

〉 )
. (3.18)

Let’s focus on the first term on the right-hand side of the above equation, which
corresponds to〈
ψA|ψ′

0

〉
=

∫
dr1

∫
dr2

[
ψZ
0 (r1)

]∗
[ψfree (r2)]

∗ e−
i
h̄
qe·(r1+r2)ψ

Zeff

0 (r1)ψ
Zeff

0 (r2)

= N ′
∫
dr1

∫
dr2e

−Zr1/a0e−
i
h̄
p·r2e−

i
h̄
qe·(r1+r2)e−Zeff (r1+r2)/a0 ,

= N ′IA1IA2

(3.19)

with

N ′ =

√
Z3

πa30

1√
2πh̄3

Z3
eff

πa30
(3.20)

IA1 =

∫
dr1e

−Zr1/a0e−
i
h̄
qe·r1e−Zeff r1/a0 (3.21)

IA2 =

∫
dr2e

− i
h̄
(qe+p)·r2e−Zeff r2/a0 , (3.22)

(3.23)

where, as for H, p is the momentum of the free electron in the O′ frame. The
two integrals IA1 and IA2 have the same form as the integral in Eq. 3.6, with just
different momenta and Z values. Using the result of Eq. 3.8, the integrals IA1 and
IA2 are equal to

IA1 =
8πa30 (Z + Zeff )[

a20
h̄2 q2e + (Z + Zeff )

2
]2 (3.24)

IA2 =
8πa30Zeff[

a20
h̄2 |p+ qe|

2 + Z2
eff

]2 . (3.25)

(3.26)

Due to the symmetric property of the spatial wave functions, it can be easily found
that 〈

ψB|ψ′
0

〉
= N ′IA1IA2 =

〈
ψA|ψ′

0

〉
. (3.27)
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Figure 3.1. Comparison between the analytical approximated calculation of Eq. 3.28 of
the Migdal rate (green), the photoabsorption [93] Migdal rate (blue) and the NR rate
(red) for a He atom. The plot is computed assuming a DM mass mDM = 0.1 GeV/c2

and a DM cross-section σDM
SI = 10−38 cm2.

Putting all the definitions together, we obtain, squaring the transition amplitude,

∣∣〈ψf |ψ′
0

〉∣∣2 = 1024

π2
a30
h̄3

Z3Z8
eff (Z + Zeff )

2[
a20
h̄2 q2e + (Z + Zeff )

2
]4 [ a20

h̄2 |p+ qe|
2 + Z2

eff

]4 . (3.28)

In this case there is a dependence on the angle α between p and qe, too. However,
for the same reasons of the H case, this dependence is very weak. The correspondent
Migdal rate as a function of the detectable energy Ed of the Migdal electron in the
O laboratory frame is shown in Fig. 3.1, together with the calculation coming from
the more accurate photoabsorption derived calculations [93] - see Sec. 3.1.2. The
figure shows how the Migdal rate extends up to higher Ed if compared to the NR
rate. This is a general property of the Migdal effect when the DM mass is small
enough, and, as we will see in detail in Sec. 3.2, this feature can be exploited in DM
direct detection searches to extend the sensitivity to lower DM candidates.

We computed for the first time, as far as we know, the ionization probabilities
for He.

3.1.2 Migdal ionization probability in heavy atoms
The approach used for the theoretical approximated calculation of the previous
section is known as the “Migdal approach”. In this approach, we treat the final state
and the NR process in a separate way, and the energy-momentum conservation is
imposed as an input. However, a more complete and theoretically clean method has
been recently proposed in Ref. [3], showing how to treat the atom-DM system in a
more coherent way, even when dealing with heavy nuclei with many electrons such
as Xe, Ge or Ar. In any case, for these nuclei a numerical tool is needed to compute
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Figure 3.2. Differential Migdal ionization probabilities for Ar, Xe, Ge, Na and I. Figure
from Ref. [3].

the electronic cloud wave functions, as for example the Flexible Atomic Code
(FAC) [95] as it has been done in Ref. [3]. The differential ionization probabilities
for different heavy nuclei as a function of the energy Ee of the emitted electron are
shown in Fig. 3.2. The figure is obtained assuming qe = mevN , with vN = 10−3.
Each colored line corresponds to the contribution of the electrons having a given
initial principal quantum number n, in turn obtained by summing over all the
possible initial electronic angular momenta ℓ. From a quantitative point of view,
by integrating these probabilities, it has been found that, assuming vN = 10−3, the
probability of the emission of an electron from the inner shells is of O(10−2), while
the valence electrons can be emitted with a probability of O(10−1) [3].

The accuracy of these differential ionization probabilities relies on the fact that
the numerically computed wave functions can reproduce the binding energies for
the different levels with an accuracy of ∼ O(20%) and it should provide a correct
estimate of the expected signal rate for inner-shell electrons. On the other hand, the
prediction for the valence electron shells should be taken as an order of magnitude
estimate.1 However, a new relation between the Migdal process and photoabsorp-
tion [93] gives results comparable with the one obtained by Ref. [3] including also

1Private communication with M. Ibe.
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the valence shell. In fact, we already showed in Sec. 3.1.1 that the matrix element
describing the Migdal ionization process can be expressed as

MFI =
〈
ψf

∣∣∣e− i
h̄
qe·

∑Z
i=1 ri

∣∣∣ψi

〉
, (3.29)

where the index i denotes the i-th electron. Recalling that a20q2e/h̄2 ∼ 10−2 ≪ 1,
this matrix element can be well approximated by

MFI ≃ − i

h̄
qe ·

〈
ψf

∣∣∣ Z∑
i=1

ri

∣∣∣ψi

〉
≡ − i

h̄
qe ·DFI , (3.30)

where DFI is the dipole matrix element. As shown in Ref. [93], this matrix element
is the same as the one appearing in the total cross-section of the photoabsorption
process, which, in the electric dipole approximation, can be expressed as

σγ(Ee) ≃ 4π2αEMEeD
2
FI , (3.31)

where αEM = e2

4πϵ0
1
h̄c . It is therefore straightforward to recognize that

dσMig

dERdEe
≃ me

µ2v2DM

σ̃N (qe)
ER

Ee

σγ(Ee)

4π2αEM
, (3.32)

where σMig is the Migdal effect cross-section, ER is the nuclear recoil energy, Ee is
the energy of the emitted electron and σ̃N is the DM-nucleus cross-section. This
relation is very useful since DFI is the source of the main theoretical uncertainties
(its computation requires approximations as well as many-body calculations). The
photoabsorption cross-sections, instead, can be extracted directly from experiments.
Figure 3.1 shows the comparison between the theoretical result for He and the
one obtained with the photoabsorption method. An equivalent comparison with a
heavier atom, namely Ar, is shown in Fig. 3.3. The agreement between the two
methods is stable over several DM masses and DM-nucleus cross-sections. As for
the He case, the Migdal rate extends up to higher Ed if compared to the NR rate -
see Sec. 3.2 for more details.

Finally, let’s focus in more detail on the Migdal rate for Ar, which is the active
material of the DarkSide-50 experiment. The differential probability rates were
computed so far without taking into account the shifts in electronic energy levels
because atoms could actually be in a liquid (such as in argon or xenon targets) or
crystal state (such as in germanium, silicon or sodium iodide detectors). This effect
should decrease the ionization energy, and thus, if neglected, should lead to a con-
servative ionization yield estimate [96]. Figure 3.4 shows the differential ionization
probabilities as a function of the detected energy Ed = Ee +Enℓ for isolated argon
atoms. The different curves of Fig. 3.4 show the contributions for different principal
quantum numbers n, where the contributions for different orbital angular momenta
in the initial state ℓ and all possible final states are summed, and qe = 1 eV/c.
This figure shows that given the thresholds of 0.85 keV (4 reconstructed ionization
electrons) or 1.47keV (7 reconstructed ionization electrons) of a hypothetical liquid
Argon (LAr) experiment, the contribution of the valence electrons can maximize
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Figure 3.3. Comparison between the theoretical calculation of the Migdal rate (green),
the photoabsorption Migdal rate (blue) and the NR rate (red) for a Ar atom. The
plot is computed assuming a DM mass mDM = 0.5 GeV/c2 and a DM cross-section
σDM
SI = 10−38 cm2.

Atomic energy levels
n = 1

n = 2

n = 3

n = 1 - 20% uncertainty

n = 2 - 20% uncertainty

n = 3 - O(1) uncertainty

0.01 0.05 0.10 0.50 1 5 10
10-7

10-5

0.001

0.100

10

Ed [keV]

1 2
π

dp
c

dE
d

[k
eV

-
1
]

N
e-

=
7

N
e-

=
4

Figure 3.4. Differential ionization probabilities and related uncertainties as a function
of the detected energy Ed for isolated argon and different principal quantum numbers
n. We also show the 0.85 keV (4 reconstructed ionization electrons) or 1.47 keV (7
reconstructed ionization electrons) thresholds for DarkSide-50.
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the sensitivity to nuclear scattering. This is in contrast with the reported results
presented for xenon [62, 90] and germanium detectors [66, 87], where the detector
thresholds are higher than the one needed to see a dominant signal from outer
shells. As a consequence, it would be crucial to have a reliable computation of the
transition probabilities in the case of LAr.

We stress that the same considerations discussed here are applicable to neutron
scattering and should be taken into account by the experimental collaborations
when estimating the radiogenic background contributions. In fact, the original idea
was applied to neutron nucleus scattering [79–83].

3.2 Migdal spectrum vs nuclear recoil
In the limit of low momentum transfer, the Migdal effect shares the same kinematics
as inelastic dark matter models [97], where the DM mass splitting δm is replaced
by the total electronic energy Ed. In particular, we have that

vmin =

√
mNER

2µ2N
+

δ√
2mNER

, (3.33)

where δ corresponds to Ed in our notation. The maximum nuclear and electronic
recoil energy for a given DM mass are

ER,max =
2µ2Nv

2
max

mN
, δmax =

µNv
2
max
2

. (3.34)

This shows that δmax > ER,max for mDM ≪ mN due to the suppression factor
µN/mN . Indeed, for vmax ∼ 800 km/s ∼ 2.7 · 10−3 c, mN ≃ 40 GeV/c2 (the
approximate argon mass) and a DM mass of 0.5 GeV/c2, we find ER,max ∼ 0.09
keV, while δmax ∼ 1.8 keV. As a result, there is a range of DM masses for which it
is easier to detect the electronic energy originating from the Migdal process rather
than nuclear recoils, as a consequence of the fact that more energy can be carried
off by light or massless particles for a given momentum transfer.

In Fig. 3.5 we show the behavior of ER,max (solid lines) and δmax (dashed lines)
as a function of the DM mass for different possible nuclei. The red horizontal line
represents the typical experimental threshold of 1keV. In all cases we see that there
exists a region, in the low mass regime, in which the Migdal effect is over the red
line, i.e. the experimental threshold, while the NR is below the red line. This region
is wider for heavier nuclei like Xe and Ar. From the experimental point of view,
this behavior can therefore be exploited to extend the experimental sensitivity to
lower masses. In this sense, Fig. 3.5 shows that the gain in terms of sensitivity to
lower DM masses is greater in heavier nuclei such as Xe and Ar. In fact, the Migdal
effect in Xe nuclei has been already employed to set the exclusion limit on the DM
cross-section by the XENON1T collaboration [90].

In a recent publication [2], we studied the impact of the Migdal electron on
the sensitivity of LAr experiments to light DM. Fig. 3.6 shows the sensitivity of
our simulated LAr experiment, called Toy Experiment Analysis of Liquid Argon
Behavior, TEA-LAB [2]. The red curve is the result by the DarkSide collaboration,
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Figure 3.5. Kinematic limits of the nuclear recoil (solid) and Migdal effect (dashed) for
different atoms: He (blue), C (orange), F(purple), Ar (green) and Xe (brown).

the green curve is the Migdal result by the XENON1T collaboration and finally the
blue curve is the sensitivity of TEA-LAB with an exposure of 6786 kg day, chosen
to match the exposure of the 2018 DarkSide-50 S2-only analysis [1]. It is possible
to notice that this result is comparable with the XENON1T’s one, and it even
surpasses its sensitivity for dark matter masses below ∼ 0.1 GeV.

There is therefore great interest in the Migdal effect in the field of DM direct
detection. However, this effect has only been observed for α and β decays, lacking
experimental confirmation in nuclear scattering. A compelling question is then if
direct detection experiments are able to measure this effect in nuclear scattering,
for instance by using a neutron source. More details on the possible signatures and
detection techniques will be given in Sec. 8, where we will investigate the possibility
of measuring it using a CYGNO-like detector.
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Figure 3.6. Expected sensitivity on the σSI exploiting the Migdal effect for the TEA-LAB
simulated experiment using an exposure of 6786 kg day (blue). The red curve is the
current DarkSide-50 bound [1], the green is the bound from the XENON1T Migdal
search [90] and the black one is the bound by the CRESST-III experiment [64].
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Chapter 4

Bayesian analysis approach

In this thesis, we adopt a Bayesian approach to infer the upper bound and to
estimate the expected experimental sensitivities to the interaction of DM candidates
with ordinary matter. Similar approaches for the analysis of DM experimental data
have already been deployed [4, 98–105], although they are not frequent among
analyses carried out by the experimental collaborations, as for example [1,64,66,87,
90,106].

The possibility to associate a probability value to any uncertain quantity is
at the basis of the Bayesian approach to data analysis. This may apply to the
outcome of a measurement before it is carried out, to a parameter of interest within
a given model, as well as to the model itself. Theoretical models, parameters of
interests, and results of experiments before they are carried out are intended as
uncertain propositions connected by the rules of probability. Within this approach
we can compute, at least in principle, the probability of any specific proposition
given some state of information. Exploiting the Bayes theorem, we can update the
initial probability for a model or a parameter after new information is available
in the form of experimental observations. The experimental information is fully
contained in the so-called likelihood function. This term refers to the conditional
probability for the data given the model when it is regarded as a function of the
model’s parameters while keeping the data fixed to the experimental observations.

We will use the following notations:

• D = {xi} represents the data, possibly organized in different classes i;

• E is the experimental exposure given in terms of the duration time T of the
data-taking period and the fiducial mass Mdet of the detector.

• Hi represents a specific hypothesis: H0 is the background-only hypothesis
according to which the known physics processes (backgrounds) are enough to
explain the observations;

• HrS is the background-plus-signal hypothesis for which some DM signal with
rate rS is required to explain the data. We note that the two hypotheses H0

and HrS are nested, since H0 can be obtained for HrS by setting rS = 0. For
what concerns the inferential problem of constraining rS , we will always work
within the hypothesis HrS , assuming its validity.
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• rS indicates the expected rate of DM interaction for a given σDM
SI per unit

mass and time, expressed in evt/kg/day. It is also a function of the mass
mDM of the DM candidate through the cross-section.

• rB indicates the rate of the total background events expressed in evt/kg/day;

• π(r) is the prior probability density function (pdf ) for the generic parameter
r and encapsulates all the available knowledge on the parameter r before the
experiment is carried out;

• L(r;D), or simply L(r) is the likelihood for the generic parameter r of the
hypothesis Hr, and coincides with p(D | r, Hr);

• p(r |D) is the posterior pdf for the generic parameter r given the data D;

• θ = (rB, . . . ) is the list of parameters necessary to describe the experimental
conditions or theoretical assumptions which are not exactly known but can
vary according to their prior pdf π(θ), which for example can be the result of a
set of calibration measurements. These are the so-called nuisance parameters,
as we are not explicitly interested in inferring their posterior values;

• Ω is the nuisance parameters space.

The posterior p.d.f for the parameters of the model, which the result of the
Bayesian inference, can be computed by means of the Bayes theorem as

p(rS , θ | {xi}, HrS ) =
p({xi} | rS , θ, HrS )π(rS , θ |HrS )∫

Ω

∫∞
0 p({xi} | rS , θ, HrS )π(rS , θ|HrS )drSdθ

. (4.1)

The marginal pdf of the parameter of interest rS is given by

p(rS | {xi}, HrS ) =

∫
Ω
p(rS , θ | {xi}, HrS )dθ, (4.2)

and similarly for any other parameter of the model.
We would like to remark that, especially in a complex model with many nuisance

parameters and non-linear relations, the marginalization is a solid way of propagat-
ing the uncertainties. Other approaches, based for instance on the profiling of the
likelihood function, only work under appropriate conditions, usually relying on the
“gaussianity” of the likelihood or the linearity of the relations between the parame-
ters - see Chap. 40 of Ref. [27] for a summary of these alternative approaches.

This chapter is structured as follows: Sec. 4.1 describes the ways in which the
experimental sensitivity can be assessed in the Bayesian approach; in Sec. 4.2 the
graphical formalism of the Bayesian networks for inference is outlined; in Sec. 4.3
the tools for model comparison in the Bayesian approach are described, and the case
study of the analysis of the DAMA residuals we carried out in Ref. [4] is illustrated
in Sec. 4.4.



4.1 Upper bounds and experimental sensitivity 51

4.1 Upper bounds and experimental sensitivity
4.1.1 90% Credible Interval upper bound
We compute the upper bound for the DM signal as the 90% Credible Interval (C.I.).
This is defined as the value of σDM

SI (mDM ) corresponding to the 90% quantile of
the posterior pdf for rS :

rS(90% C.I.) :
∫ rS(90% C.I.)

0
p(rS | {xi}, HrS ) drS = 0.9. (4.3)

In the Bayesian approach, the upper bound is a statement on the true value of the
parameter of interest. The quantity rS(90% C.I.) has to be interpreted as the value
below which we believe at 90% probability level the true value of rS lies, given the
present experimental information.

4.1.2 Prior choice
It is evident from Eq. (4.1) that the posterior pdf depends on the priors on all pa-
rameters. However, we have to distinguish the effect due to the priors on nuisance
parameters from the one due to the prior on the parameter of interest. The former
has the effect of averaging the posterior over the nuisance parameters space, which
is an elegant way of propagating systematic effects on the parameter of interest. In
addition, the prior on the nuisance parameters is often a parametrization of calibra-
tion measurements. The latter, although indispensable to invert the probability and
get the posterior, has a degree of ‘subjectivity’ with potentially a significant impact
on the posterior. The prior π(rS) represents the knowledge on rS before the exper-
iment is carried out, and gets updated by a factor proportional to the likelihood of
the observed data. It is a critical term in many respects, and it should reflect the
researcher’s state of knowledge. Especially for searches where the sought quantity is
unknown, and the search is pushed to the limit of the experimental sensitivity, the
input from π(rS) might have a sizable effect on the posterior. The prior has thus
to be well justified, and the posterior sensitivity to different prior choices needs to
be explored.

In our case, rS depends onmDM and on σDM
SI . In all the analyses we will perform,

mDM will be fixed to an appropriate value. For what regards σDM
SI , in order to

explore the sensitivity of the upper bound to the prior choice, in Ref. [2] we studied
its behavior for a Migdal-only signal at mDM = 1 GeV/c2. We tested, in different
possible domain ranges, four different prior choices: a uniform prior, a wider gamma
prior with a shape k = 1 and a scale θ = 10−37 cm2, a narrower gamma prior with a
shape k = 1 and a scale θ = 10−38cm2 and a uniform prior in log(σDM

SI /cm2) (we will
call this prior “loguniform”). In principle, there is no need to restrict the domain
to a finite interval, but both the uniform and the loguniform distributions are not
normalizable otherwise. In addition, there could be physical motivations that define
a reasonable interval. In our opinion, for the DM direct detection experiments based
on noble atoms Time Projection Chambers (TPCs), the natural constraints come
from upper bounds imposed by previous experiments as for example XENON1T [90]
or CRESST-III [64]. From below, we can use two arguments: the first is that below a
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certain value - usually σDM
SI = O

(
10−44 cm2

)
, depending on the DM mass - the rate

would be dominated by neutrino coherent scattering [107] (the so-called ‘neutrino
floor’); the second is that the experimental sensitivity is not infinite, but it is limited
to a certain cross-section. Therefore, the choice of the domain can be driven either
by physical considerations about the previous experiments, or by the maximum
experimental sensitivity that an experiment like ours can reach before hitting the
neutrino floor. The result we draw in Ref. [2] is that, in a LAr TPC experiment, we
can quantify the dependence of the bound from the prior choice in a factor as big
as 10, and this confirms the importance of choosing the prior in a reasonable and
coherent way. For simplicity, to avoid possible bias coming from the prior choice
and to make our results comparable with other statistical approaches, in the rest of
the thesis we will report upper bounds obtained using a flat prior.

4.1.3 Experimental sensitivity and R function
A meaningful way to report the experimental sensitivity to the sought phenomenon
which is as much as possible independent of the priors is given by the Bayes factor.

The posterior pdf for a signal rate of rS given a background rate of rB, and x
observed events can be normalized to the posterior for rS = 0, obtaining

p(rS |x, rB)
p(rS = 0 |x, rB)

=
L(rS | rB)

L(rS = 0 | rB)
· π(rS)

π(rS = 0)
, (4.4)

where we notice that the first factor on the right-hand side is independent of priors,
and it is simply given by the likelihood ratio of the two hypotheses

R(rS |x, rB) =
L(rS | rB)

L(rS = 0 | rB)
. (4.5)

The properties of the R function have been discussed in great detail for a similar case
study in Ref. [108]. Here we only mention that R has the probabilistic interpretation
of hypotheses’ belief updating ratio. It is equal to 1 in the limit rS → 0, in this
limit the experimental sensitivity is lost, and thus the experiment does not change
the relative belief. While R → 0 for large rS , where the posterior density for rS
vanishes, no matter how strong it was before. In addition, the quantity R is used
as test statistic in the frequentist approach to limit settings, for details see Ref. [27]
(section 39-Statistics) and Ref. [109,110].

In the simple case of a Poisson process of intensity (rS + rB)E, where E is
the exposure, and observed counts x the likelihood is proportional to the quantity
e−(rS+rB)E [(rS + rB)E]x, thus

R(rS |x, E, rB) = e−rSE

(
1 +

rS
rB

)x

(4.6)

In Ref. [2] we developed a simulated experiment of a LAr TPC with an exposure
of 6786.0 kg d, which is the exposure of the 2018 DarkSide-50 dataset. As for the
analysis of the previous section, we evaluated the R function for a Migdal-only signal
at mDM = 1 GeV/c2. The results are reported on the left side of Figure 4.1 (black
lines), where the green lines represent the corresponding results for a greater value of
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Figure 4.1. Left: R function for a Migdal-only signal at mDM = 1 GeV/c2 for the atomic
shells n = 1, 2, obtained using pseudo-datasets generated from the background-only
likelihood with the exposure E = 6786kg d (black lines) and an exposure E = 20ton y ∼
7.3× 106 kg d (green lines). The dashed lines and the dashed-dotted lines represent the
Bayes factor computed varying the expected rate by ±σ and ±3σ, respectively. Right:
Histograms of rS(90% C.I.) for a Migdal-only signal at mDM = 1 GeV/c2 for the atomic
shells n = 1, 2 obtained using pseudo-datasets generated from the background-only
likelihood with an exposure E = 6786 kg d.

the exposure (i.e. 20 ton yr which is roughly 103 times the exposure E = 6786 kg d).
From this figure we see that the informative region where the simulated experiment
has sensitivity and R → 0 is starting from rS ∼ 10−39 cm2. Any conventional value
of rS in this region would be representative of the experimental sensitivity. The
statistical uncertainty associated with this value is computed using pseudo-data
generated varying the expected rate by ±σ. A possible value of rS representative of
this region could be such as that R(rS) = 0.10, which corresponds to a probability
update ratio of 10% with respect to the null hypothesis.

As well described in Ref. [108], in order to extract any probabilistic statement
on rS from R one has to add the information about the prior. We would like to
stress that there is a conceptual difference in using the 90% C.I. upper bound or
taking the rS such that R = 0.1: the former is the cumulative of the posterior pdf
and then it takes into account all the possible values of rS from 0 to rS(90% C.I.)
as well as the prior choice; the latter is the likelihood ratio, and it is a punctual
comparison, namely it takes into account only one single possible value of rS (the
one which solves R(rS) = 0.1), and it is prior independent.

For our case study, however, in Ref. [2] we showed that the two methods give
very similar results.

4.2 Graphical method for Bayesian Inference
In the context of the Bayesian approach, in the view of determining the likelihood
function, which in general for realistic experiments could be complicated, it is use-
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ful to adopt a graphical method, the so-called Bayesian network, to represent the
probabilistic connection between variables. According to this method, the pdf of a
collection of random variables can be represented by a network made of arrows and
nodes where:

• the nodes represent the variables;

• a solid arrow starting from a certain node x pointing to another node y rep-
resents a probabilistic link between the two variables;

• a dashed arrow starting from a certain node x pointing to another node y
represents a deterministic link between the two variables.

• a gray box labeled with n means that a particular part of the network is
repeated n times.

4.2.1 Bayesian Networks from examples
In order to better understand this approach, in the rest of this paragraph we will
show how to build the Bayesian networks in some simple cases.

Let’s consider at first two random variables A and B. The joint pdf of the two
variables is given by the multiplication rule of probability as

p(A,B) = p(A|B)P (B) = p(B|A)p(A), (4.7)

where p(A|B) indicates the pdf of the variable A conditioned to the value of the
variable B. This joint pdf can be graphically represented as

p(A,B) =

B

A

=

A

B

where the nodes represent the two variables A and B, and the (solid) arrows repre-
sent the conditional pdf s appearing in Eq. 4.7.

If we now consider a third variable C, the joint pdf of the three events is

p(A,B,C) = p(A|B,C)p(B,C) = p(A|B,C)p(B|C)p(C). (4.8)

In this case, following the conditional relations on the right-hand side of the above
equation, the joint pdf of the three events can be graphically represented as

p(A,B,C) =

A

BC

No assumption has been made on the independence of A, B and C. In the case in
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which all the variables are independent then p(A,B,C) = p(A)p(B)p(C): the cor-
responding network will be therefore completely disconnected, i.e. no arrow would
connect the three nodes because between them there is no probabilistic or deter-
ministic connection. In the case in which one of the three variables, for example C,
is independent of the other two and vice-versa, then p(A,B,C) = p(A|B)p(B)p(C):
the node C would be therefore disconnected from the other two, and the remain-
ing nodes are connected in the same way as in the case of Eq. 4.7. Therefore, the
remaining interesting cases are three:

• head-to-head: p(B|C) = p(B). Then the joint probability of the three vari-
ables can be depicted as

p(A,B,C) = p(A|B,C)p(B)p(C) =

A

BC

This configuration gives us the opportunity to introduce the standard termi-
nology: we will refer to C and B as the “parent” nodes with respect to A, we
will refer to the A as the “child” node with respect to B and C, and we will
refer to C (B) as the “co-parent” node with respect to B (C) - for a more
detailed discussion see Ref. [111]. If we suppose to observe the variable A, and
thus to know the status of the correspondent node, the two nodes C and B
are no more independent. In fact, in this configuration the joint probability
of C and B, conditioned to the observed value of A, is given by

p(B,C|A) = p(A,B,C)

p(A)
=
p(A|B,C)p(B)p(C)

p(A)
, (4.9)

which in general cannot be factorized in the form p(B|A)p(C|A). In this case,
the two variables B and C are called “conditionally dependent”.

• head-to-tail: p(A|B,C) = p(A|B). Then the joint probability of the three
variables can be depicted as

p(A,B,C) = p(A|B)p(B|C)p(C) =

A

B

C

If we suppose to observe the variable B, and thus to know the status of the
correspondent node, the two nodes A and C become independent. In fact,
in this configuration the joint probability of A and C, conditioned to the
observed value of B, is given by

p(A,C|B) =
p(A,B,C)

p(B)
=
p(A|B,C)P (C|B)p(B)

p(B)
= p(A|B)P (C|B), (4.10)
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where in the last equality we used the head-to-tail hypothesis p(A|B,C) =
p(A|B). In this case the two variables A and C are called “conditionally
independent”.

• tail-to-tail: p(A|B,C) = p(A|C). Then the joint probability of the three
variables can be depicted as

p(A,B,C) = p(A|C)p(B|C)p(C) =

A B

C

If we suppose to observe the variable C, and thus to know the status of the
correspondent node, the two nodes A and B are independent. In fact, in this
configuration the joint probability of A and B, conditioned to the observed
value of C, is given by

p(A,B|C) = p(A,B,C)

p(C)
=
p(A|B,C)P (B|C)p(C)

p(C)
= p(A|C)P (B|C), (4.11)

where in the last equality we used the tail-to-tail hypothesis p(A|B,C) =
p(A|C). As in the previous case, the two variables A and B are called “condi-
tionally independent”.

We illustrated how it is possible to represent, in three simple cases, the joint
probability of a set of random variables, showing how to easily decompose the joint
conditional probability of a certain node and introducing the notion of conditional
independence. However, more complex networks can always be treated as the com-
position of the previous three interesting cases. In this respect, of particular interest
is the notion of “Markov blanket” [112]: let’s suppose to consider a certain node
X in a particular Bayesian network. The Markov blanket of the node X is defined
as the set of all the nodes that are parents, co-parents or children with respect to
X. It can be easily demonstrated that the pdf of X conditioned to all the nodes
of the network is equal to the probability of X conditioned just to the nodes of its
Markov blanket. In other words, the Markov blanket is the minimal set of nodes
that separates X from the rest of the network [111] from a probabilistic point of
view.

Finally, let’s consider the more realistic case of a parametric fit. Let’s suppose to
have performed some measurement D = {(xi, yi)}, where i is an index running over
the number N of experimental data points. We know that, according to a certain
theoretical model H, the true values (µxi , µ

y
i ) of each point (xi, yi) are connected by

a certain deterministic relation µy = g(µx, θ⃗), where θ⃗ are the parameters that we
want to determine with the fit on the experimental data. The likelihood for this
model can be written as

L = p

(
D

∣∣∣∣∣{µxi }, {µyi }, θ⃗, H
)

=
N∏
i=1

p (xi|µxi ,H) p
(
yi|µyi = g(µxi , θ⃗),H

)
(4.12)
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In terms of Bayesian network, this likelihood can be drawn as

xiyi

µxi

µyi

θ⃗

N

g(µx, θ⃗)

where the dashed arrows represent the deterministic relation given by g(µx, θ⃗) and
the gray box labeled with N stands for the fact that, because of the product in
Eq. 4.12, we have N copies of the portion of the network that is inside the box. This
approach is very intuitive: theN measured points {(xi, yi)} depend in a probabilistic
way on their true values {(µxi , µ

y
i )}. The true values and the model parameters θ⃗

are in turn linked by the deterministic relation µy = g(µx, θ⃗). Then, since in this
approach the dependencies between the variables become clear, in the next sections
we will often give the likelihood also in terms of the corresponding Bayesian network.

4.2.2 Technical implementation using JAGS and BAT
In the Bayesian approach, once the likelihood L is written and the priors π on
the parameters of the model H are chosen, the goal of the inferential process is
to compute the posterior on the parameters of interest θ⃗I , namely the pdf of the
parameters of interest given the observation of the data D. In order to do that, an
integration over the nuisance parameters θ⃗N is needed, in fact

p(θ⃗I |D,H) =

∫
L(D|θ⃗I , θ⃗N ,H)π(θ⃗I , θ⃗N |H)dθ⃗N∫

L(D|θ⃗I , θ⃗N ,H)π(θ⃗I , θ⃗N |H)dθ⃗Idθ⃗N
(4.13)

This integral is usually computed by means of numerical methods, i.e. a Markov
Chain Monte Carlo (MCMC). When using the Bayesian Networks, the most straight-
forward way to proceed is to implement directly the network in JAGS (Just Another
Gibbs Sampler) [113], a software which implements a MCMC algorithm called Gibbs
Sampling and is interfaced with R [114] in the package rjags [115]. However, in
those cases in which the model is very complex, in order to have better performances
we decided to use the Metropolis-Hasting MCMC algorithm as implemented in BAT
(Bayesian Analysis Toolkit) [116], a C++ set of libraries to implement a Bayesian
analysis.
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4.3 Model comparison in the Bayesian approach
In the following, we summarize how models can be compared in the Bayesian ap-
proach. Let’s suppose to have a dataset D = {xi} composed of n measurements xi,
a set of models or hypotheses Hi, where each hypothesis could in general depend on
a vector of parameters θ⃗i. Within a model, we assume to know the prior probabil-
ity π(Hi), the likelihood function L(Hi, θ⃗i;D), and the prior pdf of all the model’s
parameters π(θ⃗i|Hi).

Suppose we want to compare two different models Hi and Hj . To compare these
models we can compute the ratio of the posterior probabilities as

Oij ≡
p (Hi|D)

p (Hj |D)
. (4.14)

This ratio gives the odds in favor of one model over the other. To express the odds
as a function of the likelihoods and priors, we shall apply the Bayes theorem; that
is, for example for the numerator of Eq. (4.14),

p (Hi|D) =
p (D|Hi)π (Hi)

π (D)
. (4.15)

The denominator π(D) is the prior probability of data, and it can be more easily
interpreted if expressed in terms of the likelihoods by imposing that

∑
i p(Hi|D) = 1.

To do this, we need to have a complete class of hypotheses, and this is not often
the case. However, if we are only interested in the odds ratio, we can neglect this
term as it cancels out in the odds. The ratio between the probabilities of the two
models becomes

Oij ≡
p (D|Hi)

p (D|Hj)
× π (Hi)

π (Hj)
. (4.16)

The data dependent part is the so called “Bayes factor” (BF), and it is defined as

BFij ≡
p (D|Hi)

p (D|Hj)
=

L(Hi;D)

L(Hj ;D)
, (4.17)

where L(Hi;D) is the so-called marginal likelihood defined as

L(Hi;D) ≡ p (D|Hi)

=

∫
p(D, θ⃗i|Hi) dθ⃗i

=

∫
p(D|Hi, θ⃗i)p(θ⃗i|Hi) dθ⃗i

=

∫
L(θ⃗i,Hi;D)π(θ⃗i|Hi) dθ⃗i.

(4.18)

In the hypothesis in which, due to our a priori ignorance, all the model’s priors are
equal, considering the odds ratio is equivalent to considering the Bayes factor.

The Bayes factor BFij encapsulates all the new information associated to the
measurements, although, for parametric models, it could critically depend on the
choice of the priors π(θ⃗i|Hi). In any real situation, the integral of Eq. (4.18) is
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not solvable analytically and can only be estimated numerically. Nevertheless, in
the case where the information content of the measurements is such that the priors
can be considered sufficiently vague in the range of the parameters space where the
likelihood is sizable, we can consider the prior as a constant and use the Laplace
approximation to estimate the integral. This is a very useful approximation to get
sense of the different contributions to the marginal likelihood. For simplicity, let’s
assume the model depends just on a single parameter θi, the best fit to the data
occurs for θ = θ̂ (in the following we will use x̂ to refer to the best fit value of the
quantity x), the likelihood is reasonably normal, and the prior is flat over a range
∆θi. Under these assumptions the integral can be approximated as

p (D|Hi) =

∫
L (θi,Hi;D)π(θi|Hi) dθi,

≃ 1

∆θi

√
2π σ(θ̂i)L(θ̂i,Hi;D).

(4.19)

The last expression makes it clear that the marginal likelihood corresponds to the
likelihood evaluated at the best fit value of θi weighted by a volume factor corre-
sponding to the parameter’s uncertainty. In this oversimplified example, the pro-
portional factor between the global and the best fit likelihood is given by the ratio
of two quantities, namely ∆θi and σ(θi), which control respectively the possible
range of θi before and after the data are seen. This factor is often referred to as
the Ockham’s factor as it naturally penalizes a model by a quantity proportional to
the necessary complexity of the model to get a good fit with respect to the a priori
model complexity; the ideal case where the model is a good one and the a priori
variability of the parameter is just enough to fit the data, the Ockham’s factor is
of order one. The Ockham’s factor enters the BF through the marginal likelihood,
and thus, when we compare two models, we automatically account for the potential
difference in their complexity.

In order to visualize that, let’s make a useful example. Let’s consider two models:

• Model A: this models has only one parameter, let’s call it θA, and the prior
over this parameter is a uniform distribution in the range [θ1A, θ

2
A] of width

∆θA, and thus the pdf is
p (θA|HA) =

1

∆θA
(4.20)

• Model B: this models has two parameters, θB1 and θB2, that are uncorrelated
and the prior over these parameters is a uniform distribution of width ∆θB1

and ∆θB2, respectively

p (θB1, θB2|HB) = p (θB1|HB) p (θB2|HB) =
1

∆θB1

1

∆θB2
(4.21)

Assuming normal likelihoods, and using the Eq. (4.19), the BF can be estimated
as

BFAB ≃ p(D|θ̂A,HA)

p(D|θ̂B1, θ̂B2,HB)
×
√
2πσ(θ̂A)

∆θA

/(
(2π)σ(θ̂B1)σ(θ̂B2)

∆θB1∆θB2

)
= LRAB×OFAB,

(4.22)
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where we defined the likelihood ratio (LRAB)
1 and the Ockham’s factor (OFAB) as

LRAB =
p(D|θ̂A,HA)

p(D|θ̂B1, θ̂B2,Hj)
,

OFAB =

√
2πσ(θ̂A)

∆θA

/(
(2π)σ(θ̂B1)σ(θ̂B2)

∆θB1∆θB2

) (4.23)

The message behind Eq. (4.22) is that even though a model with more parame-
ters can be more flexible and thus better fit the data producing a higher likelihood,
one has to pay the price of having a more complex model. In other words: even if
the likelihood ratio pushes towards a more complex model which often better fits
the data, on the other hand the Ockham’s factor penalizes it.

As already said, for parametric models the Bayes factor critically depends on
the choice of priors, that, in this case, is represented by the choice of the widths
∆θi. For models with the same number of parameters, especially if the parameters
have the same physical meaning, the Ockham’s factor should be of order one, and
the BF should fairly be insensitive to priors’ choice.

For models with a different number of parameters, one has to pay particular
attention to avoid introducing biases due to an ‘unreasonable choice of priors’. In
the next section we will describe the case study of the modulation of the DAMA
residuals, and we will show how to deal with the prior choice issue, starting by
comparing models with just one parameter and then moving to more complex and
realistic scenarios exploring the sensitivity of our conclusions to the prior’s choice.

Finally, two other useful criteria to quantify the ability of a model to describe
the observations are the Bayesian Information Criterion (BIC) [117] and the Akaike
Information Criterion (AIC) [118], a review of which is given for example in Ref.
[119]. Given a dataset of size n, and a model A, with a number kA of parameters
θ⃗A whose value that maximize the likelihood is ˆ⃗

θA, the BIC is defined as

BICA = kA ln (n)− 2 ln
(
L(ˆ⃗θA,HA;D)

)
; (4.24)

and the AIC is defined as

AICA = 2 kA − 2 ln
(
L(ˆ⃗θA,HA;D)

)
; (4.25)

According to these criteria, the smaller the value of the BIC (AIC) is, the better
the description of the observations.

1Note that for normal likelihoods the LRAB can be expressed in terms of χ2
A(B) =∑

i

[
(xi−µA(B)(xi))

2

σ2
i

]
as: LRAB = exp

[
−χ2

A−χ2
B

2

]
, where µA(B)(xi) represents the true value of

the measurement xi in the model A(B). This means that the LRAB of the two models evaluated
at their best fit values is simply given by exp [−∆χ̂2

AB/2]. In a frequentist approach to model
comparison, the ∆χ̂2

AB is often taken as a test-statistic and its probability distribution used to
compute p-values. For nested models, where the more general model contains the simpler plus k
additional parameters, the Wilks’ theorem says that pdf(∆χ̂2

AB) is itself a χ2 distribution with k
degrees of freedom. For non-nested models one would have to estimate pdf(∆χ̂2

AB), possibly by
sampling it with pseudo-experiments.
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When comparing two models, the ∆BICAB and ∆AICAB can be defined as

∆BICAB = BICA −BICB = ln (n) (kA − kB)− 2 ln (LRAB). (4.26)
∆AICAB = AICA −AICB = 2 (kA − kB)− 2 ln (LRAB). (4.27)

The previous equations show how the ∆BICAB and ∆AICAB are closely related to
the LRAB, plus a penalty term that penalizes the model which is more complex.

For the interpretation of the odds ratio or Bayes factor, we refer to the criterion
based on Jeffreys’ scale [120]: a value of > 10 represents strong evidence in favor of
model A, and a value of > 100 represents decisive evidence. Similar evaluation can
be done based on the ∆BIC and the ∆AIC.

4.4 Bayesian model comparison in a case study: the
DAMA residuals

In a recent publication [4] we applied the Bayesian model comparison to a specific
physics problem: the interpretation of the DAMA modulation as induced by a
time dependent slowly varying background. The results of the DAMA/NaI and
DAMA/LIBRA experiments are interpreted by the DAMA collaboration as a strong
evidence of the presence of dark matter particles in the galactic halo [31,32,121–125].
These conclusions derive from the compatibility of the annually modulated rate with
a sinusoidal signal, characterized by a phase and a period in agreement with those
expected from the interaction of DM particles.

In a recent paper [126] it has been discussed the possibility that, due to the analy-
sis procedure followed by the DAMA collaboration, the observed annual modulation
could be reproduced by a slowly varying time-dependent background. This possibil-
ity has been used to interpret the modulation of residuals of the single-hit scintilla-
tion rate as a function of time, published by the DAMA collaboration [32,121,124].

The argument proposed in Ref. [126] goes as follows: since the residual rate
is computed by subtracting the average total rate in every cycle of data-taking, if
the background rate is not constant over time this procedure can generate a time
modulated rate. More precisely, in the hypothesis of the actual presence of a DM
signal, the total rate r(t) is given by:

r(t) = r0(t) +A cos
(
2πt

T
− ϕ

)
, (4.28)

where r0(t) is the time-dependent background, A is the amplitude of the oscillating
DM signal, T is the period of the oscillation, which is equal to 1 year, and ϕ is a
phase such that the peak of the oscillation is around the 2nd June, as expected in
DM galactic halo model. If r0 is constant over time, then one can choose a time
window of width ∆ equal to any multiple of T and average the rate in that window
to isolate the background contribution. Under such an hypothesis, the residuals
obtained by subtracting window by window this average are:

S(t) ≡ r(t)− ⟨r(t)⟩∆ = A cos
(
2πt

T
− ϕ

)
(4.29)
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and then the signal is isolated from the background. This is what has been done by
the DAMA collaboration, with the time windows ∆ chosen to be of the order of 1
year.

On the other hand, as it has been pointed out, if the background is slowly vary-
ing over time, for example linearly, the choice of using time windows of the order
of the period of the wanted signal can produce residuals with a modulation of the
same period. The possibility of a time-varying background is supported by the fact
that in underground detectors, especially in the keV energy range, the features of
the background are not completely modeled. In particular, in Ref. [126] explana-
tions due to out-of-equilibrium physical or instrumental effects are considered. The
authors of Ref. [126] conclude that the available data could not safely exclude the
extreme possibility that the modulation in the residual rate is produced by a slowly
varying background only. Such a conclusion is based on the debatable argument
that the DAMA residuals could be fitted by a linearly growing background with a
χ2/ d.o.f ≃ 1.

In Ref. [104] a Bayesian comparison between the cosine and the null hypothesis
on the DAMA (2-6) keVee energy window dataset has been performed, leading to a
decisive evidence against the null hypothesis. The aim of our work [4] was to perform
a thorough comparison of the two hypotheses of a cosine modulation and a slowly
varying background, and give a quantitative conclusion on their performance by
studying the likelihood ratio, the model complexity, and the posterior probabilities.

4.4.1 The DAMA and DAMA/LIBRA data
The DAMA and DAMA/LIBRA experiments use ultra-radiopure NaI(TI) scintillat-
ing crystals as active target, coupled with photomultipliers to measure the amount
of deposited energy. The single-hit scintillation events rate is used to look for a
possible signal of DM interactions with matter over the large backgrounds due to
natural radioactivity of the detector and surrounding environment. The event rate,
expressed in cpd/kg/keVee (where “ee” stands for electron equivalent), has only
been published [32, 121, 124] after the subtraction of its time-average over each cy-
cle (of roughly one-year duration) following the procedure outlined in the previous
section. Each cycle starts every year roughly around the beginning of September.

The residual rates are available in different energy windows: for the DAMA/NaI
and the DAMA/LIBRA Phase I experiments, the energy windows are (2-4), (2-5),
and (2-6) keVee; for the DAMA/LIBRA Phase II the energy windows are (1-3),
(1-6), and (2-6) keVee. The (2-6) keVee energy window is the one with the smallest
uncertainties, and it is common to the three phases. For this reason, to give a
quantitative and fair comparison of the different hypotheses in the three stages, we
decided to study only the residuals in the (2-6) keVee energy window.

In principle, our analysis could be easily extended to other energy bins, although
we believe our conclusions would not change significantly.

4.4.2 A possible bias in the signal subtraction
The algorithm used by the DAMA collaboration to extract the time-dependent resid-
ual rate from the data has a two-fold objective: account for any constant or slowly
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Figure 4.2. Left: Contour plot of the function β given in Eq. (4.30); the points represent
the data-taking cycles given in table 1 of Ref. [32]. In particular, the point number 1
corresponds to the first and discarded data-taking cycle. Right: Fit of a sinusoidal
model (red) to the DAMA/LIBRA Phase II residual rate in the (2-6) keVee energy
window, obtained taking into account the subtraction-bias effect. The dotted red line
is the corresponding sinusoidal modulation without the subtraction. The gray are is
the region discarded as explained in Ref. [32]: since, assuming the sinusoidal signal,
the effect is perfectly quantifiable, in principle also this region could be used for the
residuals’ analysis.

varying component while keeping the sinusoidal time structure of a hypothetical
DM signal. These requirements put constraints on the optimal time intervals of the
data-taking cycle.

The variance of the sinusoidal signal is given by the quantity (α− β2), with the
time averages α = ⟨cos2 2π/T (t− t0)⟩ and β = ⟨cos 2π/T (t− t0)⟩. For ∆ = T , the
quantity (α − β2) is 0.5 (i.e. β = 0). In Ref. [32] the value of 0.5 is taken as a
figure of merit to assess whether the detectors were operational evenly throughout
the period of the modulation of one year. To the best of our understanding, a value
of (α − β2) much different from 0.5 implies that either the average of the signal is
not vanishing (β ̸= 0), or the data-taking period is not close to one year, or both.

The DAMA collaboration used the argument that (α− β2) ̸= 0.5 to remove the
first cycle of data-taking in table 1 of Ref. [32] from the analysis.

The procedure to extract the residual rate might induce a subtraction of the
signal if the time interval is not chosen carefully. In particular, for a data-taking
starting in ti and extending to ti +∆i, the average of the signal is a function of ti
and ∆i:

β(ti,∆i) =
1

∆i

∫ ti+∆i

ti

cos
(
2π

T
(t′ − t0)

)
dt′. (4.30)

The contour plot of β(ti,∆i) as a function of ti and ∆i is given in Fig. 4.2. Inde-
pendently of ti, if ∆i is equal to T , as expected, β(ti,∆i = T ) = 0. This is the
approximate condition used by the DAMA collaboration to include a data-taking
cycles in the modulation analysis. However, as it is shown in Fig. 4.2, there are
other combination of ti and ∆i that result in β(ti,∆i) = 0; of particular relevance
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there is the one with ti and ti +∆i chosen symmetrically with respect to the time
when the cosine is zero. Figure 4.2 also reports the values of β(ti,∆i) for the 7
data-taking cycles reported in Ref. [32]; we note that, for the first and the second
cycle, the relative contribution of the signal average is of the order of 10%. In
particular, we computed the effect of such a subtraction for the first and discarded
cycle and represented it graphically in the plot on the right side of Fig. 4.2. The
plot shows the expected behavior in the discarded region (shaded area): the dotted
line corresponds to a sinusoidal model with no subtraction (as generally used), and
the continuous line is the corrected sinusoidal model. The difference between the
dotted and continuous lines corresponds to the value of β in the two considered
cycles. Although this effect is generally small in the cycles selected by the DAMA
collaboration, we suggest to account for it in the fitting procedure and use the entire
dataset without being forced to drop any data-taking cycle, even if completely asym-
metrical. It would be sufficient to compute the integral in Eq. (4.30) and include it
in Eq. (4.29) potentially as a function of A, T , and t0.

Finally, we stress that, if the background is not constant as a function of time, it
will have an impact on the value of the average of the rate in the relative data-taking
cycle. In particular, the linear term of expansion of the background as a function
of time will produce a sawtooth-shape in the residual rate.

4.4.3 Models considered in the analysis
We decided to consider, in our analysis, three different models:

• COS model: this is the pure-cosine model, where the only free parameter is
the amplitude A of the modulation:

SCOS(t) = A cos
(
2π

T
(t− t0)

)
, (4.31)

where the period T is assumed to be fixed to 1 year and t0 = 152.5d such that
the peak of the modulation is on the 2nd June.

• SAW model: this is the pure-sawtooth model, where the only free parameter
is the slope B of the linearly varying sawtooth:

SSAW (t) = B (t− ti) with ti −
∆i

2
< t < ti +

∆i

2
, (4.32)

where ∆i is the width of the time window to which t belongs, and ti is the
center of this time window.

• C+S model: this is the cosine plus sawtooth model, where this time the free
parameters to be considered are two, A and B:

SC+S(t) = SCOS(t) + SSAW (t), (4.33)

where SCOS and SSAW are defined in the Eq. (4.31) and (4.32), respectively.
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What we would like to stress is that the models have been chosen in such a
way that the COS and the SAW model have the same number of parameter, in
order to minimize the impact of the Ockham’s factor (and thus of the priors of the
parameters) in the final Bayes factor. Indeed, we expect that, if the C+S model
doesn’t give a strong improvement in the likelihoods with respect to the other two
models, the Ockham’s factor will drive the Bayes factor in favor of the simpler
models.

4.4.4 Implementation of the models using JAGS and rjags

For our study we used the general analysis framework R [114] and the MCMC
algorithm called Gibbs Sampler as implemented in JAGS [113] and interfaced with R
in the package rjags [115]. Our code is publicly available on github [127].

We assumed, as it is done by the DAMA collaboration [122], that the measure-
ments at different times are independent and follow a normal likelihood in each time
bin ti with known standard deviation σi given by the experimental uncertainty. The
total likelihood is then given by:

L({µi}, {σi}; {Di}) =
n∏
i=i

1√
2πσi

exp
[
−(yi − µi)

2

2σ2i

]
, (4.34)

where the true parameters {µi} are given as a function of {ti} by implementing one
of the three models outlined above, for example for the COS model:

µi = A cos
(
2π

T
(ti − t0)

)
(4.35)

with the only unknown parameter represented by the amplitude A. For each un-
known parameter in the model, we have to give a prior distribution probability. In
the following, we used flat priors for all parameters. However, these priors could
be different in principle, and in Ref. [4] we checked, by changing both the width of
the priors and their functional form, that the conclusions of our analysis wouldn’t
change with other reasonable choices.

The Monte Carlo simulation gives the unnormalized posterior probability of the
parameters of interest sampled using the Gibbs algorithm. The results reported in
this work are obtained with a single Markov chain with 5 · 105 steps. Finally, to
estimate the marginal likelihood and the Bayes factor, we used the bridgesampling
package [128]. This package uses the same Markov chain used to sample the poste-
rior probability for the integration of the marginal likelihood.

4.4.5 Results
As already said, we decided to analyze the residual rate in the (2-6) keVee energy
window. Since the precision of the measurements and the size of the modulation are
different in the various phases, as a first step we analyzed the data individually on
each of the three datasets, testing only the two hypotheses of pure-cosine (COS) and
pure-sawtooth (SAW) contribution. We tested on the most informative dataset also
the third model (C+S), and then we performed the analysis on the whole dataset.
Finally, we evaluated the performance of the cosine model, promoting the period
and the phase to free parameters.
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DAMA phase BFC,S [dB] LRC,S [dB] OFC,S [dB] ∆BIC ∆AIC
DAMA/NaI −16.7 −18.1 1.4 8.34 8.34

LIBRA Phase I 14.0 12.0 2.0 −5.53 −5.53

LIBRA Phase II 86.5 84.7 1.8 −39.0 −39.0

All 88.8 64.7 24.1 −39.7 −33.8

Table 4.1. Bayes factor (BF), likelihood ratio (LR), Ockham’s factor (OF), Bayesian In-
formation Criterion (BIC) difference and Akaike Information Criterion (AIC) difference
between the COS and the SAW model for the three stages of DAMA experiments. For
the first three rows, the ∆BIC and the ∆AIC values are equal because the two models
have the same number of parameters. The last row refers to the comparison between
COS and a SAW model with 3 different slopes.

COS versus SAW models

In table 4.1 we show the results of the comparison between the COS and the SAW
models in terms of Bayes factor, likelihood ratio, Ockham’s factor, Bayesian Infor-
mation Criterion difference and Akaike Information Criterion difference in every
experimental stage. Since some of these quantities can eventually be very large or
very small, BF, LR and OF are given in decibels2. This table also shows how the
contribution of the Ockham’s factor, which is the component of the Bayes factor
critically dependent on the choice of the priors of the parameters, is marginal. For
each of the three datasets, we chose a flat prior on B as well as on A. However,
for all the three datasets we tested different possible priors (uniform, normal and
gamma distributions), but in all cases the Ockham’s factor contribution is always
under control, namely it changes of at the most 4-5 units in decibels with respect to
our final choice of the prior. The results for the different stages can be summarized
as follows:

• For the DAMA/NaI dataset, the Bayes factor, which is 10−1.67 in normal units,
disfavors the pure-cosine model in favor of the pure-sawtooth one. However,
this is the less informative dataset, namely it is the one with relative uncer-
tainties on each point larger than in the other phases. The fit is shown in
Fig. 4.3.

• For the DAMA/LIBRA Phase I dataset, the Bayes factor is of the order of
101.40, and this means that already at this stage, where the relative uncertain-
ties are smaller than in the previous case, the cosine model starts to win on
the pure-sawtooth model. The fit is shown in Fig. 4.4.

• For the DAMA/LIBRA Phase II dataset, the Bayes factor is 108.65. This
means that in the region where the data give the maximum of the informa-
tion, in the sense that we explained before, the pure-cosine model is greatly
preferred to the pure-sawtooth model. In Fig. 4.5 the result of the fit is pre-
sented.

2Given a quantity x, the decibel d is defined as d = 10 log10(x).
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The details of the three fits are described in table 4.2, in which all the reported
values are obtained by computing the expected value and the standard deviation of
the posterior probability of each parameter.

Figure 4.3. Fit to the DAMA/NaI residual rate in the (2-6) keVee energy window. The
regions in which the blue line is constant (and equal to zero) are the regions between
two non-contiguous data-taking cycles.

Figure 4.4. Fit to the DAMA/LIBRA Phase I residual rate in the (2-6) keVee energy
window. The regions in which the blue line is constant (and equal to zero) are the
regions between two non-contiguous data-taking cycles.

Performance of the COS, SAW, and C+S models

Since the third dataset is the most informative one, as already shown in Fig. 4.5, we
decided to test not only the COS and the SAW model, but also the C+S model. The
results of the fit are given in table 4.3 together with the results of the comparisons
between the various models. The value of B obtained in the C+S model is consistent
with zero, B = (−0.0035±0.0042) cpd/kg/keVee/yr, and the value of A is consistent
with the value of A obtained in the COS model. Indeed, looking at the Fig. 4.5,
the green (C+S fit) and the red (COS fit) lines are very close: in fact the χ2/dof
of the C+S fit is very similar to that of the COS fit, or, in other words, the LR of
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Figure 4.5. Fit to the DAMA/LIBRA Phase II residual rate in the (2-6) keVee energy
window. The regions in which the blue line is constant (and equal to zero) are the
regions between two non-contiguous data-taking cycles.

DAMA Fit to COS model Fit to SAW model
phase A [cpd/kg/keVee] χ2

cos/dof B [cpd/kg/keVee/yr] χ2
saw/dof

DAMA/NaI 0.0168± 0.0029 36.7/36 0.0552± 0.0085 28.3/36

LIBRA I 0.0092± 0.0013 29.6/49 0.0222± 0.0032 35.1/49

LIBRA II 0.0092± 0.0011 43.3/51 0.0166± 0.0029 82.3/51

Table 4.2. Results of the fit for the cosine amplitude A of the COS model and the sawtooth
coefficient B of the SAW model obtained on the DAMA residuals in the (2-6) keVee
energy window during the different phases, together with the corresponding χ2/d.o.f.

the models is very close to one (it is 10−0.14 = 0.72 in normal units). Therefore,
the Bayes factor in the COS vs C+S case is driven by the Ockham’s factor, and
since the number of parameters is different in the two models, the COS model wins
against the C+S model. The C+S model is an extension of the COS model but,
even if it’s more complex, it doesn’t improve the goodness of fit, and the price to
pay for the greater complexity is reflected in the Bayes factor. Since in this case the
value of BF depends critically on the priors, we tried to use different possible priors
for the parameters as before, but in all cases the BF favored the COS model. On the
other hand, for the SAW and C+S models, although the Ockham’s factor pushes
in the direction of the simpler SAW model, the contribution of the LR drives the
BF in favor of the C+S model. The final message of this analysis is that the most
informative dataset available to us can be better represented by models that contain
a dominant cosine component, as the COS and C+S models, with respect to the
SAW model. In addition, the sawtooth component of the C+S model, quantified
by the B parameter, is compatible with zero.

Model comparison on the whole dataset

Since adding the sawtooth component to the cosine modulation in the most infor-
mative dataset didn’t produce any change with respect to the pure-cosine model,
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Fit results A [cpd/kg/keVee] B [cpd/kg/keVee/yr] χ2/dof
C+S fit 0.0102± 0.0016 −0.0035± 0.0042 42.7/50

Model comparison BF [dB] LR [dB] OF [dB] ∆BIC ∆AIC
COS vs SAW 86.5 84.7 1.8 −39.0 −39.0

COS vs C+S 11.3 −1.4 18.0 −3.31 −1.36

SAW vs C+S −69.9 −86.2 16.3 35.7 37.7

Table 4.3. Top: Results of the fit of the cosine amplitude A and the sawtooth coefficient
B of the C+S model obtained on the DAMA residuals in the (2-6) keVee energy window
during the DAMA/LIBRA Phase II, together with the corresponding χ2/d.o.f. Bottom:
Comparison between the various models in the DAMA/LIBRA Phase II dataset in
terms of Bayes factor (BF), likelihood ratio (LR), Ockham’s factor (OF) and difference
of Bayesian Information Criterion (∆BIC) and Akaike Information Criterion (∆AIC).
For all these four metrics (BF, LR, ∆BIC, ∆AIC) the SAW model is largely disfavored.

Figure 4.6. Fit to the DAMA residual rate in all the three stages in the (2-6) keVee
energy window.

the next step of our analysis was comparing the SAW and COS model on all the
available data. In principle in the various phases the size of the sawtooth variation
could be different, thus we allowed to have three different B parameters. The results
of the global fit is shown in Fig. 4.6 and the details can be summarized as follows:

• For the COS fit:

A = (0.00973± 0.00078) cpd/kg/keVee χ2/dof = 116.0/138 (4.36)

• For the SAW fit:
BNaI = (0.0553± 0.0085) cpd/kg/keVee/yr
BLIBRAI = (0.0222± 0.0032) cpd/kg/keVee/yr χ2/dof = 145.8/136

BLIBRAII = (0.0166± 0.0028) cpd/kg/keVee/yr
(4.37)

As a cross-check, for the SAW model in each of the phases we obtain for the pa-
rameters B the same results of table 4.2. The comparison between COS and SAW
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model gives

BF = 88.8 dB,
LR = 64.7 dB,
OF = 24.1 dB,

∆BIC = −39.7 ,

∆AIC = −33.8 .

(4.38)

In this case the Ockham’s factor is still quite marginal with respect to the LR, and
the final Bayes factor, which is 108.88 in normal units, pushes again strongly towards
the COS model.

Extraction of phase and period of the cosine model

Finally, we decided to fit all the available data with a pure-cosine model in which
the phase and the period of the modulation are not fixed, that is to say that t0
and T defined in Eq. (4.31) are now treated as parameters. In this case, choosing
uniform priors for the two new parameters, we obtain:

A = (0.00981± 0.00079) cpd/kg/keVee
t0 = (0.382± 0.037) yr χ2/dof = 112.8/136

T = (1.0008± 0.0023) yr
(4.39)

These results are compatible with a period of 1 year and a t0 = 152.5 d = 0.418 yr.
The comparison between cosine and SAW model this time gives

BF = 62.4 dB,
LR = 71.7 dB,
OF = −9.3 dB,

∆BIC = −33.0 ,

∆AIC = −33.0 .

(4.40)

Therefore, again, even if now the SAW model enters the game with the same number
of parameters of the cosine model (in fact now the OF slightly favors the SAW
model), the BF, which is 106.24 in normal units, still pushes strongly towards the
cosine model.

A suggested model to interpret the DAMA residuals

All our studies indicate that the time modulation of the DAMA residual rate in the
(2−6) keVee energy window cannot be described by an artifact due to the algorithm
to subtract a slowly varying background.

Nevertheless, we believe that such an algorithm could potentially have an impact
on the extraction of the parameter of interest of the signal. In particular, the
definition of the time window used to average the rate can introduce the following
problems in the residual rate:
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F1 F2
A [cpd/kg/keVee] 0.0084± 0.0011 0.0084± 0.0012

B1 [cpd/kg/keVee/yr] 0.0371± 0.0089 0.0381± 0.0090

B2 [cpd/kg/keVee/yr] 0.0078± 0.0038 0.0080± 0.0038

B3 [cpd/kg/keVee/yr] −0.0006± 0.0035 −0.0003± 0.0038

Table 4.4. Results of the F1 and F2 fit in terms of bet-fit values of the parameters.

• a non-zero contribution due to the possible presence of a signal, as discussed
in Sec. 4.4.2;

• a sawtooth time modulation due to the presence of a slowly varying back-
ground; such a modulation can enhance or reduce the amplitude of a sinusoidal
signal, as well as affect its phase.

For this reason, we suggest using a model that takes these effects into account.
Let’s consider a data-taking cycle that starts at t∗ and extends for a period of

time ∆, the true value µi of the observed rate in the time bin ti is:

µi = A cos
(
2π

T
(ti − t0)

)
− A

∆

∫ t∗+∆

t∗
cos
(
2π

T
(t′ − t0)

)
dt′ +B

(
ti −

∆

2

)
(4.41)

where A is the amplitude, T the period, and (2π t0/T ) the phase of the sinusoidal
signal, while B is the slope of a linearly varying background. For a different time
dependence of the background, a linear model is however the first order contribution
in a time power series.

For the sake of completeness, we deployed such a model to fit the three phases
of the experiment in the (2-6) keVee energy window. Like we did in Section 4.4.5,
since in the various phases the size of the sawtooth variation could be different, we
allowed to have three different B parameters. We performed a first fit (F1) keeping
both T and t0 fixed to the values expected for a DM signal, as well as a second one
(F2) allowing them to vary. To better understand the differences with respect to
the COS model fit, we decided to show in the Fig. 4.7 and Fig. 4.8 the marginal
posteriors pdf s of all the fit parameters for F1 and F2, respectively.
As shown in table 4.4, except for B1 which is positive, the other two are compatible
with zero in both cases. The value of A extracted in this way is slightly smaller
with respect to the previous cases because of the expected anti-correlation with the
Bi parameters. The small correlation between the Bi parameters, assumed to be a-
priori independent, is an induced effect of their common anti-correlation with the A
parameter. For the F2 fit, the values of t0 and T are consistent with those expected
for a DM signal. Finally, we remark that even though we included into the model
the correction for a signal “double-counting” as described in Section 4.4.2, this effect
is not relevant with the current choice of time intervals for the experimental cycles.

4.4.6 Conclusions
In Ref. [4] we highlighted that, with an exception for the DAMA/NaI dataset,
which is however the less informative one, in all the comparisons we performed the
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Figure 4.7. Marginal posterior pdf s for the free parameters of the proposed model at
fixed T and t0 for the fit of the whole (2-6) keVee DAMA dataset. The 4 plots on the
diagonal of the figure are the uni-dimensional pdf s of each single free parameter obtained
by marginalizing on the all the others. The 10 bi-dimensional pdf s in the bottom-left
corner of the figure give the marginal pdf s of each pair of parameters obtained by
marginalizing on the other. The plots show also the credible regions at 0.68, 0.95, 0.997
probability as black, green, and blue contours respectively. The correlation coefficients
are given in the upper-right corner of the figure.

sawtooth hypothesis proposed in Ref. [126] is always disfavored with respect to the
cosine modulation hypothesis. This is quantifiable in the Bayes factor, which is in
all cases between 106 and 108. To be more specific, in the case of using the entire
dataset and comparing the cosine with just the amplitude as a free parameter in the
fit against the sawtooth with three independent and free to vary slope parameters
for the three phases of data-taking, we obtain a Bayes factor of 108.88 in favor of
the cosine model. The effect of the priors choice has been extensively tested and
can be reasonably quantified in a contribution at the most of the order 102 to the
total BF. Finally, we used the full cosine model with free period and phase and still
found a BF of order 106. For this case, we obtained a value of the period and phase
compatible with those reported by the DAMA collaboration.
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Figure 4.8. Marginal posterior pdf s for the free parameters of the proposed model for the
fit of the whole (2-6) keVee DAMA dataset. The 6 plots on the diagonal of the figure are
the uni-dimensional pdf s of each single free parameter obtained by marginalizing on the
all the others. The 15 bi-dimensional pdf s in the bottom-left corner of the figure give
the marginal pdf s of each pair of parameters obtained by marginalizing on the other.
The plots show also the credible regions at 0.68, 0.95, 0.997 probability as black, green,
and blue contours respectively. The correlation coefficients are given in the upper-right
corner of the figure.

Finally, we point out that the background subtraction algorithm used by DAMA
can introduce a bias in the parameters of the fitted signal, produced by a residual
contribution from the expected signal as well as a contribution from a slowly varying
background. Although the time intervals are chosen in a such a way that this bias is
small, we showed that these effects can be safely taken into account in the analysis.
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Chapter 5

The DarkSide-50 experiment

This chapter will be focused on the description of the DarkSide-50 experiment.
The DarkSide-50 detector, which operated underground at Laboratori Nazionali del
Gran Sasso (LNGS) until 2019, is a dual phase Ar Time Projection Chamber (TPC)
for the direct detection of the DM interaction, see Fig. 5.1. The active target mass of
the TPC is (46.4±0.7)kg [130] and the light produced by the interaction events inside
this active volume is detected by two arrays of low-radioactivity PhotoMultiplier
Tubes (PMTs). The TPC is in turn located inside the Liquid Scintillator Veto
(LSV), a stainless steel sphere with a diameter of 4m which is filled with 30 t boron-
loaded organic scintillating liquid and acts as a neutron veto. The sphere is placed
inside a 11 m steel cylinder with a diameter 11 m of and a height of 10 m. This
cylinder is called Water Cherenkov Veto (WCV) and, filled with 1000 t of ultrapure
water, acts as a Cherenkov detector for the cosmic rays.

The main aspects of the interactions of ionizing particles in liquid argon are
described in Sec. 5.1. The detailed description of the DarkSide-50 experimental
apparatus is given in Sec. 5.2, while the detector response model, the calibration
measurements, and the background model are presented in Sec. 5.3.

5.1 Interactions in liquid Argon
Before proceeding to a more detailed description of the experimental apparatus, in
this section we will describe the mechanisms through which an incoming particle
can transfer energy-momentum inside the LAr.

Let’s consider an incoming particle releasing energy inside the TPC. During its
interactions with the atoms in the active volume, electric charge and photons can be
produced. Once the charge, in the form of ion-electron pairs, is produced, a fraction
of it is converted into scintillation light through a process called recombination, see
Sec. 5.1.1. In addition to that, a certain amount of energy is lost in the form of
heat. The framework is therefore quite complex, and a detailed comprehension of
the energy release mechanisms has been needed to characterize the detector response
and background models.

A particle interacting in LAr will initially transfer energy either to the electrons
or to the nuclei [131, 132]. The total energy Etot deposited inside the LAr can be
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Figure 5.1. Cross-section rendering of the DarkSide-50 detector. Figure from Ref. [129].

written as
Etot = ν + η, (5.1)

where ν and η are the mean energy released in the nuclear channel and the electronic
channel, respectively. The possible excitation and ionization induced by secondary
nuclear recoils are included into η. In the above equation Etot is related to mean
quantities: the amount of energy released inside the detector in the two cases is
in fact regulated by a stochastic process, with the constraint, standing also for the
mean quantities, that their sum must be equal to Etot. The ν term contains the
energy lost in nuclear collisions, as well as dissipated as heat. For what regards the
energy η transferred to the electrons, three different physical channels are usually
considered: the contribution needed for the ionization, the energy needed to excite
the electrons and the residual kinetic energy of the ionized electrons [133]. Therefore,
η can be expressed as

η = NiEi +NexEex +Niϵheat, (5.2)

where: Ni is the number of ionized atoms, Ei is the mean energy spent for the
ionization, Nex is the number of excited atoms, Eex is the mean energy of the
excited atoms, and ϵheat is the mean energy that goes into heat as it is lower than
the energy needed to at least excite an electron. The ionization energy for an
isolated Argon atom is EI = 15.75 eV. In LAr the situation is more complex, as
the electronic states show a band structure similar to what happens in solids. The
energy of the band gap for LAr is Eg = 14.2 eV.

After a nuclear or an electronic recoil, the relative abundance of excited atoms
with respect to ionized atoms is quite different, expected to be ∼ 0.2 in the ER case
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and ∼ 1 in the NR case. However, in a liquid material these quantities may look
different in data due to the process of recombination, which, in turn, is influenced
by the presence of the electric field. The recombination must be therefore qualified
and quantified in a proper way in order to be able to discriminate signals produced
by different incoming particles.

5.1.1 The recombination process
When an incoming particle transfers sufficient energy to an atom inside the TPC, an
electron can be emitted as well as a positive Ar+ ion is produced. In LAr, in a time
of O (ps) after this ionization process, a molecular Ar+2 ion is produced. For what
regards the electrons, they undergo both elastic and inelastic scatterings, producing
additional ionization, excitation and heat. However, a fraction of these electrons
can recombine with the positive ions, eventually with the emission of scintillation
light, see Sec. 5.1.2: this process is the so-called “recombination”.

From a quantitative point of view, in LAr the mean energy transferred for the
production of a single electron-ion pair can be assumed to be independent of the type
of incoming particle that originated the event. To be more specific, this quantity is
defined as

ω =
η

Ni
, (5.3)

where ω = 23.6 eV in LAr. What is instead dependent on the incoming particle
nature is the number of pairs, namely the ionization intensity produced during the
primary interaction.

The number of charges produced by the primary interaction is generally different
from the total charge measured by the experimental setup. During the drift of the
electrons towards the readout system, their number can be reduced mainly due
to the recombination process and, to a marginal extent, by being absorbed by
impurities. The recombination is a very complex process and depends on many
factors: the electric field, the initial distribution of electrons and ions and therefore
the nature and the kinematics of the original interacting particle, the mobility of
the charges inside the LAr, the distance traveled by the electrons, and the diffusion
rate.

For low energy recoils induced in LAr with an energy of the order of few keVs, a
commonly accepted theory parameterizing the recombination process is the Thomas-
Imel box-model [134]. This model is based on the assumption that the ion-electron
pairs can be treated as isolated and that suddenly after the primary interaction
the charges are uniformly distributed inside a box of side a. In the presence of an
electric field, the fraction of charges surviving the recombination and being collected
is given by

Q

Q0
=

1

ξ
ln (1 + ξ), (5.4)

where ξ is a free parameter to be determined experimentally during the calibration
and can be expressed in terms of the number N0 of pairs inside the box, αEM , a,
the mobility u− and u+ of the electrons and the ions, respectively, and the electric
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drift field Ed by the equation

ξ =
N0αEM

4a2(u− + u+)Ed
(5.5)

For higher energy recoils, the recombination in LAr is well described by the
“columnar recombination” model by Jaffe [135]. In fact, rather than being enclosed
in a volume of size a, energetic particles can produce long ionization tracks. In
this case, the distribution of charges can be assumed to be in a column around the
particle trace. For a track of radius b, length l and angle θ relative to the electric
drift field, the fraction of charges surviving the recombination is given by

Q

Q0
=

[
1 +

N0αEM

4πlD
ex(θ)K0(x(θ))

]−1

, (5.6)

where: D = D− +D+ is the diffusion coefficient of the charges, x(θ) = [Edb(u− +
u+) sin θ/2D]2, and K0 is the modified Bessel function of the second kind. In most
of the applications, the Jaffe’s model is successfully approximated by the so-called
Birks model [136,137], according to which

Q

Q0
=

(
1 +

k dE/dx

Ed

)−1

, (5.7)

where dE/dx is the particle stopping power, and k is a parameter depending on the
material properties and to be measured from data.

In the nuclear recoil case, there is an additional physical process to be taken into
account, the so-called nuclear quenching. Indeed, as already mentioned, a relevant
fraction of the energy of the primary nuclear recoil is lost through secondary nuclear
collisions. The traces generated by NR interactions have a cascade structure and are
therefore generically very complicated, making it often necessary to use simulations
to study their structure and properties. However, a phenomenological approach to
quantify the nuclear quenching has been pursued by Bezrukov et al. [138], exploiting
the theoretical interplay between the scintillation and the ionization yields in noble
liquids. A more detailed and quantitative description of the response to nuclear
recoils in LAr will be given in Sec. 5.3, where the full DarkSide-50 response and
background models will be shown.

5.1.2 The scintillation process
Both recombination and excitation in LAr contribute to the production of argon
bi-atomic excited molecules. As a consequence of their de-excitation, scintillation
128 nm (∼ 9.7 eV) photons are emitted. However, not all the induced excitation is
converted into scintillation light, due to processes reducing the number of excited
argon molecules.

The light produced after the primary excitation of the atoms in LAr is called
“excitation luminescence”. The whole process, for instance due to an incoming
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electron, can be summarized as

Ar + e− → Ar∗ + e−

Ar∗ + Ar → Ar∗,ν2

Ar∗,ν2 + Ar → Ar∗2 + Ar
Ar∗2 → Ar + Ar + hν.

(5.8)

To be more specific, after its production, the excited atom interacts with the other
atoms in the liquid forming a strongly bounded dimer Ar∗,ν2 in a vibrational excited
state. The production of the excited dimer is favored with respect to the direct
decay of Ar∗: in other words, the Ar∗,ν2 dimer is produced before Ar∗ can decay to
its ground state and emit a photon. After the Ar∗,ν2 formation, further interactions
with the Ar atoms produce a Ar∗2 purely electronic excited state. Finally, the excited
dimer decays with the emission of a 128nm photon and with the dissociation of the
molecule in two Ar atoms. This whole process happens in a time of O(ps).

If the light is instead produced after the excitation induced during the recombi-
nation, the scintillation process is called “recombination luminescence” and can be
illustrated, for instance in the case of an electron induced ionization, as

Ar + e− → Ar+ + 2e−

Ar+ + Ar + Ar → Ar+2 + Ar
Ar+2 + e− → Ar∗∗ + Ar
Ar∗∗ + Ar → Ar∗ + Ar + heat
Ar∗ + Ar + Ar → Ar∗2 + Ar + heat
Ar∗2 → Ar + Ar + hν.

(5.9)

After the ionization, the Ar+ ion can form a Ar+2 ion, in the ground state, by
capturing another Ar atom. At this point, the recombination of one of the electrons
produced by the primary ionization with the Ar+2 ion causes a doubly-excited Ar∗∗
atom and a neutral ground state Ar atom to be produced. After dissipating some
energy in heat, a Ar∗2 excited dimer is formed, and the 128 nm light is produced in
the same way as the excitation luminescence process.

As we just showed, the scintillation light is produced as a consequence of the
decay of excited dimers. However, a certain number of them can undergo processes
which are different from the one described above, and which can reduce their number,
in turn reducing the scintillation light. The light-reducing processes, called generally
“electronic quenching”, are mainly three and in particular can be written as

Ar∗ + Ar∗ → Ar + Ar+ + e−

Ar∗ + Ar∗2 → Ar + Ar+2 + e−

Ar∗2 + Ar∗2 → 2Ar + Ar∗2 + e−,

(5.10)

where the first one is called “bi-excitonic quenching”, the second one is called “photo-
ionization”, and the last one is referred to as “Penning process”. These processes
are more probable where the number density of excited atoms and dimers is higher.
Therefore, the electron quenching effect is higher for incoming particles with higher
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stopping power. It is therefore useful to express the energy released in the form
of scintillation light in units of keVee. We already introduced this quantity in
Sec. 2.2.3, but now we can define it in a more precise way: 1 keVee is the energy
needed to produce the same amount of scintillation light of a 1 keV electron.

More precisely, there are two excited dimer states that can decay, emitting
the 128 nm scintillation light. These states are approximately degenerate, so that
they cannot be distinguished by just measuring the energy of the emitted photons.
However, the decay time of the two states is quite different. In order to understand
the reason for this difference, we need to characterize in more detail these two states.
The Ar∗2 excited dimer can be treated, in an approximate way, as being composed
by the spin 1/2 excited electron and a spin 1/2 positively charged molecule. In this
scheme, there are two allowed quantum states: the spin 0 singlet state and the three
spin 1 triplet states. The ground state is a spin 0 state, therefore in the simplistic
approximation in which we neglect the interaction between the excited electron
and the remaining molecular electron cloud, only the decay of the singlet state is
allowed, while the decay of the triplet states is forbidden. However, in reality, the
neglected interaction is different from zero, and, as a consequence, the decay from
the triplet to the ground state is not forbidden, but it is anyway disfavored with
respect to the singlet decay. The result of this scenario is that the singlet-to-ground
state decay has a decay time τs ∼ 6 ns (fast component) which is much smaller
than the triplet-to-ground state decay time τt ∼ 1.5 µs (slow component). Both τs
and τt do not depend on the incoming particle nature, but this is not the case for
the relative size of the fast and the slow components, that depends instead on the
incoming particle stopping power. In particular, the experimental data show that
the fast component grows where the energy loss density is greater, producing in
turn a faster signal. This feature is important and, as we will see, is an important
handle for the discrimination of ERs from NRs [130,139].

5.2 Experimental apparatus
5.2.1 DarkSide-50 TPC
A picture of the DarkSide-50 TPC is shown in Fig. 5.2. It is contained in a stainless
steel cryostat kept and sustained at the center of the LSV by means of a system of
leveling rods [130]. The target material consists of an active mass of (46.4± 0.7) kg
of liquid Ar (LAr) surrounded on the lateral walls by a 2.54cm thick Teflon reflector
and on the top and on the bottom by fused silica windows. All the surfaces in contact
with the active argon mass with the exception of the extraction grid (see Fig. 5.2)
are coated with a wavelength shifter, the TetraPhenyl Butadiene (TPB). This is
needed to absorb the 128 nm scintillation light produced by LAr and emit 420 nm
photons, which can be efficiently reflected, transmitted and detected. The two
faces of the silica windows are also coated with 15 nm thick transparent conductive
Indium Tin Oxide (ITO) films. The inner faces act as grounded/High Voltage
(HV) anode/cathode (top/bottom) for the electron drift system. The outer faces
are instead kept at the PMT photocathode potential. The top anode window is
equipped with a rim which extends downwards, forming the so-called “diving bell”,
while the bottom cathode window is flat. The diving bell is needed to hold the 1cm
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Figure 5.2. Drawing of the DarkSide-50 dual-phase liquid Ar TPC. Figure from Ref. [130].

Ar gas layer, called “gas pocket”. The level of the gas pocket is kept at the desired
height thanks to a bubbler that, according to the needs, extracts the gas from
boiling argon produced externally inside the cryostat. The TPC is instrumented by
a total of 38 Hamamatsu R11065 3” PMTs, located half (19) at the bottom and half
(19) at the top of the TPC. These PMTs are characterized by low-background and
high quantum efficiency, which, at room temperature and at 420 nm, is on average
34%. The PMTs, submerged in turn in LAr, are able to see the LAr active volume
through the fused silica windows. Once a photon hits a PMT, an amplified charge
signal is produced, collected and digitized by a dedicated electronic system. The
total charge collected by the electronic system is proportional to the number of
photons that originally hit the PMT. Therefore, to get this number of photons, the
total charge is divided by the charge of a Single PhotoElectron (SPE). A fraction
of the original photons are anyway lost due to the 85% PMT collection efficiency
reported by Hamamatsu. In addition, due to the physical processes happening in
the TPC after an ER or NR event, a certain number of residual photons, ranging
from 1 to a few PhotoElectrons (PEs), can reach the PMTs with a certain delay
with respect to the main event. These signals, called “afterpulses”, are generally
characterized by a time delay tdelay ∈ [10 ns, 20 µs].

The electric field inside the TPC is controlled by the electron drift system. This
system consists of: the ITO coating cathode/anode planes, a field cage and the
extraction grid. The electric field is configured such that the electrons produced
inside the TPC drift upwards to the LAr surface, are extracted in the gaseous Ar
and are accelerated to produce a secondary scintillation signal. The extraction grid,
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placed 5 mm below the liquid-gas separation surface, is a 50 µm thick stainless
steel hexagonal mesh, with an optical transparency of 95% in the normal direction.
The drift field is produced by applying an opportune voltage between the cathode
and the grid and is kept uniform in the active volume of the detector by means of
copper field cage rings placed outside the cylindrical TPC walls and set at graded
potentials. In addition to that, another independent potential is set between the
grid and the anode in order to generate the electric field that extracts the electrons
from LAr and accelerates them in the gas phase. During the data-taking periods,
the drift field was set to 200 Vcm−1, while the electric field at the extraction point
and in the gas phase were 2.8 kVcm−1 and 4.2 kVcm−1, respectively [130]. With
this configuration, the maximum electronic drift time is 376 µs and the drift speed
has been measured to be (0.93± 0.01) mm µs−1.

5.2.2 The Liquid Scintillator Veto
The TPC is placed at the center of the Liquid Scintillator Veto (LSV), a 4m diameter
stainless steel sphere filled with a boron-loaded liquid scintillator with high neutron
stopping power. It is indeed very difficult for the TPC to distinguish nuclear recoils
induced by neutrons from those induced by WIMP-like particles, since the physics
of the interaction with the nuclei is approximately the same in the two cases. A
neutron veto system is therefore mandatory to exclude the NR background, as well
as to reduce the γ-ray ER background.

The internal surface of the sphere is equipped with 110 R5912 8” PMTs by
Hamamatsu, and, to improve the photon collection efficiency, it is coated with a
Lumirror reflecting film. The liquid scintillator is a mixture of three liquids:

• 1,2,4-Trimethilbenzene1 (C6H3 (CH3)3), or PseudoCumene (PC): it is an or-
ganic liquid used as the primary scintillator. The scintillation is produced
during the radiative decay of the singlet and triplet excitations induced by
the energy release of an incoming particle. With a mechanism similar to the
LAr, the de-excitation of the singlet state is fast (few ns), while the triplet
state decays in a slower time (µs − ms) [140]. The scintillation light emitted
by pure PC has a wavelength of ∼ 290nm, but due to the overlap of the emis-
sion and absorption spectra of the PC at this wavelength the light collected by
the PMTs on the 4m spherical surface could be reduced, unless a wavelength
shifter is added to the liquid mixture.

• 2,5-Diphenyloxazole (C15H11NO), or PPO: it is the wavelength shifter. The
energy deposited in the PC is indeed thermally, non-radiatively, absorbed by
the PPO, which re-emits it in the form of ∼ 360 nm photons, that are not
absorbed by the PC. The PPO re-emission time is short enough (∼ 10−8 s)
to produce a faster light signal with respect to the pure PC, useful to have
tighter prompt coincidence cuts [129]. In addition, since the energy transfer
from the PC to the PPO is a very highly efficient process, only a small amount
of PPO is needed to guarantee a good scintillation efficiency and to improve
the absorption length of the scintillation light in the LSV.

1Here and in the following, the numbers before the name of the liquid specify the chemical
structure of the compound.
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• TriMethylBorate (B (OCH3)3), or TMB: it is an organic liquid containing
boron. In particular, the 10B isotope (19.9% natural abundance) has a very
high thermal neutron capture cross-section of 3.84× 103 b. As a consequence
of a neutron capture process on 10B, three kinds of products are generates: γ-
rays, α particles, and 7Li. The γ-rays can deposit energy in the LSV, inducing
scintillation light detectable by the PMTs. The other reaction products have
high stopping power and are completely absorbed inside the LSV, but due to
the high electronic quenching, a scintillation light of only 50− 60 keVee [129]
is produced. In addition to 10B, a thermal neutron can also be captured by
1H and 12C, with a smaller capture cross-sections if compared to the boron
case.

The composition of the mixture used for the WIMP search phase was 95% of the
mass fraction of PC, 5% of TMB, and 1.4 g/L of PPO. With this mixture the
total thermal neutron capture time is ∼ 22µs, the number of thermal neutrons
capturing on 1 H is ∼ 8% of the total, and the number of 12C captures is two
order of magnitudes smaller than the captures on 1 H. The neutrons entering the
LSV transfer energy mostly to the 1H and 12C, undergoing thermalization in ∼
100 ns and inducing an initial fast thermalization signal. The subsequent neutron
capture is a slower process, producing a second delayed signal of O(1 − 100 µs).
The delayed capture signal does not depend on the initial energy of the incoming
neutron, oppositely to the initial thermalization signal: it is therefore possible to
have a high neutron detection efficiency with a relatively low threshold.

5.2.3 The Water Cherenkov Veto
The LSV is placed inside the Water Cherenkov Veto (WCV), a 11 m steel cylinder
with a diameter 11 m of and a height of 10 m filled with ∼ 1000 t of ultra-purified
water. Its internal surface is equipped with 80 ETL 9351 8” PMTs: 24 of them are
located on the floor of the WCV facing upwards, while the other 56 PMTs are placed
on the lateral walls of the cylinder, facing the center of the cylinder. In addition,
both the internal and the external surfaces of the cylinder are coated with a Tyvek
reflector, which has very high reflectivity in the desired wavelength window.

The goal of the WCV is two-fold. First of all it allows the vetoing of cosmogenic
neutrons that come along with the cosmic muons by detecting the Cherenkov light
produced inside the ultra-purified water by the muons. The muons can be in fact in
coincidence with the cosmogenic neutrons, which in turn have a great penetrating
power. The experiment has been located underground, therefore the number of
cosmic muons and cosmogenic neutrons is reduced. However, additional neutron
background arises from natural radioactivity, since the rocks of the cave contain
radioactive U and Th isotopes. The WCV therefore acts also as a neutron shield
for the LSV and the TPC.

5.2.4 DarkSide-50 dual-phase TPC working principle
The energy-momentum released in LAr by an incoming particle can be revealed by
measuring the scintillation light or the charges produced via ionization. In Sec. 5.1
we explained how the response of LAr in terms of scintillation and ionization is
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generally different. The dual-phase TPC technology allows us to measure both
these observables at the same time, increasing the energy resolution and giving us
additional handles to discriminate between signal events and background events. In
fact, a WIMP-like particle is expected to induce NR, while the dominant background
consists mostly of β and γ-rays, which instead induce ER.

The first signal produced by ionizing events is the scintillation signal, and it is
usually called “S1”. In DarkSide-50, the scintillation light is readout by the 19 PMTs
placed at the bottom of the TPC. The S1 signal is proportional to the number of
photons Nγ produced in LAr, and can be therefore expressed as [141]

S1 = g1Nγ = g1 (Nex + fNi) , (5.11)

where Nex is the number of excited atoms, Ni is the number of ion-electron pairs,
f is the fraction of charges that undergo recombination, and g1 is the so-called S1
yield.

The fraction of electrons that survives recombination drift upwards to the extrac-
tion grid thanks to the electric drift field. The higher electric field between the grid
and the ITO anode is able to extract the electrons from the liquid to the gas phase,
with an efficiency > 99% for the DarkSide-50 operational extraction electric field
(2.8 kVcm−1). In the gas phase the so-called “electroluminescence” process takes
place: thanks to the local electric field, the electrons are further accelerated, gen-
erating scintillation light and additional ionization, resulting in an avalanche. The
S2 signal is then proportional to the number of electron surviving recombination,
then [141]

S2 = g2(1− f)Ni, (5.12)

where, again, f is the fraction of charges that undergo recombination, Ni is the
number of ion-electron pairs and g2 is the S2 yield. The physical processes behind
the production of light in gaseous Ar are very close to what we explained for LAr in
Sec. 5.1. Even if the energy levels in gaseous Ar are slightly different from the LAr
case, the scintillation light has approximately the same 128 nm wavelength. This
secondary scintillation signal, usually called “S2”, is collected by the 19 PMTs on
the top of the TPC.

The dual-phase TPC gives access to the 3D position information. The x-y
position - namely the position on the horizontal plane - can be determined from the
distribution of the S2 signal on the top PMTs. The z position is instead derived
from the time difference occurring between the S1 and the S2 signal, since this time
delay depends on the z distance between the primary event and the extraction grid,
and on the (measured) speed of the electrons inside the liquid phase.

The discrimination between the ER and the NR is achieved by studying not only
the ratio between the S1 and the S2, but also by exploiting their temporal shape.
In fact, we already explained how the relative contributions of the fast (singlet)
and slow (triplet) components in the scintillation process depends on the nature
of the primary interaction. In particular, the NR scintillation signal has a higher
fast component and smaller slow component with respect to the ER case. The
DarkSide-50 collaboration decided to exploit this feature by defining the so-called
f90 parameter, namely the fraction of the light detected in the first 90 ns of the
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Figure 5.3. Left: f90 vs S1 distribution in DarkSide-50 during the AmBe calibration (gray
dots). The blue dots correspond to the upper band f90 media, while the red dots are
the measurements from the SCENE experiment [142,143] to the DarkSide-50 size. Two
horizontal bands in the gray points corresponding to the AmBe neutrons induced NR
(top band) and the β/γ background (bottom band) are clearly visible. Figure from [60].
Right: f90 vs S1 distribution in DarkSide-50 after all quality and physics cuts. The
DM search region is represented by the shaded blue area. The dashed lines correspond
to the 1%, 50% and 99% NR acceptance contour as a result from a fit on the AmBe
data. Figure from Ref. [139].

signal. It is given by

f90 =

∫ 90 ns
0 S1(t)dt∫ T
0 S1(t)dt

, (5.13)

where T is the total time of the pulse. For NR events, f90 is equal to ∼ 0.7, while it is
equal to ∼ 0.3 for ER events, as it is shown in the left plot of Fig. 5.3, where the data
from a calibration run with an AmBe neutron source are showed. This information,
combined with all the other observables, is used to define a region of interest for DM
searches in the f90 vs S1 parameter space, as it is shown in the right plot of Fig. 5.3,
which is obtained applying the analysis cuts for the background rejection [130].
During the 532 d DarkSide-50 DM search phase described in Ref. [139] no event
has been observed in the desired region. Assuming the standard DM hypotheses
of the SHM, the results are consistent with at most 2.3 DM induced events (90%
C.L.). The exclusion limits in terms of DM-nucleon spin independent cross-section
are depicted in Fig. 5.4.

5.3 Detector response, calibration and background model
My work for the DarkSide-50 collaboration was primarily focused on the so-called
“low-mass” DM searches. With the “low-mass” region we indicate the sub-GeV
DM mass region, which corresponds to events with an energy of the order of the
keV. In this section we will describe the detector response model, the calibration
measurements and the background model for the ionization signals. They are crucial
for the analyses carried out in DarkSide-50 and in particular for the low-mass DM
search campaign, since the observable used for this purpose is the energy of the
ionization signals. This energy is measured in terms of Ne− , namely the number of
extracted ionization electrons. In order to reach the low threshold needed for DM
searches in the low-mass region we need to consider also the S2-only events, since, in
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Figure 5.4. 90% C.L. exclusion limits from DarkSide-50 on DM-nucleon spin indepen-
dent cross-section (black line). The other lines correspond to the results from other
experiments using Ar or Xe. Figure from Ref. [139].

the energy region of interest, the S1 signals are not large enough to be detected [1].
Fig. 5.5 shows how the S1 signals are not visible in the low energy region. If we
use also the S2-only events we do not have a “zero event” observation, since the ER
β/γ internal background (mainly 39Ar and 85 Kr) and external background (induced
by the radioactive isotopes inside the different components of the PMTs and the
cryostat) produce low energy events that, without the S1 information, cannot be
in principle removed. It is therefore crucial to develop an accurate background and
detector response model and the related systematic effects, since they in turn have
an impact on the sensitivity to low mass DM candidates.

5.3.1 Detector response
In order to be able to understand how the incoming events are readout by the
experiment, all the relevant instrumental effects must be taken into account. Since,
as we mentioned, we are interested in the ionization signals, let’s focus on S2. The
measured value of the mean S2 yield g2, as indirectly defined in Eq. 5.12, for events
located under the central PMT is 23± 1 pe/e−, with a resolution of ∼ 27% [144].

An additional efficiency effect must be considered due to the electron lifetime,
namely the time in which an electron could travel during the drift before being
absorbed by the electronegative impurities of LAr. This time has been measured
to be ∼ 10 ms, more than an order of magnitude greater than the maximum drift
time in the TPC, which is 376 µs. Therefore, the reduction of the S2 yield due to
the electron lifetime is small, of the order of few percent.

Data show a dependence of the ionization response on the radial position of the
events, in the x-y plane parallel to the extraction grid. This is the dominant effect
in the S2 response, giving up to a factor of 4 of difference between the S2 yield at
the center of the TPC and the yield near the lateral sides of the TPC. The reasons
could be mainly two: the TPB coating of the fused silica windows could not be
sufficiently uniform, inducing variations in the conversion of the 128nm scintillation
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Figure 5.5. Data spectrum of DarkSide-50 as a function of Ne− , the number of extracted
electrons. The red dots are obtained with the data selection used for the 2018 analysis [1],
while the blue dots over the orange shaded area are obtained with the latest data
selection - see Tab 6.2 for more details. The green shaded area corresponds to the S2-
only events with the new selection, while the red shaded area corresponds to the S1+S2
events with the new selection.

light; the sagging of the fused silica windows, that could induce variations in the
thickness of the gas pocket and, therefore, in the amplification of the gas phase. In
order to characterize in a quantitative way this effect throughout the TPC, a 83mKr
gas source has been added to the active mass for calibration. A radial dependent
efficiency has been therefore measured using the 83mKr 41.5keV line and applying a
position reconstruction algorithm [141] which is able to determine the position of the
events with a resolution < 1 cm. Nevertheless, the low-mass analysis reaches very
low energies, down to ∼ 100 eV, and at those energies the reconstruction algorithm
is not sufficiently efficient. To overcome this issue, an additional channel-based
correction has been applied to the S2 signals [1, 144].

In order to validate this approach, all these efficiency and resolution effects have
been implemented in a Monte Carlo and applied to the 37Ar data. Indeed, a small
quantity of 37Ar radioactive isotope is naturally present in LAr. Its half life is
35.01(2) d and it decays mainly in two ways: single electron capture from the K
shell, releasing 2.83 keV, and single electron capture from the L1 shell, releasing
277 eV. The correspondent branching ratios are ∼ 90.4% and ∼ 8.4%, respectively,
and has been computed by means of the BetaShape code [145]. In both cases, the
energy is released in the form of Auger electrons, UV photons, and X-rays. In order
to simulate in a detailed way the 37Ar events, including the emitted cascades of
secondaries, the RELAX software [146] and the EADL2017 library of atomic transition
data [147] have been used. A simulated spectrum of the 37Ar decays in DarkSide-50
has been therefore obtained by generating 37Ar events uniformly inside the TPC
and by applying the detector response.

In order to isolate the two lines from 37Ar, the data from the latest ∼ 500 d of
the DM search campaign, where all the 37Ar is approximately decayed, are properly
normalized and subtracted to the first ∼ 100 d data. At this point, the resulting
spectrum is fitted with the Monte Carlo simulated spectrum. The average number of
detected electrons of the two 37Ar lines are treated as two independent parameters.
The intrinsic fluctuations in the number of particles produced subsequently to an
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Figure 5.6. Best fit of 37Ar data spectrum (black dots) with the simulated 37Ar spectrum
(red line). The spectra are expressed in terms of the number of reconstructed electrons.
Figure from Ref. [144].

ionizing ER event is parameterized by a Fano factor [148]. Therefore, adding the
Fano factor, the fit has 3 parameters. Fig. 5.6 shows the best χ2 fit on the 37Ar data,
which, in numerical terms, gives: 0.10± 0.03 for the Fano factor, 12.0± 0.1(stat.)±
0.5(syst.) electrons for the L1 shell line, and 48.2 ± 0.2(stat.) ± 2.1(syst.) for the
K shell line, for a total χ2 of 82.4 over 64 degrees of freedom [144]. The relative
amplitude between the two lines (0.10± 0.01) is consistent both with the BetaShape
calculation (∼ 0.093) and the other existent measurements (e.g. 0.103 ± 0.003 in
Ref. [149]). The Fano factor is in agreement with the predictions from both the
Shockley and the Alkhazov models (0.107 and 0.116, respectively [150]) for the
fluctuation of ionization yield in LAr.

In order to determine the number of original ionization electrons of the two lines,
we need to subtract the number of electrons produced directly by the K and L1 shells
decays from the number of extracted electrons. For the L1 shell, the computation
of the number of emitted primaries is straightforward [144]. Taking into account
both statistical, systematic and theoretical uncertainties, the resulting number of
original ionization electrons, which for the L1 shell have an energy of 179 eV, is
8.2±1.3, equivalent to an ionization yield of 45.7±7.0 e−/keVee. For the 2.414keV
electrons emitted by the K-shell decay, instead, the situation is complicated by the
complex event topology, which in turn makes it very difficult to build a model for the
recombination. Therefore, for the next steps involving the calibration, the K-shell
37Ar line has not been taken into account.

5.3.2 Electronic recoil ionization yield calibration
The ER ionization yield has been calibrated using not only the 37Ar L1 shell line
but also the 39Ar data acquired during a run with AAr in 2013-2014, with the
same drift field configuration of the subsequent DM search campaign. In fact, the β
emission of 39Ar is the dominant background when using AAr, with an activity of
∼ 1Bq/kg [130]. Even if the 39Ar β emission produces events uniformly in the whole
TPC, only the events in a small fraction of the active volume, corresponding to a
central cylinder of 21.6cm height and 2cm radius, has been selected for this analysis.
This has been done in order to minimize the contribution of the background coming
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from the detector materials themselves: indeed, the chosen fiducialization cylinder
is 16.8 cm far from the TPC walls and 7 cm far from the top and the bottom of the
TPC. As a result, the selected events are readout only by the central PMT, and the
radial dependence of the detector response can be safely neglected. Finally, events
with multiple S2 pulses, incompatible with the 39Ar β decay topology, are removed
by the data sample.

The total kinetic energy Eer of the event is measured using both the S1 and S2
signals, since it can be expressed as

Eer = w

(
S1
g1

+
S2
g2

)
, (5.14)

where w = (19.5± 1.0) eV is the average energy needed to produce a detectable
quantum in LAr, and g1 = (0.16± 0.01) [141] is the S1 collection efficiency. The
energy defined by means of Eq. 5.14 is also referred to as “rotated energy”. On the
other hand, the number Ni.e. of ion-electron pairs surviving recombination is

Ni.e. =
S2
g2

− 1, (5.15)

where we subtracted the primary β electron producing the event. The mean ER
ionization yield can be therefore computed as

QER
y =

Ni.e.

Eer
, (5.16)

where Ni.e. and Eer are computed, bin-by-bin, by means of Eq. 5.15 and Eq. 5.14,
respectively, with a bin width of 0.2 keV. The resulting measurements, together
with the 37Ar L1-shell data, are represented by the points in Fig. 5.7, where the
uncertainty is mostly coming from the systematic effect induced by the uncertainty
on g2. The bins corresponding to an energy Eer < 1.7 keV are not considered, since
in the low energy region the S1 pulse identification efficiency is not 100%.

The number of ion-electron pairs Ni.e. surviving recombination are a 1− f frac-
tion of the total number Ni of ion-electron pairs produced after the electronic recoil,
where f is the recombination probability. The ER ionization yield is therefore given

QER
y =

(1− f)Ni

Eer
. (5.17)

In the O (keV) low ER energy region the recombination probability is described
by the Thomas-Imel model - see Eq. 5.4. In particular, it is given by

1− f =
1

γNi
ln (1 + γNi), (5.18)

where the free parameter γ = ξ/Ni, and ξ is defined in Eq. 5.5. In the low ER
energy range, we can safely assume that Ni is proportional to Eer, and introduce
a new free parameter ρ ≡ Ni/Eer. The validity of this assumption has been tested
repeating the calibration analysis with more refined parameterizations [151], with
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Figure 5.7. The ER ionization yield measured from the 37Ar L1-shell data (teal) and AAr
data (black). The orange line is the best fit of data, up to 3keV, with the Thomas-Imel
model of Eq. 5.19. The green line is the best fit obtained with the custom empirical
model of Eq. 5.20, extending the Thomas-Imel model up to 20 keV. The colored bands
are the 1σ regions, including also the g2 uncertainty propagation. Figure from Ref. [144].

no significant changes in the results with respect to the constant ρ assumption [144].
Therefore, the ER ionization yield can be expressed as

QER
y =

1

γEer
ln (1 + γρEer). (5.19)

The Thomas-Imel model, as shown in Fig. 5.7, is in good agreement with the
data up to 3 keV. The fit performed in the Eer < 3 keV region yields ρ = (52.7 ±
10.9) keV−1 and Cbox = (8.6 ± 1.5) V/cm, where Cbox = γE and E = 200 V/cm is
the drift electric field. For energies greater than 3 keV, the Thomas-Imel model is
no more valid. The empirical Doke-Birks model [151], which is in agreement with
the ARIS experiment data [152] up to 40 keV, is not in agreement with the 37Ar
and 39Ar data of DarkSide-50 in the Eer = [3, 20] keV ER energy region. This issue
is overcome by means of a custom empirical model that extends the Thomas-Imel
thanks to an additional term, as follows

Qer
y =

[
1

γ
+ p0

(
Eer

keV

)p1] ln (1 + γρEer)

Eer
, (5.20)

where p0 and p1 are two additional positive free dimensionless parameters. Data
in Fig. 5.7 are in excellent agreement with this model, and the results of the fit
are: Cbox = (9.2 ± 0.9) V/cm, ρ = (54.4 ± 7.3) keV−1, p0 = 0.11 ± 0.03 and
p1 = 1.71± 0.08. The parameters Cbox and ρ are consistent with the results of the
fit with the Thomas-Imel model. Moreover, the results for the p0 and p1 parameters
show that the additional custom term is negligible with respect to the 1/γ term in
the Eer < 3 keV region, reproducing in the low energy region the Thomas-Imel
model.
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5.3.3 Nuclear recoil ionization yield calibration
In the NR case we can proceed similarly to the ER: the NR ionization yield is given
by

QNR
y ≡ Ni.e.

Enr
=

(1− f)Ni

Enr
, (5.21)

where Enr is the total kinetic energy of the nuclear recoil, Ni is the number of
ion-electron pairs produced after the nuclear recoil, and f is the recombination
probability, described in Eq. 5.18 by the Thomas-Imel model. According to the
Bezrukov model [138], Ni can be computed as

Ni = β κ(ε)

κ(ε) = ε
se(ε)

se(ε) + sn(ε)
,

(5.22)

where:

• β is a free parameter, fixing the normalization. The other parameter of the
model is Cbox, which is contained in the definition of f - see Eq. 5.18;

• κ is a dimensionless factor which has the physical interpretation of the energy
resealed via electronic excitations, in turn producing ionization and scintilla-
tion signals;

• se and sn, also known as electronic and nuclear screening functions, are the
rate of excitation due to inelastic collisions and the rate of the energy transfer
to other nuclei via elastic collisions, respectively;

• ε is a dimensionless quantity defined as

ε =
a

2e2Z2

(
Enr

keV

)
, (5.23)

where Z is the Ar atomic number, e is the electron charge and a = 0.626a0Z
−1/3

is the Thomas-Fermi screening length [138], with a0 being the Bohr radius.

The quantity se is given by [138]

se(ε) =
0.133 Z2/3

A1/2
F

(
v

v0

) √
ε, (5.24)

where A is the Ar atomic mass number, and F (v/v0), with v being the nuclear
speed and v0 = e2/h̄, is a correction factor depending on the velocity of the nucleus.
Since there are no theoretical calculations supporting the possibility that F is either
a suppression or an enhancement factor, it will be conservatively assumed to be
F (v/v0) = 1 [144]. Finally, according to the Ziegler et al. model [153], sn is given
by

sn(ε) =
ln (1 + 1.1383 fZε)

2
[
fZε+ 0.01321 (fZε)

0.21226 + 0.19593 (fZε)
0.5
] , (5.25)

where, as a consequence of our definition of ε, fZ = 0.953.



92 5. The DarkSide-50 experiment

Figure 5.8. Sketch of the top view of the DarkSide-50 detector. The numbered circles
represent the top PMTs. Only the events whose maximum S2 yield is measured by
the colored PMTs are considered for the AmBe analysis. The AmC analysis, instead,
considers only the events whose maximum S2 yield is measured by the green PMTs, in
order to suppress the γ background coming from the source itself. Figure from Ref. [144].

The two parameters of the NR ionization yield model outlined above have been
determined by performing a fit on calibration data. These data consists in: calibra-
tion runs with an 241Am13C (AmC) or an 241Am9Be (AmBe) neutron source, and
“external” data from the ARIS [152], SCENE [143], and Joshi et al. [154] experi-
ments. The AmC and AmBe neutron sources were placed in both cases inside the
LSV, as shown in Fig. 5.8. These calibration datasets underwent independent data
selections [144], in order to optimize the background rejection in the two cases. The
AmC and AmBe data spectrum are shown in Fig. 5.9.

The AmC data are selected by keeping only the events corresponding to the
PMTs 24, 25, 30, and 31, depicted in green in Fig. 5.8, in order to suppress the
residual γ background induced by the source which is not absorbed by the LAr buffer
and the other materials before entering the TPC. However, a small fraction of γs
survives and reaches the four fiducial PMTs. The AmC data spectrum is obtained
by subtracting the normalized UAr data spectrum and the expected residual γ
background from the observed data. This expected background is computed via
MC simulations [144], in turn validated on and constrained by the higher energy
Ne− = [290, 900] control region, where no NR is expected.

For what regards the AmBe data, characterized by a different and more energetic
γ spectrum with respect to the AmC source, a more refined data selection, requiring
also the S1 signal, is applied [144]. The events corresponding to all the colored
PMTs of Fig. 5.8 are taken into account. The requirement of an S1 signal is the
reason why the AmBe spectrum in Fig. 5.9 is suppressed in the low Ne− region. An
ER contamination is however still present in the AmBe dataset, and it has been
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Figure 5.9. AmC (left) and AmBe (right) data (black points). The blue curve corre-
sponds to the best fit MC simulated Ne− spectra using the Ziegler et al. [153] screening
function, see Eq. 5.25. The orange curve corresponds to an alternative screening func-
tion by Molièr [155]. The colored bands are the 1 σ regions. Figure from Ref. [144].

accounted for validating the procedure on the control region Ne− = [250, 500] and
f90 < 0.4, where no NR is expected. Also in this case, the normalized UAr spectrum
is subtracted.

Finally, further external measurements of neutron induced NRs from other LAr
detectors has been considered. The ARIS experiment [152] measured the NR ioniza-
tion yield for 8 different NR energies in the Enr = [7.1, 117.8] keV range. In order to
account for the differences in the experimental setup between ARIS and DarkSide-
50, the data from ARIS has been appropriately renormalized [144]. The SCENE
experiment [143] measured the NR ionization yield for 4 different energies in the
Enr = [16.9, 57.3] keV range. Also in this case data has been properly renormalized
in order to be compared to DarkSide-50. Lastly, the Joshi et al. [154] experiment
produced a measurement of the NR ionization yield at Enr = 6.7 keV. However,
this measurement has not been taken into account in the analysis because the data
point has been corrected using the Joshi et al. 2.82 keV K-shell 37Ar line and the
one from DarkSide-50 itself as a cross-calibration point [144]. The data from the
external datasets are shown in Fig. 5.10.

The global fit to the data has been performed with a toy MC approach, in which
the AmC and the AmBe spectra to be fit on data are generated thanks to a Geant4
simulation for each value of the two parameters β and Cbox. For the analysis, the
AmC and AmBe data in the Ne− = [3, 250] range has been taken into account.
The χ2 global fit yields β = (6.8)+0.1

−0.3 × 103 and Cbox = 8.1+0.1
−0.2 V/cm, and the

correspondent best fit curves are shown in Fig. 5.9 and Fig. 5.10. This is the lowest
NR ionization yield calibration ever achieved in LAr, since the AmC data constrains
the model up to 3 ionization electrons, corresponding to Enr = 435+47

−34 eV [144].
As it is shown in Fig 5.9 also different models for the sn screening function have

been used. In particular, the NR ionization yield analysis has been performed also
with the Moliere [155] and the Lenz-Jensen [156,157] models, finding that they both
are in agreement with the data. Fig. 5.11 shows the results of the three analyses in
terms of QNR

y .
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Figure 5.10. Data from the external datasets. The blue curve is the fit performed on the
AmC, AmBe and the renormalized external datasets from ARIS [152] and SCENE [143]
at the same time. The dashed curves correspond to the 1σ bands. The Joshi et al. point,
which has been excluded from the fit, is reported for comparison. The colored shaded
areas correspond to 1 σ bands of the fits performed singularly on the DarkSide-50and
the external datasets, respectively. Figure from Ref. [144].

Figure 5.11. Global fit of AmC and AmBe DarkSide-50 data and ARIS [152] and
SCENE [143] datasets for different nuclear screening functions. The blue curve cor-
responds to the Ziegler et al. [153] model, while the orange and the green curves cor-
respond to the Moliere [155] and the Lenz-Jensen [156, 157] models, respectively. The
shaded regions correspond to the 1 σ bands. Figure from Ref. [144].
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5.3.4 Background Sources
The relevant background sources for the low-mass DM searches can be divided into
two categories: the “internal” background, due to the intrinsic β emissions from 39Ar
and 85Kr contamination of the UAr inside the TPC, and the “external” background,
due to the natural radioactivity originating in the PMTs and the cryostat, the two
most relevant TPC components.

Thanks to the analysis of the S1 spectrum above 50 pe, the activity of the 39Ar
isotope has been measured to be (0.73 ± 0.10) mBq/kg [60]. Regarding instead
the 85Kr activity, a new analysis on the same dataset of Ref. [60], after fixing a
bug in the MC simulations and considering the 85Kr decay (with an half life of
10.76yr) during the data taking, yielded (1.89±0.12)mBq/kg. This result has been
validated with two additional independent measurements. The first one has been
obtained by identifying β-γ fast coincidences from the 0.43% decay branch to 85mRb
with 1.46 µs mean lifetime: this resulted in an activity of 1.85±0.15 mBq/kg. The
second one has been obtained by fitting the 85Kr decay time in the low energy Ne− =
[50, 200] region, which yielded (1.75 ± 0.23) mBq/kg, in agreement with the other
measurement. The weighted mean of the three measurements is 1.86±0.09 mBq/kg.
The above measurements of the activity of 39Ar and 85Kr will be used as prior pdf s
for the normalization of these two background components in the analysis outlined
in Chap. 6.

With respect to the preliminary analysis of DarkSide-50 in 2018 [1], a major
improvement has been achieved thanks to the new calculation of the 39Ar and
85Kr spectral shapes. The new calculation, performed with an improved version
of the BetaShape code [145], takes now into account the atomic exchange effect
to forbidden unique transitions. This effect consists in the probability that the
electron involved in the atomic β emission is produced in a bound state, resulting
in a small enhancement of the spectrum at low energies [158]. The new corrections
were validated on measured 63Ni and 241Pu spectra. These measurements have a
lower threshold of 200eV: therefore, below this threshold, a 10% uncertainty on the
39Ar and 85Kr spectra, referred to as “screening uncertainty”, has been included2.
Another source of uncertainty on the theoretical spectrum is the uncertainty on
the β Q-value, estimated to be 1% for 39Ar and 0.4% for 85Kr. The left plot of
Fig. 5.12 shows the internal background theoretical spectra with their associated
uncertainties. The dashed lines are the spectra without the corrections, which
instead enhance the β spectral shape in the low energy region.

The activities of the PMTs and the cryostat background contributions are as-
sumed from the material assay measurements. The dominant components are the
238U, 235U, and 232Th chains and the 60Co, 54Mn, and 40K isotopes. The theoretical
spectra are computed by means of a very high statistics Geant4 simulation, gener-
ating these isotopes in the cryostat and the PMTs. For what regards the PMTs,
the contaminant location has been determined to be the stems in the back of the
PMTs and the ceramic in the PMT body. The original positions of the isotopes do
not alter the shape of the background spectra, but have an impact on the relative
event rate: therefore, in addition to the uncertainties from the material assays mea-

2X. Mougeot, author of BetaShape, suggested quantifying this uncertainty as a ∼ 10% uncer-
tainty on the spectral shapes.
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Figure 5.12. 39Ar and 85Kr β decay spectra in keV. The different bands correspond
to different uncertainty contributions. The dashed lines correspond to the theoretical
spectra without the atomic exchange effect corrections.

Figure 5.13. Individual components of the PMT (left) and the cryostat (right) back-
ground spectra, scaled by each measured activity. The red curves represent the summed
spectra.

surements, the uncertainty associated with the partitioning of the different isotopes
between stems and body must be considered. In Fig. 5.13 the list of the spectral
contributions of all the single PMT and cryostat components is shown: the Ne−

spectrum is obtained by using the MC to properly generate events in TPC and
applying, event by event, the detector response model. The predicted background
event rate for the PMT component is (4.72± 0.60)× 10−3 Hz and for the cryostat
component is 7.29+0.48

−0.53 × 10−4 Hz.
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Chapter 6

DarkSide-50 analysis

In this chapter, we will present an innovative analysis of the DarkSide-50 ionization-
only data aimed at searching for low mass dark matter candidates. For this analysis,
we consider only low mass (0.06-10 GeV/c2) DM candidates elastically scattering
on atomic nuclei. We use the extended DarkSide-50 dataset of about 10 ton×day,
the latest calibration of the electron and nuclear recoil energy scales, the updated
spectral correction for 39Ar and 85Kr beta decays, and the latest background model.

The innovative approach in our analysis consists in a comprehensive treatment
of all systematic uncertainties. We exploit the new parametric detector response,
retaining its analytical structure, to construct analytical or numerical expressions
for each spectrum in the background and signal models. In such a way, we maintain
a direct dependence of the spectra on each detector response parameter. A similar
implementation is pursued for the parameters of the background and signal mod-
els. This approach allows writing a likelihood that explicitly depends on all such
parameters and naturally retains the correlations between its different factors. The
likelihood function is used to perform a Bayesian fit to the observed DarkSide-50
spectrum and compute the joint posterior pdf. The impact of the systematic uncer-
tainties on the intensity parameter of the sought signal is obtained by marginalizing
the joint pdf on all but the intensity parameter.

The information enclosed in the posterior pdf s can be directly associated with pa-
rameters which have a clear and meaningful interpretation, such as calibration and
background parameters. We show that the inclusion of the systematic uncertainty
degrades the statistical-only sensitivity by at the most a factor of ∼ 1.6. The ability
of the fit to constrain the detector response and background models substantially
helps in reducing the impact of the systematic uncertainties on the sensitivity.

This analysis is implemented in a C++ and CUDA code [159] to construct the
inputs to the likelihood function, and in BAT [116] for the Bayesian fit.

The structure of this chapter is the following: Sec. 6.1 describes the observed
data, the background, and the signal input spectra; Sec. 6.2 presents the implemen-
tation of the detector response model; Sec. 6.3 describes the likelihood function; the
technical description of the fitting procedure is given in Sec. 6.4; Sec. 6.5 presents
the results of this work; finally, Sec. 6.6 summarizes and concludes the chapter.
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Variable Description
s1 Number of S1 photoelectrons
s2 Number of S2 photoelectrons
ne_corr Number of S2 extracted electrons, defined as

S2/g2, where here g2 is the mean number of pe/e−
measured by each PMT

s1_f90 f90 applied to S1 pulses
s2_f90 f90 applied to S2 pulses
s2_tba S2 top/bottom asymmetry
npulses Number of identified pulses
s2_max_frac Maximum fraction of S2 light observed by one of

the top PMTs
s2_max_chan Top array PMT observing the maximum fraction

of S2 light
deltaT Time difference with respect to the previous event
sX_start_time Start time of the pulse X, with X = {1, 2}
sX_end_time End time of the pulse X, with X = {1, 2}
s2_peak_time Time of the S2 pulse peak, identified with a mov-

ing average over a 64 ns gate, with respect to the
pulse start time

s2_gate Duration of the S2 pulse, defined as s2_end_time
− s2_start_time

s2_fwhm Full Width at Half Maximum (FWHM) of the S2
peak, computed on the moving average over a 64ns
gate

Table 6.1. List of variables used for the data selection and related description.

6.1 Data, background, and signal spectra
Data selection

The data used for this analysis has been taken from December 12, 2015, to October
4, 2017, excluding the runs with trigger rate outside the [1.2, 1.8]Hz range, that are
calibration runs. The total time exposure corresponds to 535.6d of data taking. All
the variables used in the data selection are listed in Tab. 6.1.

The events used for the low mass analysis are classified in two categories: the
S2-only events and the S1+S2 events, depending on the absence/presence of an S1
signal. In order to select these events, three classes of selection cuts are applied: the
global cuts, applied both to the S2-only and to the S1+S2 events, and additional
dedicated cuts applied separately to the S2-only or the S1+S2 events. They are
reported for completeness in Tab. 6.2, where the list of all the selection cuts and
their description is shown. The efficiencies reported in the table are computed on
the basis of MC simulated events reconstructed by means of the reconstruction
algorithm or using the 83mKr calibration sample.

The resulting data spectrum is depicted in Fig. 5.5, compared to the dataset
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Cut Description Efficiency

Global Cuts

s2_max_chan is one between:
{24, 25, 26, 29, 30, 31, 35}

Fiducial volume cut 0.412

deltaT > 20 Remove events if within 20ms from the preced-
ing one, to avoid correlated events

0.97

s2_gate < 100 S2 pulse duration less than 100 µs, because
long gates are associated to unresolved multi-
ple pulses

1.00

0.1 < s2_tba < 0.95 Top/bottom asymmetry in the [0.1, 0.95] range,
to exclude events with light concentrated en-
tirely in the top or bottom PMT arrays

1.00

s2_f90 < 0.1 Remove misidentified S1 pulses 1.00
s2_max_frac < 0.75 Remove with more than 75% of the light con-

centrated in a single top PMT
1.00

s2_peak_time > 0.2 Remove events with a peak time within 200 ns
from the start time, likely related to alpha par-
ticles from the lateral walls inducing S1 in coin-
cidence with a spurious S2

1.00

s2_peak_time < 6 Remove events with a peak time greater than
6 µs from the start time, likely corresponding
to unresolved multiple S2 pulses. The efficiency
has been estimated on the 83mKr sample.

1.00

s2_fwhm > 0.1 Remove events with S2 FHMW lower than
100 ns, compatible with S1 pulses

1.00

S2-only Cuts

npulses = 1 or (npulses = 2
and S2 echo)

Either 1 pulse or two pulses where the second
is an S2 delayed by more than 375 µs

1.00

s2_start_time_cut Cut defined as a function of ne_corr using MC
and the full reconstruction algorithm in order to
remove unresolved multiple pulses. The main
criterion is based on the pulse start time: if
it is too early compared to the trigger time, it
cannot be associated with a physical event. The
cut is constructed to obtain a flat efficiency as
a function of ne_corr.

0.99

S1+S2 Cuts

npulses = 2 or (npulses = 3
and S1 echo) or (npulses = 3
and S2 echo)

Either 2 pulses or 2 pulses plus an S1 or S2 echo 1.00

−6.1 < s1_start_time <
−6.0

S1 start time close to the trigger time offset 1.00

s1_f90 < 0.85 Remove Cherenkov events 1.00
rotated energy < 25 keVer Remove high energy S1 events (mostly alphas) 1.00
alpha_cut S2/S1 vs S1 cut, build on the AmBe calibra-

tion events, to remove alpha events close to the
wall, with low S2, since most of the electrons
are absorbed by the TPC surface

0.99

Total efficiency 0.396
Table 6.2. Selection cuts applied for the low mass analysis. The Global Cuts are applied

both to the S2-only and the S1+S2 events, while the S2-only Cuts and the S1+S2 Cuts
are additional dedicated cuts applied separately to the S2-only or the S1+S2 events.
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Figure 6.1. Comparison between the 2018 dataset (red points) with the current one, after
applying a sequence of cuts that differs from the ones applied for the 2018 analysis [1].
The spectra are normalized to the current exposure of the new dataset.

considered in the 2018 analysis [1]. The difference in the Ne− ∼ 50 region is due
to the non application of the fS190 > 0.15 cut. The depletion of events in the low
Ne− region is instead the result of the combination of a set of cuts, as depicted in
Fig. 6.1.

Background and signal spectra

The background contributions considered in the analysis are those listed in Sec. 5.3.4
and shown in Fig. 5.12, 5.13. In addition to the systematic uncertainties on the
calibration parameters, to the screening uncertainty and to the uncertainty on the
β Q-value for the 39Ar and 85Kr, additional normalization systematic uncertainties
has been considered: 14% on 39Ar, 4.7% on 85Kr, 12.6% on the PMT background
and 6.6% on the cryostat background. The uncertainty on the 39Ar normalization
has been evaluated by means of a dedicated high energy background fit, while the
uncertainty on the 85Kr normalization has been estimated by means of the 85mRb
fast coincidence analysis. The uncertainty on the cryostat background normaliza-
tion stems from the uncertainty on the activity of the different isotopes, while the
uncertainty on the PMT background normalization takes into account also the un-
certainty on the location of the contaminants.

The DM scattering off nuclei (including also the Migdal effect) is simulated
by assuming the Standard Halo Model with vesc = 544 km/s, v0 = 220 km/s,
vEarth ≃ 233 km/s and ρDM = 0.3 GeV cm−3 c−2. In our simulation, based on
the code reported in Ref. [160] and available on GitHub, we compute both the
NR spectrum and the double differential Migdal effect spectrum, using the Migdal
ionization probabilities given in Ref. [3]. This simulation has also been used in
Ref. [2]. The signal spectra, which releases energy not only in the NR channel but
also in the ER channel via the Migdal electron emission, assume that the detected
nuclear and electronic recoil induced ionization are independent. Furthermore, we
consider single ionization events and neglect double ionization. We consider however
the fact that the ionized atom will return to the ground state, releasing further
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electronic energy (equal to the binding energies that range from ∼ 15 eV of the
outer shells to ∼ 3.2 keV of the inner one) in the form of photons or additional
electrons. In principle, the computation of the ionization probability of the most
external shell is affected by large theoretical uncertainties [3]. However, we do not
consider any theoretical uncertainty on the spectra coming from the computation
of the ionization probabilities, following the results in Ref. [93].

6.2 Detector response model
We will now briefly summarize the characterization of the detector response model,
outlined in detail in Sec. 5.3.1, describing how it is possible to use the results of the
calibration to keep the dependence on the calibration parameters up to the final
Ne− spectrum, where Ne− is the number of reconstructed primary electrons. The
detector response can be schematized in the following consecutive steps:

1. Conversion of the deposited energy to a certain number of detectable quanta
(e.g. number of primary electrons) produced during the interaction.

2. Detection efficiency effects that depend on the position of the events inside
the TPC.

3. Resolution effects of the photodetectors (e.g. PMTs).
All these steps contribute to distorting the original theoretical energy spectrum into
a different observed one.

6.2.1 From energy deposit to Ne−

The incoming particles interacting with the active volume inside the TPC can pro-
duce an electronic recoil (ER) or a nuclear recoil (NR). In terms of detector response,
the difference in the deposited energy between the two cases lies in the production
mechanisms of detectable quanta: in Sec. 5.3 a different yield of detectable quanta
for the ER and for the NR interactions has been considered.

The average number of primary ionization electrons produced during, for in-
stance, a NR is given by 〈

NNR
e−
〉
= EnrQ

NR
y (Enr,θcal) , (6.1)

where Enr is the energy deposited via NR, QNR
y is the yield per unit of energy and

θcal is the complete list of calibration parameters that regulate the ER and NR
yield functions. The production of an ion-electron pair surviving recombination is
however a stochastic process, and in particular it can be represented by a binomial
process. The maximum number of electrons that can be produced at a given energy
ENR can be estimated as

Nmax, NR
e− =

Enr

w
. (6.2)

The probability that a certain amount of energy is released in the TPC in the form
of an ion-electron pair can be estimated, using Eq. (6.1), as:

ϵNR =
⟨NNR

e− ⟩
Nmax, NR

e−

= w QNR
y (Enr,θcal) . (6.3)
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Thus the probability of having produced a certain number Ne− of ion-electron pairs
is given by the binomial distribution

P (NNR
e− |Enr,θcal) = B(Ne− | p = ϵNR, n = Nmax

e− ), (6.4)

where
B(k | p,N) =

(
N

k

)
pk(1− p)N−k. (6.5)

For the ERs we have a different yield function QER
y and the statistical fluctu-

ations on the number of produced detectable quanta are implemented as normal
fluctuations via the Fano factor. The probability of having a certain number Ne−
of primary ionization electrons can be represented as

P (NER
e− |Eer,θcal) =

∫ NER
e− +1

NER
e−

N
(
x|µ =

〈
NER

e−
〉
, σ =

√
F
〈
NER

e−

〉)
dx (6.6)

where 〈
NER

e−
〉
= Eer Q

ER
y (Eer,θcal) , (6.7)

N (x|µ, σ) = 1√
2πσ

e−
(x−µ)2

2σ2 , (6.8)

and F is the Fano factor.
Once we have an expression for these probabilities that depends on the energy

of the theoretical spectrum and the calibration parameters, we can compute the
expected spectrum in Ne− after recombination in a very straightforward way. Let’s
suppose that the theoretical spectrum, either ER or NR, is in the form of an his-
togram, and let’s define xthj as the energy of the j-th bin and ythj the content of the
j-th bin. We can then define the probability matrix M1 as

M1, ER
i,j = P (NER

e− = N i
e−|Eer = xthj ,θcal)

M1, NR
i,j = P (NNR

e− = N i
e−|Enr = xthj ,θcal)

(6.9)

where N i
e− is the number of primary ionization electrons in the expected spectrum.

Then the expected spectrum yexpi can be computed as the product of the M1 matrix
and the theoretical spectrum, namely

yexpi =
∑
j

M1
i,jy

th
j , (6.10)

where we have omitted the ER,NR indices to simplify the notation.
The M1 probability matrix is also known as the smearing matrix, and has some

important properties. First of all it is not a square matrix: in fact the number of
bins in the theoretical and expected spectrum can be very different in principle. In
addition, for the rule of probabilities, the sum of the columns of the matrix is equal
to unity

∞∑
i=0

M1
i,j = 1 ∀ j. (6.11)
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In the real applications obviously the number of bins in the theoretical spectrum
is not infinite. The ending point of the theoretical spectrum must therefore be
chosen in such a way to avoid finite size effects. In our particular case the observed
spectrum is usually cut at Ne− = 170: we therefore need to check that, if N exp

max is
the number of bin of the expected spectrum after recombination,∣∣∣∣∣∣

Nexp
max=170∑
i=0

M1
i,j − 1

∣∣∣∣∣∣ < δ ∀ j, (6.12)

with δ setting the precision of our approximation. However, the expected spectrum
of detectable quanta obtained using Eq. 6.10 is not the final observed one because
of other smearing effects, namely detection efficiency and resolution effects. It is
therefore reasonable at this point to extend the length of the expected spectrum to
a greater N exp

max to avoid subsequent finite size effects. For a final spectrum cut at
Ne− = 170, a good choice has been demonstrated to be N exp

max = 400.
In order to visualize the structure of our statistical model up to the expected

spectrum after recombination, we can draw the correspondent Bayesian networks.
For the NR case, the Bayesian network can be drawn as

yexpch,i

ythch,j

xthj

n p

θcal

Nch Ni Nth

QNR
y

M1,NR
i,j

where θcal are the calibration parameters, p and n are the parameters of the bino-
mial pdf of Eq. 6.4, xthj is the j-th bin center of the theoretical energy spectrum in
the ch-th PMT channel, and ythch,j is the correspondent bin content in the theoretical
energy spectrum. Nch, Ni, and Nth are the number of PMT channels, the number
of bins of the resulting Ne− spectrum and the number of bins in the theoretical
energy spectrum, respectively. For the ER case, the Bayesian network is in general
quite similar, and can be drawn as
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yexpch,i

ythch,j

xthj

µ σ

θcal

σAr
scr

σAr
scrσAr

Q
σAr
Q

Nsrc Nch Ni Nth

QER
y

M1,ER
i,j

where now µ and σ are the parameters of the normal distribution of Eq. 6.6, and we
have an additional gray box labeled with Nsrc, i.e. the number of the background
sources, meaning that we have multiple contributions to take into account1. In
addition, the nodes σAr,Kr

scr and σAr,Kr
Q represent the parameters regulating respec-

tively the screening uncertainty and the Q-value uncertainty affecting the internal
β backgrounds.

What is remarkable is that the M1 matrix as defined in Eq. 6.9 depends on
an explicit way from the calibration parameters, and thus their uncertainties play
the role of the systematic uncertainties of our experiment. It is then possible to
take into account these parameters directly inside our likelihood, allowing us to
treat the systematic uncertainties in a very clean and straightforward way, without
using multi-templates methods to propagate the systematic uncertainties. These
methods have in fact in general some drawbacks, as they often rely on some ad-hoc
prescriptions (e.g. to take into account correlations, non-linear behavior, and so on)
that derive from assumptions that are not always satisfied. This will be clearer and
more explicit in the next sections, where the analysis will be described in detail.

1For the sake of notational simplicity, we omitted the src label in all the nodes of the network.
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6.2.2 Implementation of the Migdal effect response model
A different way to proceed must be considered for the Migdal effect, since, during
an event in which a Migdal electron is emitted, electrons both in the NR and ER
channels are produced. Therefore, the total number of electrons produced in a
single event is the sum of the electrons released by the NR and those released by
the ER. The probability of releasing Ne− primary ionization electrons, given a NR
with energy Enr and a Migdal emission depositing an energy Eer, is given by

p(Ne−) =
∑
NNR

e−

∑
NER

e−

Ne−=NNR
e−

+NER
e−

∑
Enr

∑
Eer

p(NNR
e− , NER

e− |Enr, Eer) p(Enr, Eer)

=

Ne−∑
NNR

e−
=0

∑
Enr

∑
Eer

p(NNR
e− , Ne− −NNR

e− |Enr, Eer) p(Enr, Eer)

=

Ne−∑
NNR

e−
=0

∑
Enr

∑
Eer

p(NNR
e− |Enr)p(Ne− −NNR

e− |Eer) p(Enr, Eer),

(6.13)

where we didn’t report the dependence on θcal for shortness of notation. In the
above equation, we can identify the three probability factors in the following way:

• p(NNR
e− = Nk

e− |Enr = xthj ) is equal to M1,NR
k,j - see Eq. 6.9;

• p(NER
e− = N i

e− −Nk
e− |Eer = xthl ) is equal to M1,ER

i−k,l - see Eq. 6.9;

• p(Enr = xthj , Eer = xthl ) is equal to the double differential Migdal rate normal-
ized to unity.

If we explicate the indices, we obtain

p(Ne− = N i
e−) =

i∑
k=0

∑
j

∑
l

M1,NR
k,j M1,ER

i−k,l

d2R̃M

dEerdEnr

∣∣∣∣∣
j,l

=
i∑

k=0

∑
j

∑
l

M1,NR
k,j

d2R̃M

dEerdEnr

∣∣∣∣∣
j,l

(
M1,ER

)T
l,i−k

=

i∑
k=0

(
M1,NR · d2R̃M

dEerdEnr
·
(
M1,ER

)T)
k,i−k

,

(6.14)

where R̃ indicates the normalized double differential Migdal rate, namely it satisfies
the condition ∑

j

∑
l

d2R̃M

dEerdEnr

∣∣∣∣∣
j,l

= 1. (6.15)

The Migdal expected spectrum after recombination is simply obtained by substitut-
ing the normalized double differential Migdal rate with the original one, namely

yexp,Mig
i =

i∑
k=0

(
M1,NR · d2RM

dEerdEer
·
(
M1,ER

)T)
k,i−k

. (6.16)
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This operation is a matrix-by-matrix product, and can be efficiently implemented
on a GPU, as we did for our analysis.

6.2.3 Implementation of the screening systematic uncertainty and
the Q-value systematic uncertainties

The low energy systematic σscr for the β spectra of 39Ar and 85Kr is implemented
as a Gaussian uncertainty on the theoretical spectra of 39Ar and 85Kr that ranges
linearly from 0% at Eer = 200 eV to 10% at Eer = 0 eV2. In other words, it is
implemented, for example for 39Ar, as

yAr
th (Eer) =

{
y

Ar,(0)
th (Eer) if Eer ≥ 200 eV[
1 +

(
10
100 − 1

200
Eer
10 eV

)
σAr
scr

]
y

Ar,(0)
th (Eer) if Eer < 200 eV

(6.17)
where yAr,(0)

th (Eer) is the “central” theoretical spectrum and σscr is distributed ac-
cording to a standard normal pdf.

The Q-value uncertainties are implemented as two Gaussian parameters regulat-
ing the 39Ar and 85Kr spectra as in the previous case, with an intensity dependent
on the energy. For example, for example for 39Ar, it is implemented as

yAr
th (Eer) =

[
1 + r(Eer) σ

Ar
Q

]
y

Ar,(0)
th (Eer) (6.18)

where r(Eer) is the relative uncertainty due to the uncertainty on the Q-value, that
depends on the ER energy, and σAr

Q is distributed according to a standard normal
pdf.

6.2.4 Detector effects: efficiency, radial corrections, PMT response
As outlined in Sec. 5.3.1, the two main efficiency effects that play a sizable role in our
measurement are the so-called radial efficiency and the electron lifetime efficiency.
The former effect can be parameterized as an efficiency factor depending only on
the radial position of the event. The latter is instead an efficiency effect due to the
electron lifetime inside the TPC, namely the probability that an ionization electron
is captured by electro-negative impurities in the gas chamber. This is a small effect
that depends mainly on the distance between the event and the liquid-gas interface,
and then depends on the event depth inside the TPC.

From the implementation point of view, since we are dealing with energy spectra,
without the information on the position of the events, which has been integrated
out, one can proceed in the following way. The original theoretical spectra with the
energy and 3D position information are simulated in the Monte Carlo. Therefore,
by means of the Monte Carlo, we have also access to the position and the related
total efficiency factor of each event. We can therefore use this information, to
numerically compute the pdf to have a certain efficiency ϵchsrc in a given event. This
pdf will depend on the PMT channel and on the background/signal source spatial
features. The result of this procedure will be a set of numerical functions (one per
source and PMT channel) over which we will integrate to get the full convoluted

2Private communication with X. Mougeot, author of BetaShape
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effect. These pdf s depend only on the theoretical spectra, and do not depend on
the calibration parameters. They can be therefore computed once before the final
MCMC integration, and used as an input for the analysis.

An additional effect due to the PMT channel corrections has to be taken into
account. In fact, in the data spectrum, the contributions from the various PMT
channels are not simply summed up: the PMT response has been in fact equalized
to the central PMT, and therefore, when implementing the detector response model
to be compared with data, we need to apply the same correction. This correction
is a simple multiplicative factor rch in the PMT energy response that depends on
the PMT channel.

Finally, the PMT resolution effect can be treated as a Gaussian smearing effect,
similar to the ER Fano fluctuations of Eq. 6.6. In other terms, including also the
efficiency effects, we can express the probability that an event from the source src
in the PMT channel ch is detected to have Nf

e− = i extracted electrons having
originally produced N

(0)
e− = j electrons surviving recombination as

P (Nf
e− = i|N (0)

e− = j, ch, src) =∫ i+bw

i
dx

∫
dϵchsrcN

(
x|µ = ϵchsrcrchj, σ = S

√
ϵchsrcrchj

)
p(ϵchsrc),

(6.19)

where: bw is the width of the bins of the final observed Ne− histogram, ϵchsrc is the
overall efficiency factor and p(ϵchsrc) is its pdf as computed by means of the Monte
Carlo; N (x|µ, σ) is the normal pdf with mean µ and variance σ; rch is the channel
correction factor; S = 0.27 is a width factor that has been determined during
the calibration. As already done for the binomial/Fano fluctuation smearing M1

matrices, we can define a set of matrices

M2
i,j(ch, src) = P (Nf

e− = i|N (0)
e− = j, ch, src) (6.20)

such that we can compute the final expected Ne− spectrum Sf
ch,src in the PMT

channel ch induced by the source src as

Sf
ch,src,i(θcal) =

Nexp
max∑
j=1

M2
i,j(ch, src)S

Ne−
ch,j (θcal). (6.21)

The most important feature of the M2 matrices is that they depend only on
the channel corrections, the width factor S and, by means of the efficiency pdf,
from the theoretical spectra: these quantities do not depend on the calibration
parameters θcal, and therefore they can be computed once before the final MCMC
integration, and used as an input for the analysis. This is a great property in terms
of performance, because this means that, unlike the two M1 matrices, they do not
need to be computed at each step of the MCMC algorithm, but they are just input
numbers.

To conclude, once we have Sf
ch,src, we can obtain the final expected spectrum
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Sf
ER,NR by summing over all the PMT channels and over all the sources, namely

Sf
NR,i(θcal) =

∑
Nch

Sf
ch,NR(θcal),

Sf
ER,i(θcal) =

∑
Nch

∑
Nsrc

Sf
ch,src,ER(θcal).

(6.22)

In terms of Bayesian network, the above portion of the response model can be
reduced to

yexpch

Sfsrc,ch

SfER

yexpch

Sfch

SfNR

Ni Nch Nsrc

ER

Ni Nch

NR

M2 M2

Σ Σ

where Σ is a symbol representing the sum over all the channels and over all the
background sources.

6.2.5 Validation of the response
We validated our response model on the implementation of the so-called lowmass
code (used for the calibration and for the frequentist approach of the 2018 analy-
sis [1], and based on a toy MC simulation of the detector response), in turn validated
on the calibration measurements.

The results of the comparison are shown in Fig. 6.2,6.3. For the NR part, since
the NR signal is concentrated in the low-Ne− region, we also considered the AmC
spectrum, which lives in a wider Ne− region. For the ER side, we used, as initial
input, the same PMT and cryostat background components of the lowmass code.
The statistical fluctuations in the lowmass spectra are produced by the MC-like
procedure intrinsic in the lowmass approach.

We also performed a crosscheck of the detector response to the Migdal effect,
which depends at the same time on the NR and ER detector response. The results
are perfectly consistent between the two approaches, as shown in Fig. 6.4 for a DM
mass of mDM = 0.356 GeV/c2.
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Figure 6.2. Validation of the NR response. The inputs of the two computations (the
calibration parameter values and the theoretical spectra) are the same. The spectra are
normalized to the total MC events used for the computation of the theoretical spectra.

Figure 6.3. Validation of the ER response. The inputs of the two computations (the
calibration parameter values and the theoretical spectra) are the same. The 39Ar and
85Kr spectra are normalized to the total MC events used for the computation of the
theoretical spectra, while the PMT and the cryostat total backgrounds are instead
normalized to their respective activities.

Figure 6.4. Validation of the response for the Migdal effect for a DM mass of mDM =
0.356 GeV/c2. The inputs of the two computations (the calibration parameter values
and the theoretical spectra) are the same. The spectra are normalized to the total MC
events used for the computation of the theoretical spectra.
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6.2.6 Impact of the detector response uncertainties on the template
spectra

In Sec. 6.2.4 we showed how the signal and background models can be expressed as
explicit functions of the detector response parameters θcal. This is given in Eq. 6.22.
Such a result is particularly relevant because it allows us to compute for any specific
detector response configuration (identified by a choice of the parameters θcal) the
associated background and signal spectra. In this section, we give some examples
on how the spectra change as a function of θcal and show how our approach is
substantially different from constructing average spectra with the corresponding ‘1-
sigma’ variation. We limit ourselves to the background model, which depends only
on the ER response model.

Figure 6.5 represents the joint pdf of the 4 parameters controlling the response to
a ER energy deposit. Figure 6.6 shows the effect of sampling from the pdf shown in
Fig. 6.5 onto the four relevant background spectra; the left column gives the total
effect, while the right column the remaining effect after normalizing the spectra
to the same area. The intensity of the gray shaded area gives an idea about how
often that specific region of the spectrum is generated by different detector response
models. The green spectrum is obtained with the expected value of θcal, i.e. the
average detector response. At any given value of Ne we can construct the pdf of
the expected number of events and compute the expected value and the ±1 sigma
intervals. From these values we can construct the average spectrum, given in orange
in the figure, and the ±1 sigma. We should stress here that, given the non-linearity
of the problem, in general the envelope spectra are different from those computed
with the corresponding choice of the θcal parameters. This is illustrated in Fig. 6.6
for the average envelope spectra (orange) and the spectra computed with the average
θcal parameters (green). Some differences, especially in the low Ne region of the
spectra, are clearly visible. In addition, the envelope spectrum completely loses the
bin-bin correlations and produces a spectrum that does not correspond to any of
the spectra predicted by the detector response model. Finally, we stress that the
method presented here naturally takes into account the correlations between the
θcal parameters (no assumption on θcal is needed on how to produce the ‘1-sigma’
spectrum as their joint pdf is included in the method), moreover the correlation
between different spectra induced by the θcal parameters is also properly taken into
account.

However, to have an idea of the impact of the different systematic uncertainties
used as input to the fit on the final expected spectra, we constructed the envelope
of the total background spectra and the two dominant background contributions -
i.e. the 85Kr and the PMT spectra. The result of this study is depicted in Fig. 6.7.
On the right-hand side of the figure, we report the relative uncertainties for the
different systematic contributions, as well as the statistical uncertainty.

The effect of the uncertainties of the θcal parameters on the signal spectra is
shown in Fig. 6.8 for DM masses of 0.356, 1.08, and 4.52 GeV/c2.

The implementation in the signal and background models of the systematic
variation of the detector response described in this section is the key element for
the correct uncertainty propagation in the fit results. As it is described in the
next sections, the fit samples from the space of possible detector response models,
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Figure 6.5. Graphical representation of the joint pdf of the ER response model θcal. With
respect to the parameterization given in Sec. 5.3.2, the calibration parameters of this
plot are defined as: p0 = (200 V cm−1)ρ/Cbox, p1 = (200 V cm−1)/Cbox, p2 = p0 and
p3 = p1. The plots on the diagonal of the figure are the uni-dimensional pdf of each
single parameter obtained by marginalizing on all the others. The bi-dimensional pdf s
in the bottom-left corner of the figure give the joint pdf s of each pair of parameters
obtained by marginalizing on the others. The plots show also the credible regions at
68%, 95%, 99.7% probability as solid contour lines. The correlation coefficients are
given in the upper-right corner of the figure.
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computes the corresponding spectra both for the signal and backgrounds, tries to fit
the observed spectrum, and finally weights this result by the infinitesimal probability
of the specific response model sampled. In such a way, one constructs the pdf for the
model that fits the observed spectra, and from such a pdf can compute the average
model and the corresponding uncertainty.

6.3 Likelihood and parameters
Let xi denote the number of events in the data spectrum in the bin Ne− = i. We
assumed a bin-by-bin Poisson likelihood defined as

p({xi}|θ) =
∏
i

P ({xi}|λi(θ)) ≡
∏
i

λi(θ)
xi

xi!
e−λi(θ), (6.23)

where θ indicates generically all the parameters of the fit - i.e. systematic uncer-
tainties, signal rate, background rate, and so on. In the particular case of a fit with
a DM signal, for instance, λi(θ) is given by

λi = E
[
rB,Ar SAr

i (θcal, σ
Ar
scr, σ

Ar
Q ) + rB,Kr SKr

i (θcal, σ
Kr
scr, σ

Kr
Q )+

+rB,PMT SPMT
i (θcal) + rB,cryo Scryo

i (θcal)+

+rS

(
SNR
i (θcal) + +SMig

i (θcal)
)]
,

(6.24)

where:

• Ssrc
i represent the expected background and signal spectra as a result of the

detector response - see Eq. 6.22.

• rB,src are proportional to the rate of the internal and external background com-
ponents. Since, for simplicity, the background spectra are normalized to the
DarkSide-50 exposure, they are normalized such that rB,src = 1 corresponds
to the case in which the exposure is equal to the DarkSide-50 exposure.

• rS is proportional to the signal rate. Also in this case, the signal spectra are
normalized to the DarkSide-50 exposure and computed for σDM

SI = 10−38 cm2.
Therefore, rS = 1 corresponds to σDM

SI = 10−38 cm2.

• E is the total exposure. Due to the choice of normalization of the expected
spectra, E = 1 corresponds to the case in which the exposure is equal to the
DarkSide-50 exposure.

• σAr,Kr
scr are the low energy β spectra systematic parameters, affecting the 39Ar

and the 85Kr background spectra.

• σAr,Kr
Q are the low energy β spectra Q-value systematic parameters, affecting

the 39Ar and the 85Kr background spectra.

• θcal represents the set of calibration parameters. Just to fix the notation with
respect to Sec. 5.3.2, 5.3.3, they are
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Figure 6.6. Background spectra generated by sampling the joint p.d.f of the θcal parame-
ters. The spectra on the right panels represent the same spectra given on the left panels
but are normalized to the same area.
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Figure 6.7. Impact of the different systematic uncertainties used as input to the fit
on the final expected spectra. The green lines correspond to the propagation of the
prior uncertainty on the calibration parameters to these spectra. The orange lines are
instead the propagation of the prior uncertainty from all the parameters of the likelihood.
The gray lines are the Poisson statistical uncertainties associated, bin by bin, to the
correspondent exposure of the final expected background spectra.



6.3 Likelihood and parameters 115

Figure 6.8. Signal spectra for DM masses of respectively 0.356, 1.08, 4.52 GeV/c2 gener-
ated by sampling the joint p.d.f of the θcal parameters.

– for the ER response: p0 = (200V cm−1)ρ/Cbox, p1 = (200V cm−1)/Cbox,
p2 = p0 and p3 = p1;

– for the NR response: CNR
box , fB = β × 10−4.

The corresponding summarizing network can be drawn as:
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where the dots represent the detector response network and σDM is the DM -nucleon
cross-section that can be computed given the signal rate rS .

The result of the calibration measurements of [144], is implemented as prior
information on the calibration parameters. To be more specific, for the following
results we assumed the following priors on the parameters

• rB,src have an uncorrelated normal prior centered in 1 and with a 14% (39Ar),
4.7% (39Kr), 12.6% (PMT) and 6.6% (cryostat) uncertainty;

• rS has a flat prior3;

• E has a normal prior centered in 1 and with a 1.5% uncertainty4;

• σAr,Kr
scr and σAr,Kr

Q have a standard normal prior;

• for the ER response, as a result of the calibration measurements, see Fig. 5.7, 5.11,
the parameters are distributed according to a multivariate normal prior cen-
tered in

(p0, p1, p2, p3) = (2.49, 21.8, 0.114, 1.709), (6.25)

with a covariance matrix equal to

ΣER =


0.339 −1.27 0.0116 −0.0350
−1.27 4.85 −0.0478 0.142
0.0116 −0.0478 0.000737 −0.00208
−0.0350 0.142 −0.00208 0.00591

 (6.26)

• for the NR response, as a result of the calibration measurements, the pa-
rameter are distributed according to a multivariate normal prior centered in
CNR
box = 8.05 V cm−1 and fB = 0.67, with a covariance matrix equal to

ΣNR =

(
0.0225 0.00217
0.00217 0.000400

)
(6.27)

The limits on the DM cross-section have been computed following the prescrip-
tion of Sec. 4.1.1. Fig. 6.9 shows the posterior on rS as a result of a fit on a
pseudo-dataset generated from the background template, assuming a DM mass
mDM = 4.52 GeV/c2.

6.4 Technical description of the fitting procedure
The posterior of all the parameters is sampled by means of the Metropolis-Hastings
Markov Chain Monte Carlo (MCMC) algorithm, as implemented in BAT [116]. The
BAT package is a set of C++ libraries implementing statistical tools for Bayesian
analyses, and it has been largely used in the HEP fields by many collaborations,

3For a detailed discussion on the importance of this choice see Sec. 4.1.2, where we also argued
that a flat prior is a good reference for comparison purposes.

4This uncertainty, determined by means of a dedicated MC simulation, is related to the thermal
contraction of the PTFE defining the cylindrical volume of the TPC.
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Figure 6.9. Posterior pdf on rS (blue line) of a fit on the pseudo-dataset generated from the
background template assuming a DM mass mDM = 4.52 GeV/c2. The orange vertical
line represents the 90% C.I. as defined in Sec. 4.1.1.

such as UTfit [161] or HEPfit [162]. Since the Mathematics behind each single step
of the chain - i.e. how the calibration parameters are connected to the final spectra
- is mostly linear algebra, the code is also almost completely GPU integrated by
means of the CUDA libraries [159].

In all the following analyses, the sampling is performed by means of 12 parallel
MCMC chains, for a total number of steps equal to 1.2 × 106. This number of
MCMC steps is large enough to sample the posteriors in a complete way and will
allow us to obtain the results discussed in the next section. In Fig. 6.10 we show the
typical behavior of the chains using as an example the parameters rKr

B and rPMT
B .

As we just mentioned, the convergence is obtained by means of a pre-run phase,
which is already implemented in BAT and which, by tuning the Metropolis-Hastings
MCMC parameters, assures that all the parallel chains converge to the same region
of the parameters’ phase space with an optimal MCMC rejection rate.

From the implementation point of view, the background model or background-
plus-signal model are implemented as an extension of the BAT BCModel class. The
likelihood and the priors are customized following the prescriptions of the previous
sections, and the linear algebra implemented in CUDA. The inputs of the fit, i.e. the
theoretical spectra and the M2 smearing matrices, are read at the constructor level.
The GPU preliminary operations are also performed once inside the constructor, to
optimize the sampling procedure.

6.5 Results
In order to avoid possible biases coming from using data, we performed a blind
analysis based on a pseudo-dataset. This dataset has been generated from the
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Figure 6.10. Evolution of the MCMC chains for the parameters rKr
B (left) and rPMT

B

(right) as a function of the MCMC step. The behavior is regular throughout the
evolution. The two plots have been obtained running 12 parallel chains, for a total
number of steps equal to 1.2× 106.

expected background template, the so-called Asimov dataset, which is plotted in
Fig. 6.11. If not specified, all the fits are performed in the full Ne− = [4, 170] range.
Below Ne− = 4, the data are indeed dominated by correlated events, mostly due to
the contamination of spurious electrons. On the other hand, the upper threshold
is chosen as the maximum point at which the detector response calibrations have
been validated, namely Ne− = 170.

The binning of the observed spectrum is denser (0.25 Ne− binning) in the Ne− <
20 region with respect to the higherNe− region (1Ne− binning): since the DM signal,
which is expected to contribute in the lowNe− region, is exponentially falling, having
a denser binning in the signal region could improve the sensitivity. This has been
verified to have a beneficial 5-10% impact on the sensitivity in the whole mass region
explored by our analysis.

6.5.1 Impact of the systematic uncertainties on the limit
As a first study, we investigated the impact of the systematic uncertainties on the fi-
nal limit. For this study, we focused on a single DM mass value mDM = 4.52GeV/c2,
in which the Migdal effect contribution to the signal spectrum is negligible. We ar-
ranged the nuisance parameters in the following 3 groups

• group CAL: p0, p1, p2, p3, CNR
box , fB, which represent the calibration parame-

ters;

• group TH: σAr,Kr
scr , σAr,Kr

Q , which represent systematic uncertainties on the
theoretical background spectra;

• group NORM: E, rB,src, which represent the systematic uncertainties on the
normalization of the background spectra.

We therefore performed 6 fits, with the following assumptions:

1. leaving free all the systematic parameters;

2. leaving free only the group CAL and fixing all the other parameters to their
expected values;
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Figure 6.11. The so-called Asimov dataset, namely the expected background (blue line)
in the Ne− = [4, 170] range. The different colored lines represent the expected contribu-
tions from the different background sources. The spectra have a 0.25 Ne− binning for
Ne− < 20 and a 1 Ne− elsewhere, see text.

3. leaving free only the group NORM+TH and fixing all the other parameters
to their expected values;

4. leaving free only the group TH and fixing all the other parameters to their
expected values;

5. leaving free only the group NORM and fixing all the other parameters to their
expected values;

6. fixing all the systematic parameters to their expected values. This corresponds
to a statistic-only fit, since the only active parameter is rS .

The results in terms of the sensitivity to the DM cross-section are given in Tab. 6.3.
The table shows also the comparison with the standard lowmass approach, used
also for the 2018 analysis. The most relevant differences between our innovative
approach and the standard one are two. First of all the standard approach com-
putes the sensitivity as the frequentist 90% C.L., while here we perform the analysis
in the Bayesian approach, and we quote the 90% quantile of the posterior pdf of
the signal strength parameter rS [27]. Even if the two quantities aim at express-
ing the experimental sensitivity, they are conceptually different, and are defined in
totally different ways; however, when operating with the same inputs they should
give comparable results. In addition, when we look at the posterior of rS , we are
integrating over all the nuisance parameter space, while the lowmass approached is
based on the profiling of the likelihood: if the likelihood is Gaussian the marginal-
ization and the profiling give the same result, but in the general case in which
the Gaussian assumption is not valid, the profiling procedure typically returns un-
derestimated propagated uncertainties [163]. On the other hand, in the standard
approach the systematic uncertainties on the calibration parameters regulating the
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Active syst. σDM
SI [90% C.I.] [cm2] σDM

SI [90% C.L.] [cm2] (lowmass)
All 2.11× 10−43 2.22× 10−43

CAL 1.80× 10−43 1.61× 10−43

NORM + TH 1.71× 10−43 2.16× 10−43

TH 1.61× 10−43 1.81× 10−43

NORM 1.47× 10−43 1.65× 10−43

None 1.29× 10−43 1.53× 10−43

Table 6.3. Upper bound results on σDM
SI for mDM = 4.52GeV/c2 in our new approach and

in the standard lowmass one using the expected pseudo-dataset of the two procedures
fixing different groups of parameters, see text. We keep the third significant digit for
the internal comparison.

detector response are treated in a very different way: we showed that in our ap-
proach we are able to apply the detector response to the theoretical spectra in an
analytical way, allowing us to propagate in a solid way the uncertainties on the
calibration parameters to the final result; the lowmass approach, instead, relies on
a re-parameterization of the detector response using a single parameter responsible
for changing the shape of the spectra in a rigid way, and we already elaborated on
the possible biases that this approach could induce in Sec. 6.2.6.

The statistic-only fit, namely the last row of Tab. 6.3, shows a ∼ 20% difference
between the two approaches. This difference can be attributed to the combination
of two effects: the difference between the frequentist C.L. and the Bayesian 90%
quantile on the posterior of rS , and small differences between the Asimov datasets
of the two approaches5.

If we look at the systematic parameters which are not in the CAL group, their
impact in the new vs lowmass approach with respect to the statistic-only fit is
comparable: 14% vs 10% for the NORM group, 24% vs 21% for the TH group, and
33% vs 44% for the NORM+TH group. What is noticeably different is the impact
of the calibration parameters, which worsen the sensitivity by 40% according to our
new approach, and by just 7% in the standard approach. As a result, when we put
together all the systematic parameters, as reported in the first line of Tab. 6.3, we
obtain comparable results in terms of expected sensitivity, even if in our case the
degradation of the expected sensitivity due to the systematic uncertainties is larger
(60%) with respect to what is found by the lowmass approach (48%).

As a final remark, we found that the impact of the systematic uncertainties
on the calibration parameters has the same size as the impact of all the other
systematic parameters, including the parameters regulating the normalization of
the background and the theoretical uncertainties on the input spectra, and therefore
the correct propagation of their uncertainty is relevant in the final result.

For completeness, we report in Fig. 6.12 the full multidimensional posterior pdf s
of the complete fit, in which all the systematic parameters are not fixed.

5We showed how in our approach the final expected spectra are computed in a semi-analytical
way, while the lowmass approach relies on a toy MC procedure to generate the spectra that induces
small fluctuations of ∼ 1% in the Asimov.
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Figure 6.12. Graphical representation of the joint posterior pdf of the fit on the expected
pseudo-dataset. The plots on the diagonal of the figure are the uni-dimensional pdf of
each single parameter obtained by marginalizing on all the others. The bi-dimensional
pdf s in the bottom-left corner of the figure give the joint pdf s of each pair of parameters
obtained by marginalizing on the others. The plots show also the credible regions at
68%, 95%, 99.7% probability as solid contour lines. The correlation coefficients are
given in the upper-right corner of the figure.
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6.5.2 Impact of the high Ne− data points on the limit and the cali-
bration parameters

In this subsection we show the impact of choosing different Ne− windows on the
calibration parameters’ posterior pdf s, and, as a consequence, on the upper limit on
the DM cross-section. We want to remind that the priors on the calibration param-
eters correspond to the constraints from the calibration: therefore, the differences
between priors and posteriors tell us that the data give additional information with
respect to the calibration. In general, we expect that having more knowledge on the
calibration parameters allows obtaining a limit less affected by the systematic un-
certainties - see the “None” result of Tab. 6.3. In order to investigate this effect, we
decided to perform a fit to the expected pseudo-dataset in the regions Ne− = [4, 30]
and Ne− = [4, 170]. The Ne− = [4, 170] region has a long high Ne− tail and can
provide better constraints on the calibration parameters.

In Fig. 6.13 we show the results of two background plus signal fits on the pseudo-
dataset performed in the regions Ne− = [4, 30] and Ne− = [4, 170] (orange and blue
shaded histograms) with respect to the prior pdf (gray dashed line), assuming a
DM mass mDM = 4.52 GeV/c2.

The figure shows how, in general, the width of the calibration parameters’ pos-
teriors are smaller in the Ne− = [4, 170] case rather than both in the prior and the
Ne− = [4, 30] cases. It is for this reason that in the Ne− = [4, 170] case we obtain the
best sensitivity - i.e. σDM

SI [90% C.I.] = 2.1× 10−43 cm2 - while in the Ne− = [4, 30]
case we obtain a milder bound - i.e. σDM

SI [90% C.I.] = 2.5× 10−43 cm2.
As an additional crosscheck, we verified that in the Ne− = [4, 30] case and in the

Ne− = [4, 170] case the posterior pdf of rB,PMT is different, being narrower in the
Ne− = [4, 170] case since in this Ne− window the dominant background is the PMT
one - see Fig. 6.11. On the other hand, the posterior pdf s of rB,Ar, rB,Kr, rB,cryo,
and E are pretty similar in the two cases. In other words, the Ne− = [30, 170] region
gives additional information mostly on rB,PMT, rather than on rB,Ar, rB,Kr, rB,cryo,
and E. Finally, as expected, we do not observe differences between the posterior
pdf of σAr,Kr

scr and σAr,Kr
Q : they regulate the background spectra of Ar and Kr, which

give sensible contribution to the overall background only in the first bins of the
spectrum - see Fig. 6.11.

For the calibration parameters, we notice that:

• the posterior pdf s of the ER group are more constrained than the prior pdf s,
roughly by a factor of 2-3. This behavior does not depend on the data struc-
ture, since this study is performed on Asimov pseudo-dataset, representing
the expected background pseudo-dataset.

• the posterior pdf s of the NR group are basically equal to their priors. This
is the opposite of the ER case: since in the pseudo-dataset there is no in-
jected signal and since the NR signal is relevant in the first few bins of the
data spectrum, the data do not give additional information on the calibration
parameters with respect to the calibration itself.

In summary, in this approach, we complement the calibration results by con-
straining some of its parameters and thus reducing their uncertainties by a factor
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Figure 6.13. Posterior pdf s obtained by fitting in different energy ranges a pseudo-dataset
with the full background plus signal model assuming a DM mass mDM = 4.52 GeV/c2.
The blue shaded histograms correspond to the Ne− = [4, 30] window, the orange shaded
histograms correspond to the Ne− = [4, 170] window, and the gray dashed line are the
prior pdf of each parameter.
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of ∼ 2. We can directly benefit from this improvement by having a stronger bound
on the signal and being able to justify it in terms of a better knowledge of the
calibration parameters.

6.5.3 Fit parameters pdf s as a function of the DM mass
Figure 6.14 shows the dependence of the parameters’ mean and standard uncertainty
of the posterior pdf s as a function of the DM mass mDM (blue points); for reference,
we also report the mean and standard uncertainty of the correspondent prior pdf s
(gray solid and dashed lines, respectively). None of the parameters shows a strong
behavior with the DM mass, demonstrating the stability of the fitting procedure.

6.5.4 Expected sensitivity of DarkSide-50
Figure 6.15 shows the 90%C.I. expected sensitivity on the DM cross-section σDM

SI as
a function of the DM mass (orange solid line). This line is compared with the two
most competitive exclusion limits, defined as frequentist 90% C.L., in the GeV and
sub-GeV DM mass region, i.e. the XENON1T Migdal search [90] (black line), the
XENON1T NR search [164] (black dashed-dot line), and the CRESST-III result [64]
(gray line).

We would like to stress here the fact we are neglecting the theoretical systematic
uncertainties on the Migdal signal contribution from the argon n = 3 valence shell.
As we mentioned above, the theoretical uncertainty on the computation of the
ionization probabilities on isolated atoms, as pointed out in Ref. [93], are negligible.
However, we are not taking into account the uncertainty due to the fact the Ar atoms
in the TPC are in a liquid state, and they are not isolated. We demonstrated in
Ref. [2] that a possible O(100%) uncertainty on the valence shell Migdal contribution
would affect the sensitivity of the experiment in a noticeable way only for DM masses
≲ 200 MeV/c2: therefore, since this uncertainty is expected to affect mainly the
n = 3 valence shell, we believe that our result is solid against possible theoretical
uncertainties on the Migdal signal contribution in the ≳ 200 MeV/c2 DM mass
region. In the ≲ 200 MeV/c2 region the sensitivity would be weakened by such
theoretical systematic uncertainties, as we showed in Ref. [2].

6.5.5 Fit on a pseudo-dataset with signal injection
In order to study the response of the fit in the case in which a signal is present inside
the data, we performed a fit on a pseudo-dataset containing a signal injection. As
usual, we performed this analysis at the mDM = 4.52 GeV/c2 DM mass point.
We injected signal events in the Asimov pseudo-dataset corresponding to a DM
interaction cross-section three times larger than the expected sensitivity, namely we
injected a signal with σSIDM = 6.3×10−43cm2. The result in terms of posterior pdf on
rS is shown in Fig. 6.16: the injected signal cross-section is perfectly reconstructed
as (6.2 ± 1.5) × 10−43 cm2, which is ∼ 4 standard deviations away from rS = 0.
The uncertainty on the reconstructed value is, as expected, of the same order of
magnitude as the expected sensitivity.
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Figure 6.14. Evolution of the posterior pdf s as a function of the DM mass. The blue points
represent the mean of the posterior pdf and their uncertainty bar is the correspondent
standard deviation. In each plot, the gray solid line is the mean of the prior pdf, while
the two gray dashed lines correspond to the standard deviation of the prior pdf.
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Figure 6.15. The 90%C.I. expected sensitivity on the DM cross-section σDM
SI as a function

of the DM mass (orange solid line) with the inclusion of the Migdal effect. The black line
is the frequentist 90% C.L. from the XENON1T Migdal search [90], the black dashed-
dot line is the is the one from the XENON1T NR search [164], and the gray line is the
one by the CRESST-III experiment [64]. The yellow dashed line represents the neutrino
floor for an argon target.

Figure 6.16. Posterior pdf of rS (blue shaded histogram) obtained from a fit on a signal-
injected Asimov pseudo-dataset. The injected value of the signal is represented by the
orange dashed vertical line, and is totally in agreement with the result of the fit.
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6.5.6 Impact of the nuclear recoil quenching fluctuations
In Sec. 6.2.1 we decided to model the intrinsic fluctuations of the number of ion-
electron pairs produced as a consequence of a NR interaction by means of a binomial
distribution. However, there has been no possibility to constraint this model via
calibration at such low energies [144]. Therefore, the choice of using binomial fluctu-
ation has been performed because we believe that this model is a reasonable model
to describe this statistical effect, among all the other possibilities we investigated.

In order to better justify this assumption, let’s describe in more details this
model. The binomial model encapsulates three combined statistical processes:

1. the fluctuations in the number of visible quanta, namely the amount of energy
released in the visible channel;

2. the fluctuations in the amount of ion-electron pairs given the number of pro-
duced visible quanta;

3. the fluctuations in the amount of non-recombined ion-electron pairs, given the
number of the originally produced ion-electron pairs.

The last two steps of this list can be reasonably represented by a binomial process,
in which the probability parameters are given by the probability pi for a visible
quanta to be an ion-electron pair (step n. 2) and the probability pR = 1− f of not
recombining (step n.3). The quantity pR is given by the Thomas-Imel model (see
Eq. 5.21), while the quantity pi can be expressed as

pi =
Ni

NV
, (6.28)

where Ni is the average number of ion-electron pairs produced after the nuclear
recoil, and NV is the average number of visible quanta produced after the nuclear
recoil. In turn, NV can be expressed as

NV =
E

w
L(Enr), (6.29)

where L(ENR) is the Lindhard factor [132] which models the average fraction of
energy released in the visible channels in LAr. Finally, the fluctuations in the num-
ber of visible quanta (step n. 1), the so-called “quenching fluctuations”, have been
modeled as a binomial process, where the probability of producing a visible quanta
is given by the Lindhard factor pV = L(Enr). The Bayesian network describing this
statistical model is the following:
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n′
i

pRni

pinV

pVNmax

B

B

B

where: Nmax = Enr/w is the maximum number of possible visible quanta; nV is the
number of produced visible quanta; ni is the number of produced ion-electron pairs
suddenly after the nuclear recoil; n′i is the number of ion-electron pairs surviving
recombination. The combination of the three binomial processes result in an overall
binomial with the parameters described in Sec. 6.2.1.

The above model, and in particular the binomial quenching fluctuation part, i.e.
the top part of the above Bayesian network, can not be confirmed in the low energy
regime, below ∼ 2 keV, by any available calibration measurements. To convince
ourselves of the validity of this model, we developed very simplistic MC simulations
of the quenching fluctuation process at low energies. We modeled the energy lost
into heat during the scattering of the recoiling atoms both assuming a continuous
energy loss and a discrete energy loss (e.g. to simulate phonons excitation), see
Fig. 6.17 for more details on the two models. We found in both cases that size of
the fluctuations are comparable with that of the binomial distribution, see Fig. 6.18.
These results are also confirmed by more detailed simulations of the micro-physics
of the atomic scattering in LAr, based on SRIM [165], which show quite large
fluctuations in the energy quenching, as shown in Fig. 4 of Ref. [166].

In any case, to have an idea of the mass region in which the impact of this
choice is relevant, we performed an analysis - always on the Asimov expected pseudo-
dataset - in which we completely switched off the NR quenching fluctuations. In
our formalism, this is equivalent to impose

M1, NR
i,j = P (NNR

e− = N i
e−|Enr = xthj ,θcal) =

{
1 if ⌊EnrQ

NR
y (Enr,θcal)⌋ = N i

e−
0 elsewhere.

(6.30)
The results are reported in Fig. 6.19. The plot shows that, as expected, in the
no-quenching (NQ) configuration the sensitivity is degraded in the [0.4, 2] GeV/c2

DM mass region: indeed, this is the region where the pure NR signal component
goes, in the NQ case, under the Ne− = 4 threshold. With the NQ hypothesis, in
the [0.4, 1.4]GeV/c2 the sensitivity is weaker than the XENON1T Migdal [90] result
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Figure 6.17. Top: drawing representing the model of the MC simulation for a continuous
energy loss. The recoiling Ar atom with an initial kinetic energy E travels for a length
ℓ in the gas before inducing the creation of a visible quantum, losing an amount of
energy eheat ∝ ℓ via heat. After the production of a visible quantum the atom has
an energy E′ = E − eheat − w. In the MC, the quantity ℓ is sampled at each step
from an exponential distribution. Bottom: drawing representing the model of the
MC simulation for a discrete energy loss. In this scheme, the energy release process is
implemented as the combination of a high number of interactions depositing either a
small amount of energy Wphonon into heat or an amount w of energy for the creation of
a visible quantum. For the results reported in this work we assumed Wphonon ∼ w/100,
but we explored also different possibilities with greater or smaller values for Wphonon
observing no remarkable differences in the results. The stochastic process related to
the probability of releasing energy either in the “phonon” or in the visible channel is
implemented as a Bernoulli process with a probability p = NVis/(NVis +Nphon), where
NVis is the average number of visibile quanta and Nphon is the average number of “heat
quanta”.
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Figure 6.18. Quenching fluctuations assuming a NR with energy Enr = 640eV (equivalent
in average to Ne− = 4) for two MC-simulated models (coloured histograms) and the
binomial fluctuations model (red line). The two models assume either a continuous
energy loss (orange histogram) or a discrete energy loss (blue histogram).

Figure 6.19. The 90%C.I. expected sensitivity on the DM cross-section σDM
SI as a function

of the DM mass with the inclusion of the Migdal effect, with (orange solid line) and
without (orange dashed lines) the NR quenching fluctuations. The black line is the
frequentist 90% C.L. from the XENON1T Migdal search [90], the black dashed-dot line
is the is the one from the XENON1T NR search [164], and the gray line is the one by
the CRESST-III experiment [64]. The yellow dashed line represents the neutrino floor
for an argon target.
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(which includes the NR quenching fluctuations). Below 0.4 GeV/c2 the sensitivity
with the binomial model is again the same as obtained with the NQ model, because,
both with and without the quenching fluctuations, the Migdal effect contribution is
always over the Ne− = 4 threshold.

We would like to stress that the NQ model is completely non-physical: the
production of ion-electron pairs after a NR in LAr is indeed a statistical process,
and we believe that some model for these fluctuations should be anyway adopted.

6.5.7 Background-only fit on data
Now that we have under control the fitting procedure, we can look at the real
DarkSide-50 dataset. In this sense, the first step was performing a background-
only fit on the data: the best fit (top), the correspondent normalized residuals
(middle), and their distribution (bottom) are reported in Fig. 6.20. As we can
see from the figure, the background model describes the observed data without
noticeable deviations or excesses. The behavior of the residual is satisfactory and
their distribution over all the data points is consistent with the expectation, namely
a standard normal pdf.

In terms of posterior pdf on the fit parameters, no significant deviation from
the prior distribution - namely the results from the calibration measurements - is
observed. For the sake of completeness, in Fig. 6.21 we report the full multidimen-
sional posterior of the fit.

6.5.8 Observed sensitivity of the DarkSide-50 experiment
The last step is now to compute the observed sensitivity of the DarkSide-50 exper-
iment. Similarly to what has been done in Sec. 6.5.4, we computed the 90% C.I.
bound on the DM cross-section σDM

SI as a function of the DM mass using the real
DarkSide-50 dataset, see the orange solid line in Fig. 6.22. Also in this case, this line
is compared with the two most competitive exclusion limits, defined as frequentist
90% C.L.s, in the GeV and sub-GeV DM mass region, i.e. the XENON1T Migdal
search [90] (black line), the XENON1T NR search [164] (black dashed-dot line),
and the CRESST-III result [64] (gray line), as well as with the expected sensitivity
(green dashed line) of Fig. 6.15.

No relevant deviations with respect to the expected sensitivity are observed. In
addition, we performed the same stability test as we showed in Sec. 6.5.3 (namely
the study of the behavior of the posterior pdf of the nuisance parameters as a
function of the mass of the DM candidate), obtaining similar results.

The best sensitivity is reached for a DM mass of 5.3 GeV/c2, with a 90% C.I.
upper bound on the DM SI cross-section σSIDM [90% C.I.] = 1.7× 10−43 cm2. The
improvement with respect to the previous analysis published in 2018 [1] is mainly
due to the better comprehension of the detector response model, the background
model, and an optimized data selection. The conclusion of this analysis is that the
DarkSide-50 experiments reaches the world’s best SI limits for DM candidates with
masses in the range [0.06, 4.7] GeV/c2, and improves the previous one by a factor
of ∼ 10 at 3 GeV/c2.
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Figure 6.20. Top: Best fit (orange line) to the observed dataset (blue points) of the
DarkSide-50 experiment. Middle: Normalized residual (blue points) with respect to
the best fit. Bottom: Distribution of the normalized residuals (blue points). The
orange line represents a standard normal pdf, which is the expected distribution for the
normalized residuals.
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Figure 6.21. Graphical representation of the joint posterior pdf of the background only
fit on the DarkSide-50 observed dataset. The plots on the diagonal of the figure are
the uni-dimensional pdf of each single parameter obtained by marginalizing on all the
others. The bi-dimensional pdf s in the bottom-left corner of the figure give the joint
pdf s of each pair of parameters obtained by marginalizing on the others. The plots show
also the credible regions at 68%, 95%, 99.7% probability as solid contour lines. The
correlation coefficients are given in the upper-right corner of the figure.
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Figure 6.22. The 90%C.I. observed sensitivity on the DM cross-section σDM
SI as a function

of the DM mass (orange solid line) with the inclusion of the Migdal effect. The black line
is the frequentist 90% C.L. from the XENON1T Migdal search [90], the black dashed-
dot line is the is the one from the XENON1T NR search [164], the gray line is the
one by the CRESST-III experiment [64], and the purple line is the one from the 2018
DarkSide-50 pure NR analysis [1]. The yellow dashed line represents the neutrino floor
for an argon target, while the green dashed line is the expected sensitivity shown in
Fig. 6.15.
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Figure 6.23. The 90%C.I. observed sensitivity on the DM cross-section σDM
SI as a function

of the DM mass with (orange solid line) and without (red dashed line) the inclusion of
the Migdal effect. The black line is the frequentist 90% C.L. from the XENON1T Migdal
search [90], the black dashed-dot line is the one from the XENON1T NR search [164],
and the gray line is the one by the CRESST-III experiment [64]. The yellow dashed
line represents the neutrino floor for an argon target, while the green dashed line is the
expected sensitivity shown in Fig. 6.15.

Finally, the portion of the sensitivity curve corresponding to DM masses ≲
0.7GeV/c2, where the NR contribution starts to drop below the Ne− = 4 threshold,
is dominated by the Migdal effect. This is particularly visible in Fig. 6.23, where
the red dashed line is the observed sensitivity if we neglect the Migdal effect. As ex-
pected, this has the power of extending the sensitivity of the experiment to sub-GeV
masses. Following the same discussion outlined in Sec. 6.5.4, we believe that for DM
masses ≳ 200 MeV/c2 this result is solid against possible theoretical uncertainties
on the contribution of the liquid argon valence shell to the Migdal rate.

6.6 Conclusions
In this chapter we illustrated an innovative method to include the detector response,
the background, and the signal models in the likelihood function.

With our approach, the likelihood function is explicitly a function of the calibra-
tion parameters and additional parameters describing the signal and background
models. We exploit the new parametric detector response, retaining its analytical
structure, to construct analytical or numerical expressions for each spectrum. In
such a way we maintain a direct dependence of the spectra on each detector re-
sponse background and signal parameters with their original pdf s without further
assumptions (e.g. additional penalty terms or possible correlations). Therefore,
there is no need to parameterize the systematic variations of the normalization
or shape of the background and signal spectra, nor to define how such variations
depend on the fit nuisance parameters. We perform a Bayesian fit to obtain the
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joint posterior pdf from which we extract the limit on the parameter of interest,
namely the signal strength rS , and quantify the impact of the systematic uncertain-
ties. The information enclosed in the posterior pdf s can be directly associated with
parameters which have a clear and meaningful interpretation, such as calibration
and background parameters. We showed that the fit to the whole Ne− spectrum
brings additional information to the detector response, resulting in smaller uncer-
tainties on the calibration parameters. Finally, having implemented this method in
a (semi)analytical way with the possibility to run on GPUs, drastically improves
the performances, reducing the computational time without suffering from possible
sampling fluctuations due to a Monte Carlo implementation of the detection model.

We applied this method to fit the DarkSide-50 S2 spectrum in the range [4, 170]
Ne− using as inputs the latest background model, the recent ionization response
model and calibrations [144], and the NR and Migdal signals for DM masses in
the range [0.06, 10] GeV/c2 [2]. The results, in terms of performances, can be
summarized as follows:

• the detector response and the background models represent a good descrip-
tion of the DarkSide-50 S2 data: the background-only fit does not exhibit
significant tension between prior and posterior pdf s of the parameters;

• the DarkSide-50 S2 data provide significant information on the calibration
and background parameters reducing some of their standard uncertainty by
roughly a factor of 2;

• no significant change in the parameters’ posterior pdf s is observed as a function
of mDM ;

• the systematic uncertainties on the calibration parameters determining the
detector response model contribute significantly to the degradation of the
sensitivity. Their impact has been evaluated to be a 40% degradation at 4.52
GeV/c2;

• therefore, the ability of the fit to constrain the detector response and back-
ground models substantially helps in reducing the impact of the systematic
uncertainties on the sensitivity.

Thanks to the improvement in the comprehension of the background and detec-
tor response model, and to the optimized data selection, the DarkSide-50 exper-
iment results to set the world’s strongest bound on SI DM interactions in the
[0.06, 4.7] GeV/c2 mass range. These results are confirmed by a parallel analy-
sis performed using the frequentist 90% C.L. to assess the sensitivity, showing a
quantitative agreement between the Bayesian 90% C.I. and the frequentist 90%C.L.
estimation, as already indicated in Tab. 6.3.

We were able to determine the sensitivity in the sub-GeV range thanks to the
inclusion of the Migdal effect. We elaborated on possible theoretical uncertainties
affecting the Migdal contribution to the signal, concluding that our results are
insensitive to these systematic effects for DM masses ≳ 200MeV/c2. Below this mass
region, the signal event yield is dominated by the contribution from the outermost
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shell, which is affected by large theoretical uncertainties, and thus the impact on
the sensitivity become more important.

Finally, this approach will also be employed for the assessment of the sensitiv-
ity of the DarkSide-50 experiment to other kinds of possible interactions, testing
for example the solar axions hypothesis, the sterile neutrinos hypothesis, and the
boosted dark matter hypothesis [167–171], along the lines of our preliminary analy-
sis described in Ref. [172]. This work will contribute to a series of publications that
are in the internal review phase and will be published in the next months.
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Chapter 7

The CYGNO experiment

In the previous chapters we illustrated the importance of the Migdal effect in the
field of DM direct detection, and we mentioned the possibility of measuring it using
a CYGNO prototype. In order to better appreciate the details of this possibility,
which will be treated in Sec. 8.3, this chapter will be dedicated to the description
of the CYGNO experimental approach.

In particular, in Sec. 7.1 we will give a brief introduction to the main motivations
for the CYGNO experiment. In Sec. 7.2, we will describe the general features of
the CYGNO experiment. We will put particular emphasis on the performances and
the results of its prototypes, shown in Sec. 7.3. Finally, in Sec. 7.4 we will illustrate
the details of the CYGNO plan for the construction of a large TPC detector, whose
preliminary sensitivity projections, based on simplistic assumptions on the possible
backgrounds and angular resolution of the bigger detector, will be discussed in
Sec. 8.1.

7.1 Motivations
Given the low NR interaction rate, the discrimination of NR induced by the DM
from ER induced by other particles, which have much higher rate, is one of the
main experimental challenge of direct DM searches in the GeV mass region. As
already outlined in Sec. 2.1.2, since the experiments are located on Earth, they
are exposed to an apparent DM wind pointing towards the Cygnus constellation,
and two peculiar effects can be exploited to positively identify a DM signal. The
first effect is the annual modulation of the DM-nucleus interaction rate, induced
by the fact that, during its motion around the Sun, the Earth circular velocity is
parallel to the DM wind during winter, and antiparallel during summer. This is the
modulation claimed to be observed by the DAMA collaboration [31,32,121–124], see
Sec. 4.4. However, the diurnal directional modulation of the DM signal would be an
additional and more robust signature. Indeed, the maximum of the DM expected
flux is realized in the direction of the apparent DM wind, i.e. towards the Cygnus
constellation. Therefore, as a result of the Earth’s rotation on its axis, an experiment
on the Earth’s surface would see the average DM direction changing of ∼ 96◦ every
12 sidereal hours, with an amplitude depending on the angle between the laboratory
frame and the Earth’s axis. The effect is minimum, with no modulation at all, along
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Figure 7.1. Graphical representation of Eq. 7.1. The horizontal axis is in logarithmic
scale.

the directions parallel to the axis, while it is maximum at 45◦ inclination.
The incoming direction of the DM could therefore be used to infer correlations

with astrophysical sources [173] that can not be mimicked by the existing back-
ground sources. In addition to that, since the pattern of the directional modulation
depends on the properties of the DM halo, it would allow discriminating between
several possible halo models, unlike conventional non-directional detectors [173].

Even if the > 10 GeV DM mass region has been intensively explored in the
past years with improvements of many order of magnitudes in the DM cross-section
sensitivity, the O(GeV) mass range is still theoretically well motivated [174–176].
As we already outlined, in this region the sensitivity to the NR interactions is lost
due to the lower energy threshold for the NR detection. Therefore, even consider-
ing the efforts to lower the thresholds, to include new signatures like the Migdal
effect [2, 3, 85, 86, 177] and photon bremsstrahlung [178], or to include DM-electron
scattering [106,179,180], the O(GeV) mass range is still largely unexplored.

In Sec. 2.1.1 we illustrated the kinematics of a DM-nucleus elastic interaction.
We also defined by Eq. 2.18 the parameter r as the maximum fraction of the energy
that can be transferred to the target nucleus. If we now define ρ = mN

mDM
, Eq. 2.18

can be rewritten as
r =

4ρ

(ρ+ 1)2
. (7.1)

The above equation is reported in Fig. 7.1: this is suggesting that, due to kinematic
reasons, the best sensitivity of a DM direct detection experiment is achieved when
ρ ∼ 1, i.e. when the DM mass is equal to the mass of the target nucleus. Therefore,
if we want to focus on the direct detection of O(GeV) DM candidates, the best
choice as target nucleus is a light atom, such as hydrogen and helium.

The innovative approach of the CYGNO experiment is to develop a gaseous
Time Projection Chamber (TPC) for the high 3D tracking of ERs or NRs. The



7.2 Description of the experiment 141

target will be a low mass gas mixture operated at atmospheric pressure, containing
light elements such as helium and fluorine, with the aim of boosting the sensitivity
to O(GeV) DM masses, both for the SI and the SD coupling. Using light atoms
has the additional advantage that the track lengths are expected to be longer, thus
increasing the sensitivity to the direction of the observed recoils. The gas mixture
which has been more extensively studied by the collaboration up to now is a He:CF4

mixture, but new studies to add a small amount of an hydrogen based gas like isobu-
tane (C4H10) are ongoing. The particle identification is also improved by studying
the topological properties of the recoil event, allowing rejecting the background to
the desired low energy threshold. Operating at atmospheric pressure, besides guar-
anteeing a reasonable active volume to mass ratio, has the advantage of reducing
the engineering requirements for the vessel, and, as a consequence, the internal
background. Thanks to these features, CYGNO will have the possibility to explore
several physics cases, such as, for instance, solar neutrinos [181, 182] or the elastic
scattering of sub-GeV DM [183].

The results obtained with current prototypes are the starting point in the view
of designing a 1 m3 demonstrator, expected to be installed and operated at LNGS in
2024/25. A competitive experiment with an even larger volume will be proposed by
the collaboration, according to the performance of the 1 m3 demonstrator. In order
to reach this goal, however, a lot of work is needed to better assess the background
characterization and rejection, as well as the performance in the reconstruction of
the angular direction.

The project is part of the wider international CYGNUS, whose aim is developing
an underground distributed Galactic Directional Recoil Observatory to detect DM
even beyond the Neutrino Floor and measuring the coherent scattering of neutrinos
from the Sun and Supernovae [184].

7.2 Description of the experiment
The CYGNO experiment will consist of an underground gaseous TPC with an high
resolution optical readout employing Gas Electron Multipliers (GEMs), working at
atmospheric pressure and using a helium/fluorine base gas mixture. This exper-
imental setup will be built with the aim of studying rare processes with energy
releases of hundreds of eV up to tens of keV.

The most important features that makes gaseous TPCs a promising approach
for directional DM searches can be listed as follows:

• TPCs [185–187] allows acquiring large volumes with a small amount of readout
channels, if compared to other 3D tracking systems;

• using a gaseous target allows having very low energy detection thresholds: an
energy release of the order of few tens of eV is enough to produce a single
electron cluster, which in turn has a quite good probability of reaching the
multiplication stage and being detected;

• the measurement of the ionization allows accessing the energy released during
the primary interaction, and the profile of the energy release, if the granular-
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ity of the readout is enough to measure it, is in turn an important tool for
signal/background discrimination;

• the 3D reconstruction of the track allows accessing the axis of the recoil, while
the charge profile along the track allows accessing the track orientation (head-
tail);

• the TPC can be filled with a variety of possible gas mixtures, including light
nuclei with even or odd number of nucleons, sensitive to SI or SD DM inter-
actions, respectively, also in the O(GeV) mass region;

• the possibility of operating at room temperature and atmospheric pressure is a
great economical and operational advantage, since there’s no need for vacuum
sealing or cooling: a simpler setup will also have a better scalability;

• even if a gaseous target is less dense with respect to a liquid or solid target,
very large TPCs can be built: up to 100 m3 of active volume TPCs have been
already successfully operated [188,189], and even larger has been approved for
construction [190].

7.2.1 The optical readout
In a similar way as we already explained it in Chap. 5 for LAr, charged particles
traveling in the gas can ionize atoms and molecules but can also excite them. As
a consequence of the de-excitation processes, photons are emitted. The energy
spectrum and the intensity of this light will depend on the gas mixture, on its
pressure and on the electric field [191–194].

In recent years, an increasing number of experimental collaborations have started
using Micro-Pattern Gaseous Detectors (MPGDs). These detectors are character-
ized by a high granularity and rate capability, and the modern MPGDs are by now
very high quality, stable and uniform devices. The GEMs [195], in particular, have
been used for the readout of very large volumes [188] reaching high spatial and
time resolution, and they have been proved to have good performances if coupled
to pixelated light sensors [191,196–198].

The CYGNO experiment will use an sCMOS-based optical device for the GEM
readout, as the collaboration has been proposing since 2015 [199]. This setup, in
fact, as it is outlined in Sec. 7.3, has been proved to have an excellent performance
at the energy needed for DM searches, but also for the detection of cosmic rays and
high energy electrons [197,200–203]. Besides the fact that highly performing sensors
can be easily procured, since they are being developed for commercial applications,
one of the advantages of this choice for the optical readout is that these sensors can
be installed outside the TPC volume, reducing possible issues related, for instance,
to the gas contamination. In addition, by means of proper lenses, with this setup
is possible to acquire images of a large area (up to O(1 m2)) with a single sCMOS
sensors and with a very good spatial resolution (with a O(100 µm) effective pixel
size). However, the frame rate currently available for sCMOS is still too low if
compared to the duration of the signals in a TPC. This is the reason why, in order
to achieve a 3D track reconstruction capability, the CYGNO experiment will employ
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Figure 7.2. Left: longitudinal and transverse diffusion coefficients as a function of the
drift field for a 60/40 He/CF4 gas mixture. Right: drift velocity as a function of the
drift field in the same gas mixture. Both the two plots were obtained by means of
Garfield [206,207]. Figure from Ref. [208].

additional fast photosensors (PMTs or SiPMs), which can provide the information
on the track profile along the direction of the drift field.

7.2.2 The gas mixture
The features of the gas, namely its transport properties, such as the diffusion and
drift velocity, the ionization statistics, the light production, and the electron mul-
tiplication, affect the overall detector performances, from the position and energy
resolution to its photon yield. The CYGNO experiment employs, as a scintillator,
the tetrafluoromethane (CF4): besides its valuable scintillation properties, it is a
particularly interesting gas for DM since, due to the quite large fluorine content,
guarantees sensitivity to SD DM-nucleon interactions. In addition, the peak of the
CF4 light emission, as it has been found in preceding studies [191], is reached at ap-
proximately 600 nm, which is the wavelength in which the sCMOS Si-based sensors
have the greater quantum efficiency.

Different He/CF4 gas mixtures, with different relative proportions of the two
components, has been tested and characterized by the CYGNO collaboration, find-
ing the best results in terms of performance with a 60% helium and 40% CF4

mixture [204, 205]. The two plots of Fig. 7.2 show the response of the mixture in
terms of diffusion coefficients (left) and drift velocity (right) as a function of the
drift field, as calculated with Garfield [206, 207]. These estimates indicate that
the average energy loss per single ionization is ∼ 42 keV. The left plot of Fig. 7.2
also shows that the use of CF4 results in a small electron diffusion, which is a very
valuable property since it means that the track’s original shapes are not heavily
deformed.

In order to better characterize the electronic and the He-nuclei recoils, MC
simulations with the GEANT4 [209] and SRIM software [165], respectively, have
been developed. In particular, Fig. 7.3 shows the 3D range, defined as the average
distance between the starting point of the track and its end point, as a function
of the recoil energy. As it is reported in the figure, He-nuclei recoils have a very
small size, which is expected to be less than 1mm up to 100keV: this suggests that
these events are detected as very bright spots with a size which is mainly due to the
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Figure 7.3. Average 3D range, defined as the distance between production and absorption
point for electronic and He-nucleus recoils, as a function of their kinetic energy. The
gas mixture considered for this study is the usual 60/40 He/CF4 gas mixture. Figure
from Ref. [208].

diffusion in the gas. On the other hand, electronic recoils with energy below 10 keV
have a larger spatial size with respect to the He-nuclei nuclear recoils with the same
energy, and are therefore expected to be detected as less bright spots. When the
energy of the electronic recoil exceeds 10keV, the size of the events becomes greater
than 1 mm, and tracks of a few centimeters are expected for more energetic recoils.

Further studies with other gas mixtures are also ongoing. The possibility of
adding a small amount of a hydrogen-rich gas, such as isobutane (C4H10) or methane
(CH4), is being investigated, with also the possibility of using alternative gas with
a reduced Global Warming Power, such as HFO. Finally, in the view of a possible
measurement of the Migdal effect induced by neutrons with a CYGNO prototype -
see Sec. 8.3 for more details - an Ar/CF4 gas mixture is also going to be considered
and characterized.

7.3 Performance of the CYGNO approach: the LEMON
prototype

Presently, the most comprehensive studies on the performance of the approach
carried on by the CYGNO collaboration are the experimental results realized with
the Long Elliptical MOdule (LEMON), a 7 liters prototype. Fig. 7.4 illustrates
the experimental apparatus, which is characterized by a sensitive gas volume of
7 L confined in a TPC (labeled with A) of cylindrical shape with an elliptical base.
The longitudinal length of the field cage is 20 cm, while the two axes of the ellipse
constituting the TPC base have 24 cm and 20 cm length. The amplification stage
is made of a 24×20 cm2 stack of three GEMs, which are in turn optically coupled,
through a black bellow (labeled with C), to the sCMOS camera (labeled with D).
The bottom electrode of the last GEM is used as the anode, while the cathode,
on the opposite side of the TPC, consists of a semi-transparent mesh. Behind the
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Figure 7.4. Drawing of the LEMON prototype [203] indicating the elliptical sensitive
volume (A), the fast photo-multiplier (B), the optical bellow (C) and the sCMOS-based
camera (D). Figure from Ref. [208].

mesh, a PMT (labeled with B) is used as a fast photodetector.
The LEMON prototype operated with the following standard conditions:

• a He/CF4 (60/40) gas mixture flux of 200 cc/min;

• an electric drift field within the sensitive volume ED = 0.5 kV/cm;

• an electric transfer field in the 2 mm gaps between the GEMs ETransf. =
2.5 kV/cm;

• a voltage difference across the two sides of each GEM VGEM = 460 V;

Following the results of Ref. [205], this configuration allows obtaining an ex-
pected electron multiplication of about 1.5×106.

In Sec. 7.2.1 we already mentioned the importance of having high quality camera
sensors. It is for this reason that LEMON was instrumented with the ORCA Flash
4.0 camera by Hamamatsu. The camera is equipped with a 1.33 × 1.33 cm2 sCMOS
sensor of 2048 × 2048 pixels, each of which covers an active area of 6.5 × 6.5 µm2.
Its quantum efficiency at 600 nm is 70% and the expected readout noise is 1.4 elec-
trons RMS. A calibrated light source [197] has been employed to test the response
and the noise level of the sensor: the measurements resulted in a response of 0.9
counts/photon and in an RMS fluctuation of the pedestal of 1.3 photons/pixel.

A Schneider lens with 0.95 aperture and 25.6 mm focal length has been used
in order to allow the camera to take pictures of the entire GEM surface. With
these lens features, the camera sensor is placed at 52.6 cm distance from the GEMs,
corresponding to a covered solid angle of 1.6 × 10−4, which in turn regulates the
geometrical acceptance of photons.

By itself, the camera sensor only provides the 2D projection of the track profile.
In order to have an additional tool to reconstruct the 3D track profile, the solution
chosen by the collaboration is to add to the setup a fast photo-sensor, a Photonics
XP3392 PMT. A different solution was considered, since the time information on
the detected signals could be extracted by reading the signal induced on the third
GEM bottom electrode. However, as it has been shown in Ref. [200], this setup
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Figure 7.5. Left: light spectrum of the 55Fe events reconstructed by the NNC algorithm
from the sCMOS images. Right: distribution of the total charge signal collected by
the PMT. Figure from Ref. [208].

would result in considerable additional noise, which could affect in a critical way
the detection of low energy recoils. Therefore, the PMT, with its 5 ns rise-time, a
maximum quantum efficiency of 12% at 420 nm, a 76 mm square-window, and single-
photon sensitivity, offered the possibility to access the time profile of the events with
significant reduce noise, if compared to the GEM electric signal solution.

In the following sections, we will illustrate in detail the performance of the
LEMON prototype. The tests shown and discussed here have been performed
at the overground site of INFN Laboratori Nazionali di Frascati (LNF) by means
of 55Fe and AmBe radioactive sources, 450 MeV high energy electrons from the
so-called Beam Test Facility (BTF) [210,211], and cosmic rays.

7.3.1 Light yield, energy resolution and detection efficiency
The detector response in terms of light emission and detection has been assessed
with an 55Fe source. This source is characterized by a 5.9 keV X-ray emission, by
means of which it has been possible to study the light yield and the energy resolution
of both the PMT and the sCMOS sensor. The tests on the sCMOS were performed
acquiring 100 ms exposed images in a trigger-less mode. The pedestal noise of
each pixel of the sensor has been determined averaging over 100 images in which
no light signal has been detected, and it was subtracted by the images which have
been employed for the analysis. In order to identify the energy deposits induced
by the 55Fe source, the images has been processed with a simple nearest-neighbor
clustering (NNC) algorithm.

In the left plot of Fig. 7.5 the light spectrum of the 55Fe events as reconstructed
from the sCMOS images is reported. The right plot of the figure shows instead
the distribution of the total charge signal measured by the PMT. A Polya fit [212]
has been performed on the two spectra: the resulting average light yield for the
sCMOS sensor is 514 ± 63 photons per keV, with a 12% RMS energy resolution,
while the resulting average charge yield of the PMT is (12.0 ± 0.2) pC per keV
together with an RMS energy resolution of 16%. The width of the two distributions
can be attributed to the statistical fluctuations in the number of primary ionization
electrons produced during the event (8%) and to the statistical fluctuations related
to the gain of the first GEM (10%).
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Figure 7.6. Left: distribution of the number of 55Fe spots as a function of the drift electric
field ED, normalized to the value obtained for ED = 600 V/cm. Right: distribution of
the number of 55Fe spots as a function of their distance from the GEMs, normalized to
the average value. Figure from Ref. [208].

In order to evaluate the detection efficiency along the whole 20cm drift length, a
collimated 55Fe source was placed at different positions in order to vary the distance
of the original interaction events from the GEMs. Moreover, different configurations
for the drift field were studied. The left plot in Fig. 7.6 shows the number of
55Fe events in the TPC, reconstructed with the simple NNC algorithm, as a function
of the drift electric field ED, normalized to the value obtained for ED = 600 V/cm: a
plateau is reached for ED > 300 V/cm, corresponding to the full detection efficiency.
The right plot of Fig. 7.6 shows instead the dependence of the number of 55Fe spots
as a function of the distance of the source from the GEMs, with a drift field of
ED = 600 V/cm and normalized to the average value: the results are consistent
with a constant value, independent of the distance of the interaction point from the
multiplication stage.

7.3.2 Track absolute distance along the drift direction
In order to determine the ability of the LEMON setup to reconstruct the z position
of the energy deposits along the drift direction, the experiment has been exposed
to the 450 MeV electrons from the LNF-BTF facility [203]. The drift length can
be extracted by studying the transverse diffusion during the drift, and this allows
inferring the absolute z distance at which the track was originally generated. The
performance for small energy releases has been evaluated on 7 mm long track seg-
ments. The estimated position resolution is 100 µm for events generated closely to
the GEMs and 300 µm for events generate on the opposite side of the TPC, at a
20 cm distance from the multiplication stage.

The light profile transverse to the track direction has a Gaussian aspect [203].
The total amount of light L is proportional to the width σ and the amplitude A
of the Gaussian. However, not all the electrons produced in the gas volume after
the primary interaction can reach the multiplication stage, due to the attachment
effect in the gas [213]: therefore the total amount of light of a track follows an
exponentially decreasing behavior, and goes as L = L0e

−z/λ, with λ being the
electron mean free path in the gas and z being the distance of the interaction point
from the GEM stack. The quantity η ≡ σ/A, considering that σ ∝

√
z due to
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Figure 7.7. Behavior of η (left) and ηPMT (right) as a function of z, the track distance
from the multiplication stage. The red lines are a fit of a quadratic polynomial to
the experimental data. The inset in the left plot contains the distribution of the ratio
between the RMS and the average values of the η spectra as a function of z. Figure
from Ref. [208].

the diffusion in the gas, is expected to grow quadratically with z [203]. The time
dependence of the signal detected by the PMT is influenced by the longitudinal
diffusion, too, and thus, even for the PMT, the quantity ηPMT ≡ σPMT /APMT

is expected to increase with z. The left and the right plots in Fig.7.7 show the
behavior of dependence of η and ηPMT , respectively, as a function of z. The red
lines are a quadratic fit to the experimental data, while the distribution of the ratio
between the RMS and the average values of the η spectra is shown in the inset in
the left plot as a function of z. By using these observable, it is possible to infer
the absolute z with a 15% precision over the 20 cm length field cage [203]. Having
access to the z position of the event will provide the full 3D track reconstruction,
allowing discriminating events in the fiducial signal volume to reject events produced
by internal radioactivity of both the GEMs and the cathode.

7.3.3 Discrimination between nuclear and electronic recoils
The high granularity of the optical readout allows us to extract a variety of ob-
servables related to the tracks, such as their shape, size, and light density. This
information is an important tool for the discrimination of NR from ER events.

The need of having access to these observables is the reason why an advanced
clustering algorithm, more refined with respect to very simplistic NNC, was de-
veloped for the CYGNO experiment. This algorithm, called iDBSCAN [214], is
a custom extension of the Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) [215], and it is able to recognize and cluster the light signals in
the images produced by the sCMOS camera. A subsequent super-clustering algo-
rithm, based on the Geodesic Active Contours algorithm (GAC [216, 217]), taking
as an input the clusters reconstructed by iDBSCAN, is able, according to the light
intensity in each pixel of the image, to assemble together the clusters belonging to
the same longer track.

The algorithm was tested analyzing the ER events produced by the 5.9 keV X-
rays produced by the 55Fe source and the NR events produced by an AmBe neutron
source [218]. The AmBe source, besides neutrons, also produces 59 keV photons,
which were almost completely removed by means of a lead shield surrounding the
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Figure 7.8. Signal efficiency for nuclear recoils as a function of their detected energy. The
different points correspond to an electronic recoil rejection efficiency of 4% (squares)
and 1% (circles). Figure from Ref. [208].

detector. The cosmic ray background was however still present since, as it was
for the other measurements described in this chapter, the data has been taken
overground, at LNF.

The selection of a sample of pure NR induced by the AmBe neutrons required
the adoption of several cluster observables, such as the “slimness” ξ, i.e. the ratio
of the width of the track in the transverse direction and the projected path length,
and the light density δ, namely the ratio between the total number of photons of a
cluster and the cluster size in terms of pixels. The slimness was employed to exclude
the clusters belonging to cosmic ray events, while the light density was used for the
NR/ER discrimination.

As depicted in Fig. 7.8, using a simple cut on the observable δ, a 50% (40%) NR
discrimination efficiency is found in correspondence to an ER background rejection
of 96.5% (99.2%) in the 5.9 keVee energy region [218]. These results are of course
obtained with a very simple cut, which therefore could be improved in the future in-
cluding more sophisticated topological variables together with the information from
the PMT data. However, this simplistic approach provides a promising rejection
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factor of 102 for ER with an energy of 5.9keV, and a high fraction of the NR events
is not removed by the cut.

7.4 The CYGNO roadmap
In order to be able to fully characterize and optimize the detector, the CYGNO
experiment will be developed and commissioned in different phases. Each phase
will be characterized with a different size of the target mass, which will be given in
terms of the volume. In order to get the target mass in each phase, we can consider
that, for a He:CF4 60:40 gas mixture at room temperature and atmospheric pressure,
1 m3 of gas corresponds to a mass of ∼ 1.55 kg. In particular, the plan involves the
following steps:

• PHASE_0: the installation of a 50 L prototype underground at LNGS, with
the aim of studying its performance in a low background environment;

• PHASE_1: developing a demonstrator of O(1 m3) volume to test the scala-
bility of the project, as well as better characterizing the internal background
due to the radioactive isotopes in the materials constituting the apparatus;

• PHASE_2: propose a larger experiment of O(30− 100m3), depending on the
outcomes of the previous phases, to test the 1-10 GeV DM mass region with
a competitive sensitivity for both SI and SD DM interactions. With this kind
of apparatus, we will also have the possibility of measuring the events induced
by the solar neutrinos. Both for DM and neutrino searches, the directional
capabilities of the CYGNO experimental approach will also provide useful
information on the incoming particles from the astrophysical point of view.

In the following, we will summarize the main aspects characterizing the different
stages of the project.

CYGNO PHASE_0: the LIME larger prototype

The larger prototype foreseen to conclude the R&D phase of the project is called
Long Imaging ModulE (LIME), see Fig. 7.9. It has the same drift length as the
future demonstrator, i.e. 50 cm, and the same readout apparatus, namely a 33 ×
33 cm2 triple GEM foil, stretched on a plexiglass frame and revealed by an sCMOS
sensor and 4 small PMTs placed around the sensor in a symmetric way. Since the
PHASE_1 detector will be made of LIME modules, this phase is crucial to validate
the experimental approach towards the larger detectors.

The camera chosen to be used in LIME is the ORCA-Fusion because of its
improved performance with respect to the Orca Flash: it is characterized by a
lower noise (0.7 versus 1.4 electrons per pixel), a larger quantum efficiency (80%
versus 70% at 600 nm), and a larger number of pixels (2304 × 2304 versus 2048 ×
2048). The 4 PMTs are needed to have a better reconstructing ability for the track
position and inclination.

The TPC gas mixture is enclosed in a 10mm thick plexiglass box, and the field
cage is composed of square copper rings, with rounded shape, at a distance of 16
mm from each other.
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Figure 7.9. Pictures of the LIME detector. On the left there’s a front view of the field
cage, while on the right the field cage copper rings are shown. Figure from Ref. [208].

The DAQ system that will be employed for the underground campaign will be
also used in the PHASE_1 detector, and it’s currently under test.

With respect to the 514 ph/keV obtained with LEMON, see Sec. 7.3.1, thanks
to the larger sensitivity of the Orca Fusion camera, it has been possible to achieve a
measured response of about 650 ph/keV. It will be also possible to achieve a lower
effective energy threshold of hundreds of eV thanks to the lower sensor noise, which
is about 1 photon/pixel. The preliminary studies performed at LNF, where the
LIME prototype has been assembled, showed an energy resolution on the 55Fe peak
of 14% in the whole 50 cm drift length.

To assess the stability of the prototype, it has been operated for one entire
month, showing comparable stability to LEMON [208]. The installation at LNGS,
completed with the PHASE_1 auxiliary systems, will allow testing the detector
performance in a low radioactivity environment, and characterizing in more detail
the external background present at the experimental location, validating the MC
simulations.

CYGNO PHASE_1: the O(1 m3) demonstrator

Once the PHASE_0 will be concluded and the LIME apparatus will be optimized
and characterized, the project will move to PHASE_1, with the aim of studying
and minimizing the internal backgrounds on a bigger experiment.

The precise size of the detector will be defined depending on the available un-
derground site, and it is still under discussion. However, in this section we will
discuss a 1 m3 volume demonstrator, schematically shown in Fig. 7.10. The layout
has been designed in such a way that, as soon as the final detector size is defined,
it can be directly and easily adapted to the definitive detector dimensions.

The gas volume of the detector will be contained in a gas vessel made of acrylic
glass. Inside the vessel, there will be two field cages with a length of 500 mm, made
of two back-to-back TPCs separated by a central aluminised mylar cathode. The
two end-caps will have an active area of 1 m2 surface each, and both of them will be
readout by a matrix of 3× 3 modules of 33× 33 cm2 area, each one equipped with



152 7. The CYGNO experiment

Figure 7.10. Rendering of the CYGNO PHASE_1 detector. Figure from Ref. [208].

the same readout of the LIME prototype: a triple GEM stack, a sCMOS sensor,
and four PMTs.

The DAQ system, needed to be able to collect data from the cameras and the
photodetectors, will have to handle a camera exposure from 0.2 to 1 second (1 to 5 Hz
frame rate), approximately 10 MB of data per picture (5 MP, 16 bits/pixel), and the
12-bit digitization of photodetector waveforms at ∼ 250 MS/s in ≲ 1 µs windows.
The fast signals from the PMTs could be used to trigger the acquisition of the
sCMOS sensors. However, different possible trigger schemes are under assessment,
even with the possibility of running in trigger-less mode.

However, in order to be able to deal with the fast signals of the PMTs, digi-
tization boards are being considered. With this expected setup, in order to not
be limited by the throughput to the disk, typically limited to O(200 MB/s), some
preselection of the images, processed for instance by a farm of CPUs, would be
needed.

Different shielding options are also still under debate. For instance, the use of
lead would reduce the experiment dimensions: however a GEANT4 based Monte
Carlo simulation of the whole apparatus in Fig. 7.10 showed that this configuration
would require archeological lead in order not to induce additional background from
the shielding, therefore largely raising the cost of this layer. A compromise solution
for the shielding has been found, namely a layer of 2 m of water and 5 cm of copper.
This setup is able to reduce by a factor of 10−7 the external photons and by a factor
of 5 × 10−5 the external neutrons: the number of expected ERs in the active volume
is expected to be below 103 cpy (counts per year) with O(1) cpy NRs in the 1-20
keV range.

A study aiming at the background evaluation for the PHASE_1 detector showed
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Figure 7.11. Rendering of the CYGNO PHASE_2 possible detector layout. Figure from
Ref. [208].

that, in the 0-20 keV energy range, O(106) ERs per year and O(103) NRs per year are
expected in the sensitive volume. The CYGNO experiment and its prototypes are
the first detectors employing an sCMOS camera for DM searches. This is the reason
why the intrinsic background of the sCMOS sensor has never been determined in this
context, and, for this purpose, a collaboration with the sCMOS camera producer
companies and with LNGS Services has been established.

CYGNO PHASE_2

A bigger CYGNO detector with an O(30−100m3) volume would have the sensitivity
needed to give a significant contribution to the DM searches in the mDM ≲ 10GeV
mass region, both for the SI and the SD interaction. In addition, in the case in
which a signal incompatible with the ordinary matter interactions is detected, the
directional capabilities of the detector would be fundamental to confirm the spatial
origin of the detected signal and its properties.

In Fig. 7.11 a 30 m3 sensitive volume possible apparatus that would fit, together
with all its shields, into LNGS experimental Hall C is shown.

In order to build such a big detector with the CYGNO experimental approach,
a properly scalable design, an improved readout system, and better materials are
required. A list of possible improvements would include, for instance:

• the development of a custom sCMOS sensor, fulfilling the CYGNO require-
ments (low noise, high sensitivity, reduced intrinsic radioactivity, lower pro-
duction cost);
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• the reduction of the internal background due to the detector material radioac-
tivity;

• the characterization of different gas mixtures to improve the tracking perfor-
mances and the sensitivity to low energy releases.
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Chapter 8

Future perspectives

In the previous chapters, we showed the state-of-the-art of the DM direct detection
searches. We developed phenomenological studies stressing the importance of the
Migdal effect in LAr experiments, and we carried out the analysis of the DarkSide-
50 experiment with an innovative tool. Our conclusions, thanks also to the inclusion
of the Migdal effect, are that DarkSide-50 has currently the world best sensitivity
in the DM low mass region. Finally, we introduced the CYGNO experimental
approach, with the aim of using it to get the first measurement of the Migdal effect
in nuclear scattering.

The goal of this chapter is to close the loop of the work done so far: after a
brief description of the available sensitivity projections for the future upgrades of
the CYGNO and DarkSide projects, outlined in Sec. 8.1 and Sec 8.2, respectively,
we will conclude the chapter addressing, in Sec. 8.3, the possibility of measuring the
Migdal effect in NR interactions with the CYGNO experiment or its prototypes.

8.1 Preliminary study of the sensitivity of the CYGNO
experiment

In this section, we will illustrate the preliminary study we developed to assess the
expected sensitivity of CYGNO PHASE_2 to DM searches in the Bayesian approach
and the tools developed to evaluate it. Since the definitive assessment of the actual
size of the background levels, the detector response, and the angular resolution of
the CYGNO approach is still under evaluation, the preliminary analysis shown in
this section is based on simplistic assumptions yet to be confirmed by the R&D
activities.

Even if the CYGNO approach allows us to measure the energy spectrum and
the angular spectrum of the tracks simultaneously, and both will be used in the
future analyses, this sensitivity study, for the sake of simplicity, will only consider
the angular information. This is a first-order approximation, in the sense that the
angular discriminating power is significantly stronger than the energy spectrum
shape. The angular spectrum of the background has been assumed to be isotropic
in the Galactic coordinates; on the other hand its energy spectrum, which depends
on the materials used for the detector and the shielding materials, is instead difficult
to predict.



156 8. Future perspectives

Figure 8.1. Angular distribution of DM induced events in the Galactic coordinates as a
result of a MC simulation. The left plot shows a 10 GeV/c2 DM signal on a helium
target, while the right plot shows a 100 GeV/c2 DM signal on a fluorine target.

The energy threshold is relevant for the determination of the signal angular
distribution, because it is required for the events to be selected. In this sensitivity
study, we considered two possible scenarios: a conservative 1 keVee threshold, based
on the published results [219], and a realistic 0.5 keVee threshold, as suggested by
the performances obtained with the new camera of the PHASE_0 LIME prototype,
see Sec. 7.4. The quenching factor for the elements in our gas mixture - including
hydrogen, since, as already mentioned, studies on hydrogen rich gas mixtures to
improve the tracking performances are ongoing - has been evaluated by means of a
SRIM simulation. The quenching factor is indeed needed to convert the electronic
recoil energy into nuclear recoil energy. The quenching factors for H, He, C, and F in
He/CF4 60/40 and at 1 atm resulted to be in the range 10%-30% for E[keVee]=100
eV and 60%-90% for E[keVee]=100 keV. These in turn resulted in an effective energy
thresholds of 1.4 (0.8) keVnr for H, 2.1 (1.2) keVnr for He, 3.1 (1.8) keVnr for C and
3.8 (2.2) keVnr for F for 1 (0.5) keVee energy deposits.

Taking into account the above results, we computed the signal angular distribu-
tion in the Galactic coordinates [55,220,221]. For this purpose, the effects induced
by motion of the Earth has been neglected, having a marginal impact on the angular
distribution. In Fig. 8.1, we show the DM NR signal distributions in the 2D Galac-
tic coordinates. These distributions strongly depend on three quantities: the mass
of the DM particle, the mass of the target element, and the energy threshold. In
particular, they are more peaked at low masses and more spread at heavier masses,
where there is no angular region forbidden by kinematics.

For this analysis, we decided to assess the 90% C.I. sensitivity on pseudo-datasets
generated by extracting events according to the expected angular spectra and by
adding the detector response effects. Since the CYGNO’s angular resolution is still
under evaluation, we assumed an angular resolution of 30◦ in the whole detectable
range, as it is suggested in literature [222] and by the CYGNUS simulation [184].

A flat prior distribution of the number of expected signal events µs, which is
one of the parameter of the likelihood, between 0 and 1000 is used: the number
of events is a non-negative defined variable, and the upper limit of 1000 events
is considered to be reasonable, since, due to the current results in the DM direct
detection searches, it is hardly believable that more than 1000 events per year would
be produced in the CYGNO detector.

The number of expected background events for CYGNO PHASE_2 can not
easily be predicted at this stage of the project. In order to address this problem,
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different possible background hypotheses, exploring different orders of magnitude,
are simulated, corresponding to 100, 1000 and 10000 events. The sensitivity projec-
tions for a greater background event rate can be easily obtained by extrapolating the
results of this analysis. For the number of background events µb, another parameter
of the likelihood, a Poisson prior is adopted.

For each possible value, the actual number of events in the pseudo-data spec-
trum is randomly extracted from a Poisson distribution. For each of these events,
a direction is also randomly sampled from the background angular isotropic distri-
bution, and a resolution Gaussian smearing is applied. To avoid possible biases
induced by the fluctuations of the extracted pseudo-dataset, 500 data samples has
been analyzed, and the average 90%C.I. upper limit on the signal cross-section has
taken as the final value.

The likelihood of the detected events, evaluated on each data sample, is defined
as

p(D|µs, µb) = (µb + µs)
Nevte−(µb+µs)

Nbins∏
i=1

[(
µb

µb + µs
Pi,b +

µs
µb + µs

Pi,s

)ni 1

ni!

]
(8.1)

where

• D = {ni} is the dataset;

• ni is the number of events of the i-th bin;

• Nevt is the total number of events of the data sample;

• i is an index running over the bins of the histogram in the 2D angular Galactic
coordinates;

• µ is the expected signal (µs) or background (µb) events;

• Pi,x is the probability that a certain event is observed in the i-th bin, according
to the model x (background or signal): this marginalized probability takes into
account the theoretical angular distribution, the smearing caused by resolution
effects, and which element is hit during the primary interaction, see 8.2.

The posterior probability is computed using JAGS.
The top part of Fig. 8.3 shows the expected limits on the SI DM cross-section for

a 30 m3 CYGNO PHASE_2 experiment with 3 year exposure in the different back-
ground scenarios defined above, assuming a 1 keV energy threshold. The lower part
of Fig. 8.3 is instead obtained assuming a threshold of 0.5 keV; the plot also shows
the results for an hydrogen-rich gas mixture with 2% isobutane (C4H10) content.

The different nuclear composition of the gas mixture is reflected by the shape of
the limits in Fig. 8.3. The sensitivity is such that, as expected, the lower DM mass
that can be detected is reached in the 0.5 keVee energy threshold configuration.The
kink on the curve at ∼ 0.9 GeV/c2 corresponds to the transition from hydrogen
dominated to helium dominated recoils, and, at 3 GeV/c2, from helium to fluorine
dominated recoils. Since the Carbon amount (8%) is too small, it cannot produce
an appreciable effect on the sensitivity curve.
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Figure 8.2. Relative NR detection probability as a function of the DM mass for different
target elements and for both the SI (top) and SD (bottom) couplings. These results
have been obtained including the quenching factors and with an energy threshold of 1
keVee. Figure from Ref. [208].
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Figure 8.3. Sensitivity to SI DM-nucleon cross-section for 30 m3 CYGNO detector with
3 years exposure for different background level assumptions. The top plot has been
obtained with a 1 keV threshold, while the bottom plot has been obtained with a 0.5 keV
threshold. The dashed curves correspond to a HeCF4 60/40 gas mixture with Nbkg =
100 (black), 1000 (red) and 10000 (dark green), while the dotted curves correspond to a
HeCF4:isobutane 58/40/2 gas mixture. In the plot the current bounds from XENON1T
(violet) [61], XENON1T S2 analysis (blue) [164], DarkSide (cyan) [1], CRESST-III
(orange) [223] and CDMSLite (green) [224] are reported. The densely dotted curves show
the future expected limits of SuperCDMS Ge (green) [225] and CRESST (orange) [226].
The light gray regions are the DAMA results [227], and the different gray curves are
the neutrino floor for different target elements [228]. Figure from Ref. [208].
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Figure 8.3 shows a promising sensitivity in every configuration considered here.
Therefore, due to its directional capabilities, CYGNO could provide the galactic
origin of the detected signal, providing a decisive evidence of a positive identification
of a DM signal.

Due to the presence of fluorine in the gas mixture, CYGNO PHASE_2 is ex-
pected to be also sensitive to the SD interactions. The upper plot of Fig. 8.4
displays the expected limits on the SD DM cross-section, showing the potential to
put constraints in a DM mass region which has not been yet excluded by the PICO
experiment [229]. Finally, the possibility of having a 0.5 keVee threshold and adding
a small amount (2%) of a hydrogen-rich gas like isobutane would allow having access
to a low DM mass region which will be inaccessible even by the future upgrade of
PICO.

The preliminarily estimated sensitivities of CYGNO PHASE_2 suggest how this
experiment could have a very important role for the dark matter direct detection
searches in the low mass region, both for the SI and the SD interactions [208].

8.2 Sensitivity projections for the DarkSide-20k exper-
iment

The DarkSide-20k experiment will be the next upgrade of the DarkSide project. It
will be built and commissioned in Hall C at LNGS, it will operate for a minimum of
10 years, and much of its design parameters are based on the successful experience
of constructing, commissioning and operating the DarkSide-50 experiment, in a
background-free mode. The detector is designed to have a dual phase LAr TPC,
characterized by a 51.1t underground LAr mass, much larger than the (46.4±0.7)kg
constituting the DarkSide-50 TPC. Also in this case, the overall structure will be
concentric, with the TPC surrounded by the neutron veto. However, as it is shown
in Fig. 8.5, a novelty with respect to DarkSide-50 is that the neutron veto and the
TPC are integrated into a single mechanical unit, which is depicted in detail in
Fig. 8.6. This unit is in a common bath of low radioactivity argon, and is separated
from the atmospheric argon of the main cryostat by a titanium vessel.

The material used for the neutron veto will be the Gadolinium-loaded poly-
methylmethacrylate (Gd-PMMA), and layers of the Gd-PMMA will be placed
around the entire TPC. In this material, the neutron capture process is highly
efficient, with a capture resulting in the emission of several photons with a total
energy of 7.9 MeV. Both the thickness and the concentration of Gadolinium in the
Gd-PMMA are designed to achieve a neutron capture inefficiency of < 1%. The
Gd-PMMA are positioned in an octagonal shape made up of 8 vertical panels of
15 cm thickness and two end caps of 15 cm thickness. The 8 vertical panels also
have the role of lateral walls of the TPC.

Outside the Gd-PMMA layers, between them and the titanium vessel the space
is filled with a 40 cm of UAr, to ensure the production of enough scintillation light
from the neutron capture γ-rays in the case in which they do not reach the TPC.
All the surfaces in contact with this outer UAr will be covered by a reflective foil
and a wavelength shifter. In order to detect the scintillation light produced in this
UAr volume, the surface of the Gd-PMMA is instrumented with an array of Silicon
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Figure 8.4. Sensitivity to SD DM-proton cross-section for 30 m3 CYGNO detector with
3 years exposure for different background level assumptions. The top plot has been
obtained with a 1 keV threshold, while the bottom plot has been obtained with a 0.5
keV threshold. The dashed curves correspond to a HeCF4 60/40 gas mixture with Nbkg

= 100 (black), 1000 (red) and 10000 (dark green), while the dotted curves correspond
to a HeCF4:isobutane 58/40/2 gas mixture. In the plot the current bounds from PICO
(purple) [229], DRIFT (orange) [230], NEWAGE (cyan) [231] are reported. The light
gray region is the DAMA result [227], and the dotted line is the neutrino floor for
C3F8 [229]. Figure from Ref. [208].
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Figure 8.5. Top: Rendering of the DarkSide-20k experiment, which will be placed in
Hall C at LNGS. The red ProtoDUNE-like cryostat will contain the detector and the
cryogenic system. Bottom left: cross-section of the cryostat, with the Gd-PMMA in
green and the titanium vessel in gray. Bottom right: external view of the TPC and
veto with full assembly features. Figure from Ref. [232]
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Figure 8.6. Drawing of the inner detector. The TPC and the Veto are contained in the
titanium vessel hosting the UAr target. Figure from Ref. [232]



164 8. Future perspectives

PhotoMultipliers (SiPMs), for a total SiPM geometrical coverage of 3.2 %.
The TPC volume is therefore a prism with a right octagonal base. The height of

the prism is designed to be 348cm, while the base is such that the circle inscribed in
the octagon has a diameter of 350cm. The top and the bottom caps of the TPC are
made of pure, transparent, acrylic (PMMA). The electrodes and the drift field in the
TPC will be obtained by coating the inside of the bottom cap (cathode), the inside
of the top cap (anode) and the inside walls (field cage) with Clevios, a transparent
conducting polymer. Just below the anode, a gas phase of 7 mm thickness will be
maintained, and, below the liquid surface, a grid of wires will act as the extraction
grid. The inner walls are then covered with high reflectivity reflectors, and all the
inner surfaces are coated with TPB acting as the wavelength shifter. Finally, the
scintillation light produced inside the TPC is detected by planes of SiPMs placed
between the PMMA caps and the Gd-PMMA caps. This is one of the greatest
differences with respect to DarkSide-50, which, instead, was instrumented with
PMTs.

The sealed, vacuum capable, titanium vessel containing the detector will be
immersed within a bath of 700 t of liquid AAr, which will act as shield and outer
veto detector. The AAr is contained in a large ProtoDUNE-like membrane cryostat,
see Ref. [233] for details.

DarkSide-20k is designed to have ultra-low background. Besides the external
background coming from the cave and the residual cosmic rays, which will be ve-
toed and removed by the outer ProtoDUNE-like cryostat, other background sources
will be the residual radioactive isotopes present in the materials used to build the
detector. Whereas the β and α particles produced by the decay of a radioactive
isotope can contribute to the background only if it is in contact with the LAr tar-
get, the gammas and the neutrons produced after a spontaneous fission or an (α,
n) interaction can induce events inside the TPC from more distant sites. In addi-
tion to this internal contamination, additional background contributions could be
induced by cosmogenic activation of the materials during manufacturing, storing or
transportation.

The experiment is foreseen to reach a very high sensitivity to DM-nucleon cross-
section. The most recent projection assumes a 10yr run, corresponding to a fiducial
volume exposure of 200 t yr and is reported in Fig. 8.7. The radiogenic NR back-
ground spectra in the fiducial volume used for the analysis, estimated from current
data and dedicated MC simulations, are reported in Tab 8.1, and also the irre-
ducible neutrino background from coherent scattering off nuclei has been included.
This preliminary analysis, restricted to the nominal fiducial volume, shows that
the projected sensitivity is 6.3 × 10−48 cm2 for the 90% C.L. exclusion limit and
2.1 × 10−47 cm2 for the 5σ discovery of a 1 TeV/c2 DM particle. DarkSide-20k is
foreseen to start its data taking in 2025.
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Figure 8.7. Sensitivity projections of DarkSide-20k to DM spin independent interactions
for hypothetical different lengths of runs shown compared to the nominal sensitivity of
currently funded experiments LZ (2.7 yr run, 15.3 t yr exposure [234]) and XENONnT
(5 yr run, 20 t yr exposure [235]) that are expected to have the highest performances in
the next few years. The run time of DS-20k will be 10 yr, corresponding to a fiducial
volume exposure of 200 t yr. The green shaded area represents the XENON1T [61]
excluded region, the gray shaded region is the neutrino floor for argon [236], and the
turquoise filled contours are the 1, 2, and 3σ favored regions constrained by astrophysical
measurements and the LHC data at 13 TeV [237]. Figure from Ref. [232].

Background Bg events [200 t yr]−1

(α,n) neutrons from U and Th 9.5× 10−2

Fission neutrons from 238U < 2.3× 10−3

Neutrons from 222Rn diffusion and surface plate-out < 1.4× 10−2

Cosmogenic neutrons < 6.0× 10−1

Neutrons from the lab rock 1.5× 10−2

Random surface α decay + S2 coincidence < 5.0× 10−2

Correlated ER + Cherenkov < 1.8× 10−2

Uncorrelated ER + Cherenkov < 3.0× 10−2

ER < 1.0× 10−1

Table 8.1. Radiogenic NR background levels expected in the fiducial volume during the full
DarkSide-20k exposure, estimated from the current data and dedicated MC simulations.
The results are given in terms of events surviving the veto cut, the fiducial volume cut
and the Pulse Shape Discrimination (PSD).
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Figure 8.8. Graphical representation of the signature proposed in Ref. [239] to measure
the Migdal effect. Figure from Ref. [239].

8.3 Measuring the Migdal effect with CYGNO
In Chap. 3 we illustrated the Migdal effect and its importance in the context of the
direct detection of low mass DM candidates. However, even if the Migdal effect is
expected in the Standard Model, it has not been measured yet in nuclear scattering:
a compelling question is therefore if direct detection experiments are able to observe
it. Indeed, several DM experiments [62, 66, 87–92] have recently started to exploit
the Migdal effect including it in their analyses and extending their reach into the
sub-GeV mass regime. Similar to DM searches, the exploitation of the Migdal effect
in the coherent neutrino-nucleus scattering process can increase the sensitivity to
Solar neutrinos detection [3]. For all these reasons we believe the experimental
observation and measurement of the Migdal effect is of paramount importance and
timely for current and future DM searches and solar neutrino spectroscopy. Parallel
to other experimental proposals [238] to measure this effect, we believe that the
experimental approach developed within the CYGNO experiment for directional
DM searches to be nicely suited (with a dedicated optimisation) to perform this
measurement.

In this section, we will then investigate the possibility of measuring the Migdal
effect with a detector based on the CYGNO approach exposed to a neutron source.
In fact, since the measurement requires a detector with a good 3D position and
energy resolution, we will focus on the possibility of performing the measurement
at LNF or at CERN with the CYGNO PHASE_0 detector, i.e. the 50 L LIME
prototype, which fulfills these requirements.

The signatures that can be exploited for this purpose are mainly two. The first
one, that was proposed in Ref. [239], is illustrated in Fig. 8.8 and can be explained
as follows:

1. the elastic scattering of the neutron on an heavy nucleus like Ar or Xe can
induce a nuclear recoil with energy ENR;

2. a Migdal electron with energy Ee can be emitted: the recoiling nucleus and
the Migdal electron are detected as a single cluster A;
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3. if the emitted Migdal electron comes from the K-shell, a monochromatic X-
ray of energy Edex can be emitted as a consequence of the de-excitation, with
a probability given by the K-shell fluorescence yield of the target atom: the
X-ray is absorbed in a distance of O(cm) from cluster A, resulting in another
detected cluster B;

4. additional multiple Auger electrons and X-ray photons, with a total energy
of Enl − Edex, are emitted for energy conservation, and are indistinguishable
from cluster A.

For the Ar atoms, the monochromatic X-ray has an energy Edex ∼ 3 keV, with a
fluorescence yield fAr = 0.14, while, following as usual Ref. [3], the Migdal branching
ratio is expected to be 7.2 × 10−5 assuming qe = 511 eV/c. For what regards the
characteristics of the incoming neutron, several possibilities are being considered
as neutron sources. A good candidate is the Frascati Neutron Generator (FNG)
Facility [240] at LNF, which can produce 14.1MeV neutrons with a rate of 1011 n/s
from deuteron-deuteron reactions or 2.5 MeV neutron with a rate of 109 n/s from
deuteron-triton reactions. Besides having the possibility of using different neutron
energies, in order to optimize the measurement sensitivity it would be possible to
regulate the distance of the target from the neutron source, which in turn is located
in a 130 m2 hall to minimize the neutron background due to the reflections. From
a quantitative point of view, assuming the 2.5 MeV neutron source, we expect, for
the X-ray signature, the following number of events,

Nevents = NT ΦσAr fAr q
2
e BRME ≃ 400day−1, (8.2)

where NT is the number of target nuclei, Φ is the flux for a 2.5 MeV neutron
source at a distance of around 3 m, σAr is the n-Ar scattering cross-section for a
2.5 MeV neutron, fAr is the fluorescence yield, qe is the electron momentum in the
nucleus rest frame immediately after the neutron collision, and BRME is the Migdal
branching ratio (considering only the most internal shell). With this expected rate,
as highlighted in Ref. [239], the expected exponential distribution for absorption
length of the X-ray should help to reject flat neutron multiple scattering or the
distribution for accidental backgrounds. However, as recognized in Ref. [239], due
to the very high spatial resolution that can be reached with LIME, if the Migdal
electron is emitted with enough energy to produce an ER track distinguishable
from the NR cluster, the directionality could be used as additional information to
reduce both the gamma and the neutron backgrounds: the angular distribution of
the Migdal electron from the K-shell indeed goes as cos2 ϕ, where ϕ is the polar
angle with respect to the direction of the recoiling nucleus.

Another good candidate as a neutron source is neutron beam of the neutron
Time-Of-Flight facility (n_TOF) [241] at CERN. This facility provides a neutron
pulse every 1.2 s, or multiples of this intervals, emitted as a consequence of the
spallation reactions induced by a 7×1012 protons 20GeV/c pulse hitting a fixed lead
target. The charged particles produced during the collisions are deflected away by
means of a magnet field, and the neutron beam is shaped thanks to two collimators
along the beam line. In the O(0.1− 10 MeV) energy range, the neutron flux of the
facility, as determined by the n_TOF collaboration, is of the order of 106 neutrons
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Figure 8.9. Simulated event with a 100 keV He nuclear recoil and a 30 keV electronic
recoil starting from the same vertex.

per bunch. A prompt component of ionizing particles arrives at the experimental
area, which is located at 182.3 m from the spallation target and has a length of
7.9 m, along with the neutron beam. These particles are mainly the photons and
the residual charged particles produced at the spallation target, and the halo of
photons and charged particles produced by the interactions of the neutrons and
high energy photons with the second collimator. The interesting feature is that all
these particles are observed as a prompt signal, with a time of flight below 1µs. It is
therefore in principle possible to exploit the bunched structure of the neutron beam
for a proper DAQ and trigger scheme, in order to greatly reduce the background
coming along with the neutrons. In particular, it would be possible to trigger the
sCMOS camera acquisition synchronizing it with the beam clock. For the X-ray
signature at n_TOF we expect Nevents ∼ 480 day−1.

The second possible signature is just the detection of the Migdal electron, ex-
ploiting all the atomic shells. This signature is detected as a NR track and an ER
track starting from the same vertex. The Migdal emission probability in this case is
larger, since now we are sensitive to the contribution of the external shells. In addi-
tion, since the X-ray emission is not required, a He target could be used. However,
this needs good tracking capabilities to be able to resolve events like the one shown
in Fig. 8.9, in which a MC simulated event with a 100 keV He nuclear recoil and a
30 keV electronic recoil starting from the same vertex is illustrated. In general, this
should be possible for large nuclear recoil energies and for electron recoil energies
down to ∼ 5 − 10 keV. The right plot of Fig. 8.10 shows the number of events per
day as a function of the nuclear and electron recoil energy for a mixture 60:40 of
Ar:CF4 and a neutron source of 2.5 MeV at 3 m. Integrating from a nuclear recoil
energy of 100 keV to Emax

R and from Ee of 5 keV to Emax
e , we obtain ∼ 600 events

per day. The left plot of Fig. 8.10 shows similar results for a 60:40 mixture of
He:CF4, leading to ∼ 350 events.

In order to get the achievement of performing the measurement of the Migdal
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Figure 8.10. Double differential rate for neutron scattering on ArCF4 (left) and HeCF4

(right).

effect, some work is therefore needed:

• to assess the real feasibility of the measure by means of the detector
simulations: we are working on signal and background simulations in order to
define the optimal detector configuration. We already developed a simplistic
simulation of a possible experimental setup. Such a simulation will be further
refined including a detailed description of the detector, of the experimental
environment, and of the background sources.

• to choose the most suitable gas mixture: in fact, from first order com-
putations, with respect to the He-based mixture which is currently employed
for the tests by the collaboration, heavier noble gasses seems to be preferred.
Tests with Ar:CF4 mixture in LIME are currently going on in order to char-
acterize the detector response with a different gas mixture.

• to choose the best solution for the neutron source: in fact, even if
for our previous estimates we considered the 2.5 MeV FNG source and the
n_TOF facility at CERN, an AmBe source is also going to be taken into
account. For all these neutron sources, a photon background (which is the
main background for the measurement), with an intensity depending on the
specific source, is expected. Therefore, a more detailed study, with the help
of some simulation, is needed to make the right choice.

• to develop an appropriate trigger system and analysis strategy: since
the process we are looking at is very rare, a well suited trigger system is needed
to select only the desired events and remove the expected high number of
background events. In particular, a refined analysis strategy to tag the events
is needed, and this would be even more challenging if the He:CF4 gas mixture
is chosen, since in that case the X-ray signature will be absent.
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Conclusions

Establishing the nature and the properties of dark matter is one of the most open
and discussed problems of contemporary physics. However, up to this day, no incon-
trovertible evidence of dark matter particles has been found yet. Several and very
different experimental techniques have been developed in order to be able to de-
tect dark matter on Earth. The direct detection experiments, studying the possible
recoils that the dark matter particles should induce mainly in the atomic nuclei, pro-
duced very strong constraints on the dark matter interaction cross-section. In this
context, many experimental approaches have been developed, each of them giving
their best performances for different possible values of the dark matter mass. The
region explored with the highest sensitivity by the noble liquids TPC experiments
is the mDM ≳ 1− 10 GeV/c2 region.

Within this context, we contributed to the conclusive analysis of the DarkSide-
50 experiment. For this purpose, we developed an innovative analysis tool in the
Bayesian approach that is able to reproduce the detector response in a semi analyt-
ical way. With respect to the previous 2018 analysis [1], the DarkSide-50 observed
sensitivity benefits from the better understanding of the the detector response model,
the background contaminating the experiment, and the optimized data selection.
The result presented in this thesis represents the world’s best bound on DM spin
independent (SI) cross-section in the mDM = [0.7, 4.7] GeV/c2 mass region, being
able to exclude at 90% Credible Interval a cross-section σSIDM = 2.2× 10−43 cm2 at
mDM = 4.5 GeV/c2. In addition, introducing the Migdal effect in the analysis, we
were able to extend the sensitivity of the experiment to lower dark matter masses,
up to 60 MeV/c2, where, again, DarkSide-50 revealed to currently set the world’s
strongest bound. Indeed, the scattering of dark matter particles in the low mass
range is a challenging task: for a DM particle with a mass in the sub-GeV region,
the typical energy transfer is below the experimental threshold. Nevertheless, due
to the Migdal effect, after a nuclear recoil induced by dark matter, as a consequence
of the perturbation of the electron cloud, an electron of the recoiling atom can be
excited and ionized. We computed the Migdal effect rate for hydrogen, helium and
argon atoms, demonstrating that, in the specific case of a liquid argon target, the
Migdal effect is able to extend the experimental sensitivity to lower DM masses by
more than an order of magnitude, up to tens of MeVs.

This analysis, which focused on WIMP-like DM induced interactions, will be
extended to other possible kind of interactions, as we mentioned in Sec. 6.6. In
parallel, the collaboration is working on the development and construction of the
next upgrade of the experiment, called DarkSide-20k, which, with an expected
exposure of 200 tyr assuming a 10 yr run, will allow reaching a ∼ 10−48 cm2 DM SI
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sensitivity at O(100 GeV/c2) DM masses.
Finally, the CYGNO experiment, based on a gaseous TPC detector with optical

readout, will be a complementary experiment with respect to the DarkSide experi-
ment: thanks to its lighter target atoms and high 3D position resolution, it will be
able to access the direction of the nuclear scatterings and potentially distinguish the
DM induced recoils from the irreducible neutrino coherent scattering background.
Thanks to its good properties, we believe that the CYGNO approach is suitable for
a measurement of the Migdal effect induced by neutrons. Indeed, up to this day,
the Migdal effect has been measured only in α and β decays, and its verification
in nuclear scattering would be a strong confirmation of the results obtained by the
direct detection experiments. However, the feasibility of this measurement must be
furthermore studied, and in particular, since the process we are looking for is pre-
dicted to be very rare, the following steps will be pursued: developing dedicated and
detailed detector simulations; choosing the most suitable gas mixture; choosing the
best solution for the neutron source to be used for the measurement; developing an
appropriate trigger system and analysis strategy. The CYGNO project is currently
finishing its R&D phase, and the collaboration is planning to build a large detector
with an O(30−100 m2) volume which is expected to have a competitive sensitivity
in the mDM ≲ 10 GeV/c2 mass region, as we showed with the analysis illustrated
in Sec. 8.1.

We expect that, with the commissioning of better and better experiments, in
the next decades dark matter direct detection searches will be able to exclude DM
interaction cross-sections of O(10−48 cm2) in the O(10 − 100 GeV/c2) DM mass
region. With such sensitivities, the new experiments would have to deal with the
background from the coherent scatterings induced by the solar neutrinos, and thus
the capability of measuring the directionality of the recoils, which is a significant
feature of experiments like CYGNO, will be an important handle to discriminate
this contribution from a DM signature.
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