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We performed highly resolved one-dimensional fully compressible Navier-Stokes simu-
lations of heat-release-induced compression waves in near-critical CO2. The computational
setup, inspired by the experimental setup of Miura et al., Phys. Rev. E, 2006, is com-
posed of a closed inviscid (one-dimensional) duct of 150 µm in length with adiabatic hard
ends filled with CO2 at initial pressures p∗0 = 1.00, 1.04, 1.40 p∗c , where p∗c = 7.3773 MPa is
the critical pressure of CO2 and the superscript (∗) denotes dimensional quantities. The
corresponding initial temperature values are taken along the pseudo-boiling line. Ther-
modynamic and transport properties of CO2 in near-critical conditions are modeled via
the Peng-Robinson equation of state and Chung’s Method. A heat source is applied at a
distance of 50 µm from one end, with heat release intensities per unit area, Ω∗, spanning
the range 103 − 1011 W/m2, generating isentropic compression waves for Ω∗ < 109 W/m2. For
higher heat-release rates such compressions are coalescent with distinct shock-like features
(e.g. non-isentropicity and propagation Mach numbers measurably greater than unity) and
a non-uniform post-shock state is present due to the strong thermodynamic nonlinearities.
The resulting compression wave intensities have been collapsed via the thermal expansion
coefficient, highly variable in near-critical fluids, used as one of the scaling parameters
for the reference energy. The proposed scaling applies to isentropic thermoacoustic waves
as well as shock waves up to shock strength Π = 2. Long-term time integration reveals
resonance behavior of the compression waves, raising the mean pressure and temperature
at every (near-acoustic) resonance cycle. This phenomenon is known in the literature as
“Piston Effect”. When the heat injection is halted, expansion waves are generated, which
counteract the compression waves leaving conduction as the only thermal relaxation pro-
cess. In the long term evolution, the decay in amplitude of the resonating waves observed in
the experiments is qualitatively reproduced by using isothermal boundary conditions. Fu-
ture efforts will focus on developing appropriate wall-impedance conditions for near-critical
fluids.

I. Introduction

I.A. Background

When a compressible fluid is thermally perturbed, a mechanical response is generated in the form of
waves,16,30 which are referred to by several authors as thermoacoustic waves. Depending on the inten-

sity of the heat release, such waves can range from isentropic compressions to shock waves.8 The amplitude
of the thus-obtained thermoacoustic waves is also expected to strongly depend on the initial unperturbed
state of the fluid. Moreover, very different responses can be observed in the case of ideal gases as opposed
to supercritical fluids. In particular, near-critical fluids are more sensitive to heat release, given their pe-
culiar thermodynamic features.5,32 These include a sudden drop in density when temperature is raised:
heavy fluid (pseudo liquid) transitions to lighter fluid (pseudo gas) following a “pseudo-boiling”1 process,
during which thermal diffusivity becomes evanescent due to the peak in isobaric heat capacity. Because
of this, heat transport in enclosed single-component near-critical fluids, thought to be exclusively linked to
molecular diffusion, was expected to be very slow compared to acoustic time scales. However, experiments
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by Nitsche et al.23 and Klein et al.,17 carried out under reduced gravity, have shown that in an enclosed
near-critical fluid small temperature changes propagate much faster than diffusion-only processes. Several
groups2,24,33 reproduced this phenomenon, eventually named Piston Effect (PE).33 According to the PE
theory, thermoacoustic waves generated by heat addition can heat up a closed volume sample on the acous-
tic time scales. This occurs via resonance of compression waves raising mean temperature and pressure
at every cycle, as shown by experiments of heat injection into closed gas columns.3,11,13 A large number
of numerical studies9,11,12,22,28,29,32,34 has also been carried out, relying on the van der Waals equation
of state, or interpolating thermodynamic quantities from the NIST19 database, or implementing linearized
equations of state.

I.B. Research aims

The goal of the present study is to investigate scaling properties of thermoacoustic waves in near-critical
fluids and also attempt to lay the theoretical foundation for acoustics in supercritical fluids. The current
work is inspired by the canonical investigation of Miura et al.,21 where measurements of density variations of
about 10−7 g/cm3 in amplitude from isentropic thermoacoustic waves were performed with an ultrasensitive
interferometer. This experiment has been also modeled with asymptotic matching techniques.4

We propose a gas dynamic approach in the interpretation of the PE, viewing all the heat-release-generated
waves as shock waves, regardless of their intensity. In order to accurately reproduce heat-release-generated
compression waves, we performed one-dimensional high-fidelity numerical simulations solving the fully com-
pressible Navier-Stokes equations. We rely on the Peng-Robinson26 equation of state (EoS), which has the
advantage of making analytical thermodynamic derivatives available, guaranteeing thermodynamic consis-
tency, and aiding the development of low order models.

We propose in this paper a general scaling of isentropic thermoacoustic wave amplitudes that stems out
of a dimensional analysis of the compressible Navier-Stokes equations, and differentials of thermodynamic
quantities, with a generic equation of state. We extend this scaling, derived from isentropic principles,
to heat-release-generated shock waves employing the isentropic exponent14 as an effective ratio of specific
heats γ̃. Finally, we show calculations capturing several resonance cycles of isentropic thermoacoustic waves
reproducing the experiments of Miura et al.21

This paper is organized as follows: the governing equations in dimensional form and the proposed ther-
moacoustic scaling, leading to their dimensionless form, are shown in section II. The problem formulation is
described in section III, which includes the numerical and computational setup. Finally, results are proposed
with a detailed discussion in section IV.

II. Thermoacoustically scaled governing equations

The one-dimensional compressible Navier-Stokes equations are reported in this section. We first show the
governing equations in dimensional form, then report the set of reference variables at the core of the proposed
thermoacoustic scaling. Finally, we present the governing equations made dimensionless accordingly.

II.A. Dimensional governing equations

The complete set of single-phase, one-dimensional compressible Navier-Stokes equations representing the
conservation of mass, momentum and total energy, read, respectively:

∂ρ∗

∂t∗
+
∂ρ∗u∗

∂x∗
= 0, (1)

∂ρ∗u∗

∂t∗
+
∂ρ∗u∗2

∂x∗
= −∂p

∗

∂x∗
+
∂τ∗

∂x∗
, (2)

∂ρ∗E∗

∂t∗
+
∂ρ∗E∗u∗

∂x∗
= −∂p

∗u∗

∂x∗
+
∂u∗τ∗

∂x∗
− ∂q∗

∂x∗
+ Q̇∗, (3)

where the superscript (∗) indicates dimensional quantities, t∗ is time, x∗ is the spatial coordinate, u∗ the
velocity, ρ∗ is the density, and p∗, T ∗ are the thermodynamic pressure and temperature. The specific total
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energy E∗ = e∗ + u∗2/2 is the sum of internal energy e∗ and kinetic energy u∗2/2. The Newtonian viscous
stresses are expressed according to Stokes’s hypothesis,

τ∗ =
4

3
µ∗
∂u∗

∂x∗
, (4)

and the heat flux is modeled with Fourier heat conduction,

q∗ = −k∗ ∂T
∗

∂x∗
, (5)

where µ∗ = µ∗(ρ∗, T ∗) is the dynamic viscosity and k∗ = k∗(ρ∗, T ∗) is the thermal conductivity. Finally, Q̇∗

is the volumetric heat release rate expressed in W/m3. No other source terms are considered. Equations
(1),(2),(3), with the thermodynamic closure given by the equation of state discussed in section III.A, and
with given initial and boundary conditions, can be numerically solved.

Energy conservation will hereafter be recast in forms suitable for deriving the proposed novel thermoa-
coustic scaling. From eq. (3), the definition of total energy and eq.s (1) and (2), one can derive the transport
equation for internal energy:

ρ∗
De∗

Dt∗
= −p∗ ∂u

∗

∂x∗
+ Φ∗ − ∂q∗

∂x∗
+ Q̇∗, (6)

where D/Dt∗ is the material derivative and Φ∗ the viscous dissipation function, given by

Φ∗ = τ∗
∂u∗

∂x∗
. (7)

Eq. (6) allows to write the evolution equation for enthalpy h∗ = e∗ + p∗/ρ∗ (not reported). The Gibbs
relation

ρ∗T ∗ds∗ = ρ∗de∗ − p∗

ρ∗
dρ∗, (8)

where s∗ is the specific entropy, together with eq. (6) allows to obtain the entropy transport equation,

ρ∗T ∗
Ds∗

Dt∗
= Φ∗ − ∂q∗

∂x∗
+ Q̇∗. (9)

Eq. (9) shows that the entropy will vary due to viscous dissipation, heat diffusion, and heat release. The
thermodynamic expression of the total differential of the internal energy for a compressible fluid, with a
generic equation of state,

p∗ = p∗(ρ∗, T ∗), (10)

reads

de∗ = c∗vdT
∗ −

(
c∗v
ρ∗α∗p

(γ − 1)− p∗

ρ∗2

)
dρ∗, (11)

with
a∗2T ∗α∗p

2

c∗p
= γ − 1 (12)

where c∗p and c∗v = c∗p/γ are the specific isobaric and isochoric heat capacities, respectively, and a∗ is the
speed of sound. Note that the term in brackets on the right hand side of eq. (11) is zero for an ideal gas.
When deriving eq. (11), the thermal expansion coefficient α∗p

α∗p = − 1

ρ∗
∂ρ∗

∂T ∗

∣∣∣
p∗

(13)

had to be introduced. As shown later, this term is the key to the proposed thermoacoustic scaling.
Eq. (6) can be combined with eq. (11) to get the temperature evolution equation

ρ∗c∗v
DT ∗

Dt∗
= −ρ

∗c∗v
α∗p

(γ − 1)
∂u∗

∂x∗
+ Φ∗ − ∂q∗

∂x∗
+ Q̇∗. (14)
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Differentiating eq. (10) yields

γ
dp∗

ρ∗a∗2
=
dρ∗

ρ∗
+ α∗pdT

∗, (15)

which combined with eq. (14) and (1) returns the evolution equation for pressure:

Dp∗

Dt∗
= −ρ∗a∗2 ∂u

∗

∂x∗
+
α∗pa

∗2

c∗p

(
Φ∗ − ∂q∗

∂x∗
+ Q̇∗

)
. (16)

II.B. Proposed thermoacoustic scaling

The first terms on the right hand side of eq. (14) and eq. (16) govern the inviscid isentropic response of
the fluid. This informs how isentropic perturbations should be scaled: the pressure should scale with ρ∗a∗2,
consistently with traditional linear acoustic theory, while changes in temperature should scale as (γ − 1)/α∗p.
This would allow to obtain, in the corresponding dimensionless equations, a unitary multiplicative coefficient
of the material derivative of pressure and temperature, and of the velocity divergence.

This heuristic inspection has inspired a new thermoacoustic scaling, outlined in the following. Scaling
parameters are hereafter indicated with a subscript “0”, which will coincide with the reference base or initial
state of the heat-release numerical experiments. Scaling of kinematic quantities reads

x =
x∗

l∗0
, t =

t∗

l∗0/a
∗
0

, u =
u∗

a∗0
, (17)

where l∗0 is an arbitrary reference length scale. The non-dimensionalization of thermodynamic variables reads

ρ =
ρ∗

ρ∗0
, T =

T ∗

(γ0 − 1)/α∗p0
, p =

p∗

ρ∗0a
∗
0

2 , (18)

in accordance with the aforementioned considerations. The dimensionless energy-related variables are

E =
E∗

c∗p0/α
∗
p0

, e =
e∗

c∗p0/α
∗
p0

, h =
h∗

c∗p0/α
∗
p0

, (19)

where the reference energy is chosen as c∗p0/α
∗
p0 . The dimensionless specific thermal coefficients are:

cp =
c∗p
c∗p0

, cv =
c∗v
c∗p0

. (20)

Remaining variables are normalized as follows

a =
a∗

a∗0
, αp =

α∗p
α∗p0

, µ =
µ∗

µ∗0
, k =

k∗

k∗0
. (21)

The energy source term, as shown in section IV.C, should be normalized as

Q̇ =
Q̇∗

(ρ∗0a
∗
0c
∗
p0/α

∗
p0)/l∗0

, (22)

allowing a self-similar collapse of the intensity of heat-release-induced compression waves.

II.C. Thermoacoustically scaled governing equations

Now we show the governing equations, made dimensionless based on scaling presented in section II.B, starting
with mass, momentum and total energy:

∂ρ

∂t
+
∂ρu

∂x
= 0, (23)

∂ρu

∂t
+
∂ρu2

∂x
= −∂p

∂x
+

1

Re

∂τ

∂x
, (24)
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∂ρE

∂t
+
∂ρEu

∂x
= −Ec

∂pu

∂x
+

Ec

Re

∂uτ

∂x
− γ0 − 1

Pe

∂q

∂x
+ Q̇, (25)

where the sonic Reynolds, Péclet, Eckert, and Prandtl numbers are, respectively:

Re =
ρ∗0a
∗
0l
∗
0

µ∗0
, Pe = RePr, Ec =

a∗0
2

c∗p0/α
∗
p0

Pr =
µ∗0c
∗
p0

k∗0
. (26)

The dimensionless evolution equations for temperature and pressure read, respectively,

ρcv
DT

Dt
= −ρcv

αp

γ − 1

γ0 − 1

∂u

∂x
+

Ec

(γ0 − 1)Re
Φ− 1

Pe

∂q

∂x
+

Q̇

γ0 − 1
, (27)

and
Dp

Dt
= −ρa2 ∂u

∂x
+
αpa

2

cp

(
Ec

Re
Φ− γ0 − 1

Pe

∂q

∂x
+ Q̇

)
. (28)

Dimensionless internal energy and entropy equations are here omitted for brevity.
By inspecting equations (27) and (28) it can be noted that the proposed thermoacoustic scaling results

in isentropic temperature perturbations not only being of the same order of, but also equal to pressure
perturbations. In fact, assuming isentropic flow yields

DT

Dt
= − 1

αp

γ − 1

γ0 − 1

∂u

∂x
,

Dp

Dt
= −ρa2 ∂u

∂x
, (29)

which linearized about the (dimensionless) base state γ = γ0, αp0 = ρ0 = a0 = 1, becomes

D[T ]

Dt
=
D[p]

Dt
= −∂[u]

∂x
, (30)

where square brackets indicate fluctuations or jumps about the base state denoted by subscript “0”. The
dynamics of fluctuations associated with compression waves will be analyzed in section IV.

III. Problem formulation

III.A. Fluid model

The Peng-Robinson26 equation of state (PR EoS) is chosen as real-fluid model because of its thermodynamic
consistency, simplicity, and accuracy for the parameter space explored in this study. The PR EoS relates
pressure p∗, temperature T ∗ and specific volume v∗ = 1/ρ∗ via

p∗ =
R∗uT

∗

v∗m − b∗m
− α∗m
v∗m

2 + 2v∗mb
∗
m − b∗m2 (31)

where v∗m = M∗mv
∗ is the molar volume, M∗m is the molar mass of the substance, and R∗ = R∗u/M

∗
m where

R∗u =8.314472 J ·mol−1K−1 is the universal gas constant. The other coefficients in eq. (31) are

α∗m (T ∗) = 0.45724
R∗u

2T ∗c
2

p∗c
α (T ∗) , α (T ∗) =

[
1 + β

(
1−

√
T ∗/T ∗c

)]2
, (32)

b∗m = 0.07780
R∗uT

∗
c

p∗c
, β = 0.37464 + 1.54226ω − 0.26992ω2 (33)

where ω is the acentric factor of the substance. The subscript “c” indicates thermodynamic quantities at
the critical point. Table 1 reports values of the aforementioned fluid model parameters relative to carbon
dioxide.19,27 Notice that an acentric factor of 0.225, rather than the most recent measured value19 of 0.22394,
should be used, as pointed out by Poling et al. [27, p. 2.26], since the former was the one originally used
when deriving the correlations in (32) and (33).

All of the thermodynamic derivatives required by the current study, here omitted for brevity, can be
computed directly, retaining full thermodynamic consistency, from eq. (31). In particular, they can be used
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fluid T ∗c (K) p∗c(MPa) ρ∗c(kg/m3) vm
∗
c(cm3/mol) M∗m(g/mol) R∗(J/kgK) ω

CO2 304.1282 7.3773 467.6 94.1189 44.01 188.92 0.225

Table 1. Fluid properties relative to carbon dioxide required by the PR EoS, with the exception of ρ∗c and vm
∗
c .

to compute any generic thermodynamic quantity with the thermodynamic departure functions.27 With this
approach, a first contribution at constant volume is given by assuming a thermodynamic transformation,
following ideal gas law, from T ∗ = 0 to T ∗, reaching the state (T ∗, v0∗) where v0∗ = R∗T ∗/p0∗ and p0∗ = 1
bar.20 Consequently, a volume integration, departing from the thus-derived ideal gas reference state, is
performed to the final state (T ∗, v∗). This strategy can be applied to compute, for example, the specific iso-
choric, c∗v(T

∗, v∗), and isobaric, c∗p(T
∗, v∗), heat capacities by merely correcting their ideal gas counterparts,

obtained from the polynomial fit given in the appendix of Poling et. al.27

260 280 300 320 340 360 380 400
T ∗ (K)

100

101

102

103

c∗ p
(k

J/
kg
·K

)

p∗

Figure 1. Comparison between the Peng-Robinson equation of state (solid lines) and data from the NIST database
(circles) for CO2 at p∗ = 1.01, 1.10, 1.20 p∗c . Density ρ∗ = ρ∗(T∗, p∗) on the left, and isobaric specific heat c∗p(T∗, p∗) on
the right, are shown as a function of temperature. On the left, density as given by ideal gas law for the same pressure
levels is shown with dashed lines.

The PR EoS is in acceptable agreement with data from the NIST database19 (figure 1) for CO2 at the
three selected pressures of p∗ = 1.01, 1.10, 1.20 p∗c and for temperatures higher than T ∗c . Figure 1 shows,
on the left, the rapid drop in density approaching the critical point and how, for high temperatures, CO2

behaves like an ideal gas. On the right, a very high thermal capacity in the near-critical region is shown.
Dynamic viscosity and thermal conductivity are estimated via Chung’s method,7,27 also in fair agreement
with NIST (figure 2) for CO2.

In the near-critical region, the PR EoS fails to capture the experimental value of the critical density,
being such equation tuned to the correct values of critical pressures and temperatures only, more easily
measurable than the critical volume.10 For carbon dioxide, in fact, the critical density predicted by PR EoS
is 400 kg/m3, which differs significantly from the experimental value ρ∗c = 467.6 kg/m3 (table 1).

Even if density corrections are available for cubic equations of state,20 in this work the original version
of the PR EoS is used. In fact the aim of this paper is not to reproduce exactly experimental measurements
or quantitatively capture the near-critical behavior of CO2, but rather to perform theoretical numerical
simulations, inspired by experimental investigations, serving as a test bed for the proposed thermoacoustic
scaling. Trying to modify the PR EoS to match critical densities would introduce unnecessary complications
at this stage and will be considered in future work.
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0
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∗

(P
a
·s
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Figure 2. Comparison between Chung’s method (solid lines) and data from the NIST database (circles) for CO2 at
p∗ = 1.01, 1.10, 1.20 p∗c . Thermal conductivity, k∗ = k∗(T∗, p∗), on the left, and dynamic viscosity µ∗ = µ∗(T∗, p∗), on the
right, are shown versus temperature.

III.B. Numerical setup

The fully compressible, highly parallelized Navier-Stokes solver, Hybrid, developed by Larsson,18 is used
for the simulations. The code relies on a high-order-accurate spatial discretization. Time advancement is
performed with a fourth order Runge-Kutta scheme. The CFL number is kept at 0.1 in all cases, resulting
in a time step ∆t∗ of the order of 0.01 ns. The high-order spatial reconstruction does not allow the presence
of underresolved gradients without spurious numerical oscillations, unless shock capturing is active. In this
work, however, the spatial resolution adopted is sufficiently high to resolve all gradients in the flow preventing
the appearance of spurious numerical oscillations, therefore resolving and not capturing the shocks.

The code solves for a single-phase flow, an acceptable approach since surface tension is negligible for
supercritical fluids.

III.C. Computational setup

III.C.1. Functional form for heat release

The computational setup chosen for the present study is illustrated in figure 3 and is inspired from the
experiment of Miura et al.21 It consists of a duct of length L∗ = 150 µm confined by adiabatic or isothermal
hard ends. Heat is applied at x∗ = 0 to the fluid with a spatial and temporal distribution given by

Q̇∗(x∗, t∗) =

Ω∗f∗(x∗) if 0 ≤ t∗ ≤ t∗f
0 if t∗ > t∗f

(34)

where Ω∗ (energy release per unit area per unit time) is a tunable parameter determining the strength of
the heat forcing. A step-like law is chosen in time: heat injection is active until t∗f = 0.1ms, after which it
is set to zero. The spatial distribution is determined by

f∗(x∗) =
1

σ∗
√

2π
exp

(
− x∗2

2σ∗2

)
(35)

which has dimensions of inverse of a length.
The heat source term has therefore the form

Q̇∗(x∗, t∗) = f∗(x∗)Ω∗(t∗). (36)
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Figure 3. Computational setup and spatial distribution of heat injection.

The function f∗(x∗) is a Gaussian distribution with unitary integral approximating a zero-thickness
theoretical planar heat source. The volume integral intensity of the heat injection is equal to Ω∗. The
thickness of the heat release distribution, 4σ∗, is chosen to be equal to 3 µm,21 which results in σ∗ = 0.75 µm,
which is very small compared to the length of the tube but comparable to the obtained shock thicknesses. The
very small thickness of the heated region could raise questions on the validity of the continuum hypothesis.
The Knudsen number relevant to the present problem is:

Kn =
λ∗

σ∗
(37)

where λ∗ is the mean free path of a Boltzmann gas, given by:

λ∗ =
k∗BT

∗
√

2πd∗2p∗
(38)

where k∗B = 1.38064852 · 10−23 J ·K−1 is the Boltzmann constant and d∗ = 3.3 · 10−10 m is the kinetic
diameter of CO2.15 At pressure and temperature p∗/p∗c = 1.01 and T ∗/T ∗c = 1.002 we obtain approximately
λ∗ = 1.167 nm, thus Kn = 1.556 · 10−3, which is still not in violation of the continuum hypothesis.

Using the thermoacoustic scaling proposed in section II.B, eq. (36) can be made dimensionless, yielding

Q̇(x, t) = l∗0f
∗(x∗)

Ω∗(t∗)

ρ∗0a
∗
0c
∗
p0/α

∗
p0

= f(x)Ω(t). (39)

III.C.2. Explored thermodynamic parameter space for initial conditions

symbol EoS p∗0/p
∗
c T ∗0 (K) a∗0(m/s) α∗p0(1/K) c∗p0(kJ/(kg ·K)) α∗p0T

∗
0

PR 1.00 304.12820530 237.33 3.96104 461.878 1204.66

PR 1.04 305.89789820 244.92 0.37584 45.950 114.97

PR 1.40 319.52551062 272.86 0.03980 5.991 12.72

IG 1.00 608.25640530 385.01 0.0016440 0.8404 1

IG 1.04 610.02609820 385.57 0.0016393 0.8404 1

IG 1.40 623.65371062 389.86 0.0016035 0.8404 1

Table 2. Initial conditions for the computational cases. The two PR and IG (ideal gas) EoS’ are used.

The choice of a∗0 and ρ∗0a
∗
0

2 as scaling parameters for velocity and pressure fluctuations is well-established
in linear acoustics, stemming from a simple inspection of the linearized isentropic equations. This choice is
still appropriate for real fluids, however the authors have noticed that scaling temperature fluctuations with
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the base temperature T ∗0 only yields similarity for an ideal gas, and it is not the most general choice for a
compressible fluid with a generic EoS. As shown in section II, the correct scaling parameter is (γ0 − 1)/α∗p0 .
To test this, we have selected initial conditions (base state) along the pseudo-boiling line.

Figure 4. Flooded contours of reduced density ρ∗/ρ∗c , in a reduced temperature T∗/T∗
c -pressure p∗/p∗c plot, with isolines

of α∗
pT

∗ (solid lines). The dashed line represents the locus of maxima of α∗
pT

∗ for different pressures, here chosen as

the pseudo-boiling line. The ideal gas region, on the right, is characterized by α∗
pT

∗ ' 1. Symbols represent initial
conditions used for the computations, also reported in table 2. Real-fluid and ideal-gas conditions are indicated with
filled red and white symbols, respectively.

Figure 4 shows flooded contours of density, where dark and light regions correspond to heavy pseudo
liquid and light pseudo gas, respectively. Those are divided by a pseudo-phase change region where the
properties change rapidly but continuously, indicating a gradual transformation in the supercritical region,
not abrupt as an actual phase change. Around this region the thermal expansion and the specific heat
coefficients reach their maximum, defining the so-called pseudo-boiling line1,25 or Widom line, while the
speed of sound reaches a minimum. We select the three base pressures p∗0 = 1.00, 1.04, 1.40 p∗c on the
pseudo-boiling line, thus defining the six initial base conditions described in table 2.

For each of the three selected pressures in table 2, heat injection intensities Ω∗ in the range 103 − 1011

W/m2 have been applied, bracketing the value of 1830 W/m2 used by Miura et al.21 and spanning 8 orders
of magnitude.

IV. Numerical results and discussion

The results section is divided into four parts: first, the generation of compression waves from heat release
is analyzed in section IV.A with a detailed description of the phenomena of the early time stages of evolution;
verification of the Rankine-Hugoniot jump conditions and a grid convergence study is then shown (section
IV.B); thermoacoustically scaled shock waves are shown in section IV.C. Finally, the long term evolution is
discussed in section IV.D.

IV.A. Compression waves generation

Heat release applied locally to a compressible fluid generates a confined region of hot expanding fluid,
mechanically compressing, as a piston would, the quiescent surroundings. Due to the compressibility of the
fluid, propagating compressions are generated. The spatio-temporal history of the generation and early-time
propagation of the compression waves from the heat release spot is shown in figure 5 for a mild heat release
of Ω∗ = 10 kW/m2. In figure 5 we can see, from left to right, the temperature rising in a quasi-isobaric post-
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Figure 5. Pressure, temperature and velocity (from left to right) at times t∗ = 1, 3, 8, 20, 30, 50, 70 ns for p∗0/p
∗
c = 1.00,

T∗
0 /T

∗
c = 1.00 and Ω∗ = 10 kW/m2.

compression state, and the antisymmetry of velocity fluctuations, together with the traveling temperature,
pressure and velocity jumps characteristic of compression waves. These compressions can be approximated
as acoustic waves traveling at the base speed of sound. For higher heat release rates, the post-compression
state is not isobaric and the waves are shocks with measurable departures from unitary Mach numbers.

IV.B. Verification against Rankine-Hugoniot jumps and grid sensitivity analysis

IV.B.1. Rankine-Hugoniot

(a) Momentum RH verification. (b) Enthalpy RH verification.

Figure 6. Validation for the numerical cases against Rankine-Hugoniot jump conditions.

Relative mass, momentum and total enthalpy are conserved across a steady waveform moving at constant
speed u∗s according to the Rankine-Hugoniot jump conditions:

[ρ∗u∗rel] = 0
[
p∗ + ρ∗u∗rel

2
]

= 0

[
h∗ +

1

2
u∗rel

2

]
= 0 (40)

where u∗ is the absolute (or eulerian) flow velocity and u∗rel = u∗−u∗s is the flow velocity relative to the moving
wave reference frame. Subscripts “0” and “1” are used to indicate variables upstream and downstream of
the wave, while [φ∗] = φ∗1 − φ∗0 is a generic dimensional variable jump.
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Conditions in eq. (40) give a nonlinear relation between upstream and downstream states of the wave.
The wave speed u∗s can be computed from mass conservation, and substituted into the momentum and
enthalpy conservation to obtain the post-shock values of pressure and enthalpy:

u∗s = (ρ∗1u
∗
1 − ρ∗0u∗0)/(ρ∗1 − ρ∗0)

p∗1

∣∣∣
RH

= p∗0 + ρ∗0(u∗0 − u∗s)2 − ρ∗1(u∗1 − u∗s)2

h∗1

∣∣∣
RH

= h∗0 + 1
2

(
(u∗0 − u∗s)2 − (u∗1 − u∗s)2

) (41)

In order to verify that the numerical results satisfy the Rankine-Hugoniot jump conditions, post-shock values
of velocity and density, u∗1, ρ

∗
1 have been extracted from the numerical simulations and inserted in eq. (41),

returning the expected pressure and enthalpy in the post-shock state. The latter are then compared with
the simulation data (figure 6) confirming the sanity of Navier-Stokes computations. This verification, carried
out in post-processing, does not require explicit calls to the PR EoS.

IV.B.2. Grid convergence

Nondimensional variations of temperature and pressure, and velocity profiles are shown in figure 7 for the
different grid resolutions described in table 3, showing oscillations for coarse ones.

(a) Scaled temperature fluctuations. (b) Scaled pressure fluctuations. (c) Velocity fluctuations.

Figure 7. Spatial profiles at t = 0.4 µs for p∗0/p
∗
c = 1.00, T∗

0 /T
∗
c = 1.00, and Ω∗ = 10 kW/m2, with grids defined in table 3.

Higher values of N correspond to smoother waveforms.

N L∗(mm) ∆x∗ (nm) CFL ∆t∗ (ns)

1000 2 2000 0.1 5.30e-1

4000 2 500 0.1 1.33e-1

16000 2 125 0.1 3.31e-2

64000 2 31.25 0.1 8.29e-3

128000 2 15.625 0.1 4.14e-3

Table 3. Grid parameters for grid convergence study. A duct longer than the one described in section III.C is here
considered.

Table 3 shows a progressively refined uniform grid, employing a larger number of grid points N , fixing
duct length L∗ and CFL so that ∆x∗ and ∆t∗ vary accordingly. The reported ∆t∗ is averaged over the first
100 iterations.

The finest grid is chosen as reference for the RMS error computations. The RMS error of the profile
shown in figure 7a is plotted in figure 8 showing an effective third order decay rate of the error.
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Figure 8. Temperature RMS error for for grid resolutions in table 3 and for the case shown in figure 7a.

IV.C. Shock generation and thermoacoustic scaling

The phenomenology described in section IV.A qualitatively holds in all cases however, depending on the value
of Ω∗, heat-release-generated compressions can be weak, mild or strong shock waves. As shown in figure 9,
in fact, the speed of the compressions u∗s is higher than the local speed of sound in the case of shocks, while
the relative Mach number of isentropic waves is slightly higher than unity. Strong thermoacoustic shock
waves reveal additional features such as a non-uniform post-shock state, caused by the high thermodynamic
nonlinearities.

Figure 9. Shock strength Π versus scaled spatial coordinate x∗/(a∗0t
∗) equal to the propagation Mach number, relative to

state 0. Plots are for Ω∗ = 105, 108, 3 · 1010, 6 · 1010, 1011 W/m2 at times 60, 60, 46, 46, 25 ns. The symbols indicate the initial
condition and the value chosen as post-shock state. The values of Π were multiplied by 105, 200, 2, 2, 2, respectively, to
make them fit in a single figure.

The amplitude of the heat-release-induced isentropic thermoacoustic compressions can be predicted from
an existing relationship by Miura et al.21 which has been recast here into

[p∗] =
1

2

a∗0α
∗
p0

c∗p0
Ω∗ (42)

using the thermodynamic relation (∂T ∗/∂p∗)s,0 = T ∗0 α
∗
p0/(ρ

∗
0c
∗
p0). Eq. (42) can be made dimensionless with

our approach yielding the very elegant relationship

Π = Ω, (43)
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between the dimensionless pressure jump (shock strength31),

Π =
[p∗]

ρ∗0a
∗
0

2 , (44)

and the dimensionless heat release rate

Ω =
Ω∗/2

ρ∗0a
∗
0c
∗
p0/α

∗
p0

. (45)

Eq. (43) allows computation of all the dimensionless jumps together with other relevant quantities, such as
the acoustic flux W ∗acou = [p∗][u∗], which reads Wacou = Π2 in dimensionless form for purely traveling waves.

10−8 10−7 10−6 10−5 10−4 10−3 10−2 10−1 100 101

Ω

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

101

Π

1 2 3 4 5

0.5

1.0

1.5

2.0

Figure 10. Shock strength versus nondimensional heat release from numerical computations and models. Symbols
represent data from the numerical simulations with Ω∗ in the range 103 − 1011 W/m2. The solid line is the isentropic
prediction Π = Ω. The dashed lines are obtained from eq. (46) capturing both isentropic and non-isentropic compressions
(shock waves) for both ideal and real gas EoS. The dashed line crossing ideal gas cases (white-filled symbols) is obtained
for γ0 = γ̃0 = 1.29, while the one crossing real-fluid data (red-filled symbols) is obtained for γ̃0 = 3.36.

The intensity of these heat-release-generated shocks can be predicted by extending the parametrization
initially derived by Chu6 for inviscid ideal gases to a general fluid,

Ω =
√

2
(γ̃0Π + 1)Π√
(γ̃0 + 1)Π + 2

, (46)

via the isentropic exponent

γ̃0 =
a∗0

2ρ∗0
p∗0

(47)

acting like an “effective ratio of specific heats”.14 Notice that in the limit of Π → 0 eq. (46) reverts to eq.
(43). This confirms that for isentropic compressions only one degree of thermodynamic freedom is allowed,
while for non-isentropic waves a second thermodynamic parameter needs to be specified. Eq. (46) can
therefore predict heat-release-induced shock amplitudes in supercritical fluids, by simply extending a model
initially derived for ideal gases, also aided by the proposed thermoacoustic scaling. This is illustrated in
figure 10, where predictions together with results from numerical simulations show excellent matching for all
cases.

IV.D. Long term evolution: resonating shock wave regime

The heat-release-induced compression waves propagate in the enclosure and are reflected off the hard ends
and thus interact with each other. As this process continues, the enclosure can be heated and pressurized at
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a rate dictated by the resonance frequency u∗s/L
∗. Heating of an enclosure can then be achieved more rapidly

than in a purely conductive process, that is very slow especially in near-critical fluids. This phenomenon
has been called Piston Effect (PE). In the low amplitude regime, the post-(weak) shock states are linearly
superimposed, whereas for higher amplitudes more complex interactions occur. In all cases, consecutive
compression waves increase mean pressure and temperature in the duct, as long as they do not vanish. As
soon as the heating is halted, two expansions are generated, which cancel the effect of the compressions
(negative interference) but not the waves themselves, resulting in a ceasing of the mean heating and an
oscillation, about a steady non-uniform base state, of temperature and pressure fluctuations. This leaves
thermal diffusion as the only thermal equilibration process left. This phenomenology has been observed in
the experiments of Miura et al.,21 where density fluctuations δρ∗ ≈ 10−7 g/cm3 were measured with a very
precise interferometer, confirmed by low-order numerical models employing asymptotic expansions.4

We reproduce here the experiment of Miura et al.21 scaling the geometry down by a factor of 100, and
employing isothermal or adiabatic boundary conditions (b.c.s). The initial base state is chosen so that the
dimensionless intensity of the first compression from the experiments is matched by the simulations: from
eq. (43) the equivalent heat release rate Ω∗ can be computed. The dimensionless density variations, for both
the experiment and the numerical simulations, are shown in figure 11 against dimensionless time.

Figure 11. Dimensionless density variation with dimensionless time at the center of the enclosure showing data from
the experiment of Miura et al. (full circles), and simulations with isothermal boundary conditions (solid line) and
adiabatic boundary conditions (dashed line).

Very good matching between experimental result and computations is observed at the early stages.
Nevertheless, as soon as the heat is removed, and the first expansion is generated, the numerical simulations
begin to deviate from the experimental results. In the long term evolution, a decrease in wave amplitude
appears both in the experiment and in the numerical result with isothermal boundaries. On the other hand,
in the case of adiabatic walls, the fluctuation energy is conserved and therefore no decrease in amplitude
occurs, if not numerical or because of dissipative effects. In the experiments, the decay rate is much larger
than the one observed in numerical simulations with isothermal b.c.s. This has already been noticed in
previous works5 and still requires a complete explanation. Additional losses such as bulk viscosity effects
(not accounted for in this work) are also expected to contribute to this decay. Also, as already observed
by others,12 the presence of the side walls in the experiment could be an additional source of dissipation.
Nevertheless, the major source of wave energy loss are the reflections from the walls which include effects not
commonly accounted for in Navier-Stokes models. For example, the very high fluid effusivity of near-critical
fluids could make an isothermal b.c. invalid for modeling.35 We in fact speculate that the solid wall imparts
a finite amplitude complex impedance (to be investigated in future work) to the impinging wave, in the
near-critical fluid, therefore reducing its intensity at every reflection.

Acknowledgments

This work has been performed under the support of the Andrews and Rolls-Royce Doctoral Fellowships
at Purdue University. Computing resources were provided by the Rosen Center for Advanced Computing
(RCAC) at Purdue University and Information Technology at Purdue (ITaP). The authors are thankful to
Jean-Pierre Hickey, Iman Rahbari, and Prateek Gupta for fruitful discussions.

14 of 16

American Institute of Aeronautics and Astronautics



References

1D.T. Banuti. Crossing the Widom-line – Supercritical pseudo-boiling. The Journal of Supercritical Fluids, 98:12–16,
2015.

2Hacène Boukari, J. N. Shaumeyer, Matthew E. Briggs, and Robert W. Gammon. Critical speeding up in pure fluids.
Phys. Rev. A, 1990.

3Matthew A. Brown and Stuart W. Churchill. Experimental measurements of pressure waves generated by impulsive
heating of a surface. AIChE Journal, 41(2):205–213, 1995.

4Pierre Carlès. Thermoacoustic waves near the liquid-vapor critical point. Physics of Fluids, 18(12):126102, 2006.
5Pierre Carlès. A brief review of the thermophysical properties of supercritical fluids. The Journal of Supercritical Fluids,

53(1-32):2–11, 2010.
6B.T. Chu. Pressure waves generated by addition of heat in a gaseous medium. Technical Report NACA-TN 3411,

National Advisory Committee for Aeronautics, Washington D.C., 1955.
7Ting Horng Chung, Mohammad Ajlan, Lloyd L. Lee, and Kenneth E. Starling. Generalized multiparameter correlation

for nonpolar and polar fluid transport properties. Industrial & Engineering Chemistry Research, 27(4):671–679, 1988.
8J. F. Clarke, D. R. Kassoy, and N. Riley. Shocks generated in a confined gas due to rapid heat addition at the boundary.

ii. strong shock waves. Proceedings of the Royal Society of London A, 393(1805):331–351, 1984.
9B Farouk and N Hasan. Acoustic wave generation in near-critical supercritical fluids: Effects on mass transfer and

extraction. The Journal of Supercritical Fluids, 96:200–210, 2015.
10Kurt Frey, Michael Modell, and Jefferson Tester. Density-and-temperature-dependent volume translation for the {SRK}

eos: 1. pure fluids. Fluid Phase Equilibria, 279(1):56 – 63, 2009.
11N Hasan and B Farouk. Fast heating induced thermoacoustic waves in supercritical fluids: Experimental and Numerical

Studies. Journal of Heat Transfer, 135(8):081701, 2013.
12Nusair Hasan and Bakhtier Farouk. Thermoacoustic transport in supercritical fluids at near-critical and near-pseudo-

critical states. The Journal of Supercritical Fluids, 68:13–24, 2012.
13In-Ju Hwang and Youn-Jea Kim. Measurement of thermo-acoustic waves induced by rapid heating of nickel sheet in open

and confined spaces. International Journal of Heat and Mass Transfer, 49(3–4):575 – 581, 2006.
14Arthur S. Iberall. The effective “gamma” for isentropic expansions of real gases. Journal of Applied Physics, 19(11):997–

999, 1948.
15A. F. Ismail, K. Khulbe, and T. Matsuura. Gas Separation Membranes - Polymeric and Inorganic. Springer International

Publishing, 2015.
16D. R. Kassoy. The response of a confined gas to a thermal disturbance. i: Slow transients. SIAM Journal on Applied

Mathematics, 36(3):624–634, 1979.
17H. Klein, G. Schmitz, and D. Woermann. Temperature propagation in near-critical fluids prior to and during phase

separation. Phys. Rev. A, 43:4562–4563, Apr 1991.
18Johan Larsson and Sanjiva K. Lele. Direct numerical simulation of canonical shock/turbulence interaction. Physics of

Fluids, 21:126101, 2009.
19E.W. Lemmon, M.O. McLinden, and D.G. Friend. Thermophysical Properties of Fluid Systems, NIST Chemistry Web-

Book, NIST Standard Reference Database. Number 69. National Institute of Standards and Technology, Gaithersburg MD,
20899, 2016.

20Richard S. Miller, Kenneth G. Harstad, and Josette Bellan. Direct numerical simulations of supercritical fluid mixing
layers applied to heptane-nitrogen. Journal of Fluid Mechanics, 436:1–39, 6 2001.

21Yuichi Miura, Shoichi Yoshihara, Mitsuru Ohnishi, Katsuya Honda, Masaaki Matsumoto, Jun Kawai, Masamichi
Ishikawa, Hiroto Kobayashi, and Akira Onuki. High-speed observation of the piston effect near the gas-liquid critical point.
Phys. Rev. E, 74:010101, Jul 2006.

22A. Nakano. Studies on piston and soret effects in a binary mixture supercritical fluid. International Journal of Heat and
Mass Transfer, 50(23–24):4678–4687, 2007.

23K. Nitsche and J. Straub. The critical hump of cv under microgravity. results from the d1- spacelab experiment waer-
mekapazitaet. In Proceedings of the 6th European Symposium on Material Sciences Under Microgravity Conditions, volume
SP-256, page 109, 1987.

24Akira Onuki, Hong Hao, and Richard A. Ferrell. Fast adiabatic equilibration in a single-component fluid near the
liquid-vapor critical point. Phys. Rev. A, 41, 1990.

25M. Oschwald, J. J. Smith, R. Branam, J. Hussong, A. Schik, B. Chehroudi, and D. Talley. Injection of fluids into
supercritical environments. Combustion Science and Technology, 178(1-3):49–100, 2006.

26Ding-Yu Peng and Donald B. Robinson. A New Two-Constant Equation of State. Industrial & Engineering Chemistry
Fundamentals, 15(1):59–64, 1976.

27Bruce E. Poling, John M. Prausnitz, and John O’ Connell. The Properties of Gases and Liquids. McGraw-Hill, 2001.
28B. Shen and P. Zhang. On the transition from thermoacoustic convection to diffusion in a near-critical fluid. International

Journal of Heat and Mass Transfer, 53(21–22):4832–4843, 2010.
29B. Shen and P. Zhang. Thermoacoustic waves along the critical isochore. Phys. Rev. E, 83:011115, Jan 2011.
30Sutrisno and D. R. Kassoy. Weak shocks initiated by power deposition on a spherical source boundary. SIAM Journal

on Applied Mathematics, 51(3):658–672, 1991.
31P. A. Thompson. A fundamental derivative in gasdynamics. Physics of Fluids, 14(9):1843–1849, 1971.
32B. Zappoli. Near-critical fluid hydrodynamics. Comptes Rendus Mécanique, 331(10):713–726, 2003.
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