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Abstract

We obtain a measure representation for a functional arising in the context of optimal design
problems under linear growth conditions. The functional in question corresponds to the relaxation
with respect to a pair (χ, u), where χ is the characteristic function of a set of finite perimeter and u
is a function of bounded deformation, of an energy with a bulk term depending on the symmetrised
gradient as well as a perimeter term.
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1 Introduction

In optimal design one aims to find an optimal shape which minimises a cost functional. The optimal
shape is a subset E of a bounded, open set Ω ⊂ RN which is described by its characteristic function

*Universidade de Évora, Portugal
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χ : Ω → {0, 1}, E = {χ = 1}, and, in the linear elasticity framework, the cost functional is usually a
quadratic energy, so we are lead to the problem

min
(χ,u)

∫
Ω

χ(x)W1(Eu(x)) + (1− χ(x))W0(Eu(x)) dx, (1.1)

where W0 and W1 are two elastic densities, with W0 ≥ W1, and Eu denotes the symmetrised gradient
of the displacement u. We refer to the seminal papers [1, 36, 37, 38, 43], among a wide literature (see,
for instance, the recent contributions [7] and [8]).

However, as soon as plasticity comes into play, the observed stress-strain relation is no longer linear
and, due to the linear growth of the stored elastic energy and to the lack of reflexivity of the space L1,
a suitable functional space is necessary to account for fields u whose strains are measures. The space of
special fields with bounded deformation, BD(Ω), was first proposed in [47]-[50] and starting from these
pioneering papers a vast literature developed.

Indeed, already in the case where χ ≡ χΩ, the search for equilibria in the context of perfect plasticity
leads naturally to the study of lower semicontinuity properties, and eventually relaxation, for energies
of the type ∫

Ω

f(Eu(x)) dx (1.2)

where f is the volume energy density. As mentioned above, u belongs to the space BD(Ω) of func-
tions of bounded deformation composed of integrable vector-valued functions for which all components

Eij , i, j = 1, . . . , N , of the deformation tensor Eu := Du+DuT

2 are bounded Radon measures and Eu
stands for the absolutely continuous part, with respect to the Lebesgue measure, of the symmetrised
distributional derivative Eu.

Lower semicontinuity for (1.2) was established in [16] under convexity assumptions on f and in
[27] for symmetric quasiconvex integrands, under linear growth conditions and for u ∈ LD(Ω), the
subspace of BD(Ω) comprised of functions for which the singular part Esu of the measure Eu vanishes.
For a symmetric quasiconvex density f with an explicit dependence on the position in the body and
satisfying superlinear growth assumptions, lower semicontinuity properties were established in [28] for
u ∈ SBD(Ω).

In the case where the energy density takes the form ‖Eu‖2 or ‖EDu‖2 + (div u)2 (where AD stands
for the deviator of the N×N matrix A given by AD := A− 1

N tr(A)I), and the total energy also includes
a surface term, a first relaxation result was proved in [18]. We also refer to [39] for the relaxation in the
case where there is no surface energy and to [42], [33], and [40] for related models concerning evolutions
and homogenisation, among a wider list of contributions.

For general energy densities f , Barroso, Fonseca & Toader [12] studied the relaxation of (1.2)
for u ∈ SBD(Ω) under linear growth conditions but placing no convexity assumptions on f . They
showed that the relaxed functional admits an integral representation where a surface energy term arises
naturally. The global method for relaxation due to Bouchitté, Fonseca & Mascarenhas [17] was used to
characterise the density of this term, whereas the identification of the relaxed bulk energy term relied
on the blow-up method [31] together with a Poincaré-type inequality.

Ebobisse & Toader [29] obtained an integral representation result for general local functionals defined
in SBD(Ω) which are lower semicontinous with respect to the L1 topology and satisfy linear growth
and coercivity conditions. The functionals under consideration are restrictions of Radon measures and
are assumed to be invariant with respect to rigid motions. Their work was extended to the space
SBDp(Ω), p > 1, which arises in connection with the study of fracture and damage models, by Conti,
Focardi & Iurlano [24] in the 2-dimensional setting. A crucial and novel ingredient of their proof is the
construction of a W 1,p approximation of an SBDp function u using finite-elements on a countable mesh
which is chosen according to u (recall that SBDp denotes the space of fields with bounded deformation
such that the symmetrised gradient is the sum of an Lp field and a measure supported on a set of finite
HN−1 measure).

The analysis of an integral representation for a variational functional satisfying lower semicontinuity,
linear growth conditions and the usual measure theoretical properties, was extended to the full space
BD(Ω) by Caroccia, Focardi & Van Goethem [23]. In this work, the invariance of the studied functional
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with respect to rigid motions, required in [29], is replaced by a weaker condition stating continuity with
respect to infinitesimal rigid motions. Their result relies, as in papers mentioned above, on the global
method for relaxation, as well as on the characterisation of the Cantor part of the measure Eu, due to
De Philippis & Rindler [25], which extends to the BD case the result of Alberti’s rank-one theorem in
BV .

In the study of the minimisation problem (1.1) one usually prescribes the volume fraction of the

optimal shape, leading to a constraint of the form
1

LN (Ω)

∫
Ω

χ(x)dx = θ, θ ∈ (0, 1). It is sometimes

convenient to replace this constraint by inserting, instead, a Lagrange multiplier in the modelling
functional which, in the optimal design context, becomes

F (χ, u; Ω) :=

∫
Ω

χ(x)W1(Eu(x)) + (1− χ(x))W0(Eu(x)) +

∫
Ω

kχ(x)dx. (1.3)

Despite the fact that we have compactness for u in BD(Ω) for functionals of the form (1.3), it is
well known that the problem of minimising (1.3) with respect to (χ, u), adding suitable forces and/or
boundary conditions, is ill-posed, in the sense that minimising sequences χn ∈ L∞(Ω; {0, 1}) tend to
highly oscillate and develop microstructure, so that in the limit we may no longer obtain a characteristic
function. To avoid this phenomenon, as in [2] and [35], we add a perimeter penalisation along the
interface between the two zones {χ = 0} and {χ = 1} (see [21] for the analogous analysis performed in
BV , and [20, 14, 15] for the Sobolev settings, also in the presence of a gap in the growth exponents).

Thus, with an abuse of notation (i.e. denoting W1 + k, in (1.3), still by W1), our aim in this paper
is to study the energy functional given by

F (χ, u; Ω) :=

∫
Ω

χ(x)W1(Eu(x)) + (1− χ(x))W0(Eu(x)) dx+ |Dχ|(Ω), (1.4)

where u ∈ BD(Ω), χ ∈ BV (Ω; {0, 1}) and the densities Wi, i = 0, 1, are continuous functions satisfying
the following linear growth conditions from above and below,

∃α, β > 0 such that α|ξ| ≤Wi(ξ) ≤ β(1 + |ξ|), ∀ξ ∈ RN×Ns . (1.5)

We point out that no convexity assumptions are placed on Wi, i = 0, 1.
To simplify the notation, in the sequel, we let f : {0, 1} × RN×Ns → [0,+∞) be defined as

f (q, ξ) := qW1(ξ) + (1− q)W0(ξ), (1.6)

and for a fixed q ∈ {0, 1}, we recall that the recession function of f , in its second argument, is given by

f∞(q, ξ) := lim sup
t→+∞

f(q, tξ)

t
. (1.7)

Since we place no convexity assumptions on Wi, we consider the relaxed localised functionals arising
from the energy (1.4), defined, for an open subset A ⊂ Ω, by

F (χ, u;A) := inf

{
lim inf
n→+∞

F (χn, un;A) : un ∈W 1,1(A;RN ), χn ∈ BV (A; {0, 1}), (1.8)

un → u in L1(A;RN ), χn → χ in L1(A; {0, 1})
}
,

and

FLD (χ, u;A) := inf

{
lim inf
n→+∞

F (χn, un;A) : un ∈ LD(A), χn ∈ BV (A; {0, 1}), (1.9)

un → u in L1(A;RN ), χn → χ in L1(A; {0, 1})
}
,
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where LD(Ω) := {u ∈ BD(Ω) : Esu = 0}.
Due to the expression of (1.4), and to the fact that χn

∗
⇀ χ in BV if and only if {χn} is uniformly

bounded in BV and χn → χ in L1, it is equivalent to take χn
∗
⇀ χ in BV or χn → χ in L1 in the

definitions of the functionals (1.8) and (1.9), obtaining for each of them the same infimum regardless of
the considered convergence.

As a simple consequence of the density of smooth functions in LD(Ω) we show in Remark 3.5 that,
under the above growth conditions on W0,W1,

F (χ, u;A) = FLD (χ, u;A) , for every χ ∈ BV (A; {0, 1}), u ∈ BD(Ω), A ∈ O(Ω).

We prove in Proposition 3.8 that F (χ, u; ·) is the restriction to the open subsets of Ω of a Radon
measure, the main result of our paper concerns the characterisation of this measure.

Theorem 1.1. Let f : {0, 1} × RN×Ns → [0,+∞) be a continuous function as in (1.6), where W0 and
W1 satisfy (1.5), and consider F : BV (Ω; {0, 1})×BD(Ω)×O(Ω) defined in (1.4). Then

F (χ, u;A) =

∫
A

SQf(χ(x), Eu(x)) dx+

∫
A∩(Jχ∪Ju)

g(x, χ+(x), χ−(x), u+(x), u−(x), ν(x)) dHN−1(x)

+

∫
A

(SQf)∞(χ(x),
dEcu

d|Ecu|
(x)) d|Ecu|(x), (1.10)

where SQf is the symmetric quasiconvex envelope of f and (SQf)∞ is its recession function (cf. Sub-
section 2.3 and (1.7), respectively). The relaxed surface energy density is given by

g(x0, a, b, c, d, ν) := lim sup
ε→0+

m(χa,b,ν(· − x0), uc,d,ν(· − x0);Qν(x0, ε))

εN−1

where Qν(x0, ε) stands for an open cube with centre x0, sidelength ε and two of its faces parallel to the
unit vector ν,

m(χ, u;V ) := inf {F(θ, v;V ) : θ ∈ BV (Ω; {0, 1}), v ∈ BD(Ω), θ = χ on ∂V, v = u on ∂V } ,

for any V open subset of Ω with Lipschitz boundary, and, for (a, b, c, d, ν) ∈ {0, 1}×{0, 1}×RN ×RN ×
SN−1, the functions χa,b,ν and uc,d,ν are defined as

χa,b,ν(y) :=

{
a, if y · ν > 0

b, if y · ν < 0
and uc,d,ν(y) :=

{
c, if y · ν > 0

d, if y · ν < 0.

For the notation regarding the jump sets Jχ, Ju and the corresponding vectors χ+(x), χ−(x), νχ(x),
u+(x), u−(x) and νu(x) we refer to Subsections 2.1, 2.2 and 4.3.

The above expression for the relaxed surface energy density arises as an application of the global
method for relaxation [17]. However, as we will see in Subsection 4.3, in the case where f satisfies
the additional hypothesis (3.9), this density can be described more explicitly, leading to an integral
representation for (1.8), in the BD setting, entirely similar to the one in BV , obtained in [21], when
W0 and W1 depend on the whole gradient ∇u. Indeed, under this assumption, we show that

g(x0, a, b, c, d, ν) = K(a, b, c, d, ν)

where

K(a, b, c, d, ν) := inf

{∫
Qν

(SQf)∞(χ(x), Eu(x)) dx+ |Dχ|(Qν) : (χ, u) ∈ A(a, b, c, d, ν)

}
, (1.11)

and, for (a, b, c, d, ν) ∈ {0, 1} × {0, 1} × RN × RN × SN−1, the set of admissible functions is

A(a, b, c, d, ν) :=

{
(χ, u) ∈ BVloc (Sν ; {0, 1})×W 1,1

loc

(
Sν ;RN

)
:

(χ(y), u(y)) = (a, c) if y · ν =
1

2
, (χ(y), u(y)) = (b, d) if y · ν = −1

2
,

(χ, u) are 1-periodic in the directions of ν1, . . . , νN−1

}
,
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{ν1, ν2, . . . , νN−1, ν} is an orthonormal basis of RN and Sν is the strip given by

Sν =

{
x ∈ RN : |x · ν| < 1

2

}
.

As an application of the result of Caroccia, Focardi & Van Goethem, obtained in the abstract
variational functional setting in [23], the authors proved an integral representation for the relaxed
functional, defined in BD(Ω)×O(Ω),

F0(u;A) := inf
{

lim inf
n→+∞

F0(un;A) : un ∈W 1,1(A;RN ), un → u in L1(A;RN )
}
,

where

F0(u;A) :=


∫
A

f0(x, u(x), Eu(x)) dx, if u ∈W 1,1(Ω;RN )

+∞, otherwise

and the density f0 satisfies linear growth conditions from above and below

1

C
|A| ≤ f0(x, u,A) ≤ C (1 + |A|) , ∀(x, u,A) ∈ Ω× RN × RN×Ns ,

as well as a continuity condition with respect to (x, u). This generalises to the full space BD(Ω), and
to the case of densities f0 depending explicitly on (x, u), the results obtained in [12]. We will make use
of their work in Subsection 4.2 to prove both lower and upper bounds for the density of the Cantor part
of the measure F(χ, u; ·), by means of an argument based on Chacon’s Biting Lemma which allows us
to fix χ at an appropriately chosen point x0, as in [41].

The contents of this paper are organised as follows. In Section 2 we fix our notation and provide
some results pertaining to BV and BD functions and notions of quasiconvexity which will be used in
the sequel. Section 3 contains some auxiliary results which are needed to prove our main theorem. In
particular, in Proposition 3.8 we show that F(χ, u; ·) is the restriction to the open subsets of Ω of a
Radon measure µ. Section 4 is dedicated to the proof of our main theorem, which characterises this
measure. In each of Subsections 4.1, 4.2 and 4.3 we prove lower and upper bounds of the densities of µ
with respect to the bulk and Cantor parts of Eu, as well as with respect to a surface measure which is
concentrated on the union of the jump sets of χ and u.

The fact that our functionals have an explicit dependence on the χ field prevented us from applying
existing results (such as [5] and [19]) directly and required us to obtain direct proofs.

2 Preliminaries

In this section we fix notations and quote some definitions and results that will be used in the sequel.
Throughout the text Ω ⊂ RN will denote an open, bounded set with Lipschitz boundary.
We will use the following notations:

� B(Ω), O(Ω) and O∞(Ω) represent the families of all Borel, open and open subsets of Ω with
Lipschitz boundary, respectively;

� M(Ω) is the set of finite Radon measures on Ω;

� |µ| stands for the total variation of a measure µ ∈M(Ω);

� LN and HN−1 stand for the N -dimensional Lebesgue measure and the (N − 1)-dimensional Haus-
dorff measure in RN , respectively;

� the symbol dx will also be used to denote integration with respect to LN ;

� the set of symmetric N ×N matrices is denoted by RN×Ns ;
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� given two vectors a, b ∈ RN , a�b is the symmetric N×N matrix defined by a�b :=
a⊗ b+ b⊗ a

2
,

where ⊗ indicates tensor product;

� B(x, ε) is the open ball in RN with centre x and radius ε, Q(x, ε) is the open cube in RN with
two of its faces parallel to the unit vector eN , centre x and sidelength ε, whereas Qν(x, ε) stands
for a cube with two of its faces parallel to the unit vector ν; when x = 0 and ε = 1, ν = eN we
simply write B and Q;

� SN−1 := ∂B is the unit sphere in RN ;

� C∞c (Ω;RN ) and C∞per(Q;RN ) are the spaces of RN -valued smooth functions with compact support

in Ω and smooth and Q-periodic functions from Q to RN , respectively;

� by lim
δ,n

we mean lim
δ→0+

lim
n→+∞

, lim
k,n

means lim
k→+∞

lim
n→+∞

;

� C represents a generic positive constant that may change from line to line.

2.1 BV Functions and Sets of Finite Perimeter

In the following we give some preliminary notions regarding functions of bounded variation and sets of
finite perimeter. For a detailed treatment we refer to [3].

Given u ∈ L1(Ω;Rd) we let Ωu be the set of Lebesgue points of u, i.e., x ∈ Ωu if there exists
ũ(x) ∈ Rd such that

lim
ε→0+

1

εN

∫
B(x,ε)

|u(y)− ũ(x)| dy = 0,

ũ(x) is called the approximate limit of u at x. The Lebesgue discontinuity set Su of u is defined as
Su := Ω \ Ωu. It is known that LN (Su) = 0 and the function x ∈ Ω 7→ ũ(x), which coincides with u
LN - a.e. in Ωu, is called the Lebesgue representative of u.

The jump set of the function u, denoted by Ju, is the set of points x ∈ Ω \Ωu for which there exist
a, b ∈ Rd and a unit vector ν ∈ SN−1, normal to Ju at x, such that a 6= b and

lim
ε→0+

1

εN

∫
{y∈B(x,ε):(y−x)·ν>0}

|u(y)− a| dy = 0, lim
ε→0+

1

εN

∫
{y∈B(x,ε):(y−x)·ν<0}

|u(y)− b| dy = 0.

The triple (a, b, ν) is uniquely determined by the conditions above, up to a permutation of (a, b) and
a change of sign of ν, and is denoted by (u+(x), u−(x), νu(x)). The jump of u at x is defined by
[u](x) := u+(x)− u−(x).

We recall that a function u ∈ L1(Ω;Rd) is said to be of bounded variation, and we write u ∈
BV (Ω;Rd), if all its first order distributional derivatives Djui belong to M(Ω) for 1 ≤ i ≤ d and
1 ≤ j ≤ N .

The matrix-valued measure whose entries are Djui is denoted by Du and |Du| stands for its total
variation. The space BV (Ω;Rd) is a Banach space when endowed with the norm

‖u‖BV (Ω;Rd) = ‖u‖L1(Ω;Rd) + |Du|(Ω)

and we observe that if u ∈ BV (Ω;Rd) then u 7→ |Du|(Ω) is lower semicontinuous in BV (Ω;Rd) with
respect to the L1

loc(Ω;Rd) topology.
By the Lebesgue Decomposition Theorem, Du can be split into the sum of two mutually singular

measures Dau and Dsu, the absolutely continuous part and the singular part, respectively, of Du with
respect to the Lebesgue measure LN . By ∇u we denote the Radon-Nikodým derivative of Dau with
respect to LN , so that we can write

Du = ∇uLNbΩ +Dsu.
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If u ∈ BV (Ω) it is well known that Su is countably (N − 1)-rectifiable, see [3], and the following
decomposition holds

Du = ∇uLNbΩ + [u]⊗ νuHN−1bSu +Dcu,

where Dcu is the Cantor part of the measure Du.
If Ω is an open and bounded set with Lipschitz boundary then the outer unit normal to ∂Ω (denoted

by ν) exists HN−1-a.e. and the trace for functions in BV (Ω;Rd) is defined.

Theorem 2.1. (Approximate Differentiability) If u ∈ BV (Ω;Rd), then for LN -a.e. x ∈ Ω

lim
ε→0+

1

εN+1

∫
Q(x,ε)

|u(y)− u(x)−∇u(x).(y − x)| dy = 0. (2.1)

Definition 2.2. Let E be an LN - measurable subset of RN . For any open set Ω ⊂ RN the perimeter
of E in Ω, denoted by P (E; Ω), is given by

P (E; Ω) := sup

{∫
E

divϕ(x) dx : ϕ ∈ C1
c (Ω;RN ), ‖ϕ‖L∞ ≤ 1

}
. (2.2)

We say that E is a set of finite perimeter in Ω if P (E; Ω) < +∞.

Recalling that if LN (E ∩ Ω) is finite, then χE ∈ L1(Ω), by [3, Proposition 3.6], it follows that E
has finite perimeter in Ω if and only if χE ∈ BV (Ω) and P (E; Ω) coincides with |DχE |(Ω), the total
variation in Ω of the distributional derivative of χE . Moreover, a generalised Gauss-Green formula
holds: ∫

E

divϕ(x) dx =

∫
Ω

〈νE(x), ϕ(x)〉 d|DχE |, ∀ϕ ∈ C1
c (Ω;RN ),

where DχE = νE |DχE | is the polar decomposition of DχE .
The following approximation result can be found in [9].

Lemma 2.3. Let E be a set of finite perimeter in Ω. Then, there exists a sequence of polyhedra En,
with characteristic functions χn, such that χn → χ in L1(Ω; {0, 1}) and P (En; Ω)→ P (E; Ω).

2.2 BD and LD Functions

We now recall some facts about functions of bounded deformation. More details can be found in
[4, 12, 16, 51, 52].

A function u ∈ L1(Ω;RN ) is said to be of bounded deformation, and we write u ∈ BD(Ω), if the

symmetric part of its distributional derivative Du, Eu :=
Du+DuT

2
, is a matrix-valued bounded

Radon measure. The space BD(Ω) is a Banach space when endowed with the norm

‖u‖BD(Ω) = ‖u‖L1(Ω;RN ) + |Eu|(Ω).

We denote by LD(Ω) the subspace of BD(Ω) comprised of functions u such that Eu ∈ L1(Ω;RN×Ns ),
a counterexample due to Ornstein [44] shows that W 1,1(Ω;RN ) ( LD(Ω).

The intermediate topology in the space BD(Ω) is the one determined by the distance

d(u, v) := ‖u− v‖L1(Ω;RN ) +
∣∣|Eu|(Ω)− |Ev|(Ω)

∣∣, u, v ∈ BD(Ω).

Hence, a sequence {un} ⊂ BD(Ω) converges to a function u ∈ BD(Ω) with respect to this topology,

written un
i→ u, if and only if, un → u in L1(Ω;RN ), Eun

∗
⇀ Eu in the sense of measures and

|Eun|(Ω)→ |Eu|(Ω).
Recall that if un → u in L1(Ω;RN ) and there exists C > 0 such that |Eun|(Ω) ≤ C,∀n ∈ N, then

u ∈ BD(Ω) and
|Eu|(Ω) ≤ lim inf

n→+∞
|Eun|(Ω). (2.3)
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By the Lebesgue Decomposition Theorem, Eu can be split into the sum of two mutually singular
measures Eau and Esu, the absolutely continuous part and the singular part, respectively, of Eu with
respect to the Lebesgue measure LN . The Radon-Nikodým derivative of Eau with respect to LN , is
denoted by Eu so we have

Eu = EuLNbΩ + Esu.

With these notations we may write

LD(Ω) := {u ∈ BD(Ω) : Esu = 0}

and (cf. [51]) LD(Ω) is a Banach space when endowed with the norm

‖u‖LD(Ω) := ‖u‖L1(Ω;RN ) + ‖Eu‖L1(Ω;RN ).

If Ω is a bounded, open subset of RN with Lipschitz boundary Γ, then there exists a linear, surjective
and continuous, both with respect to the norm and to the intermediate topologies, trace operator

tr : BD(Ω)→ L1(Ω;RN )

such that tr u = u if u ∈ BD(Ω) ∩ C(Ω;RN ). Furthermore, the following Gauss-Green formula holds∫
Ω

(u�Dϕ)(x) dx+

∫
Ω

ϕ(x) dEu(x) =

∫
Γ

ϕ(x)(tru� ν)(x) dHN−1(x), (2.4)

for every ϕ ∈ C1(Ω) (cf. [4, 51]).

The following lemma is proved in [12].

Lemma 2.4. Let u ∈ BD(Ω) and let ρ ∈ C∞0 (RN ) be a non-negative function such that supp(ρ) ⊂⊂

B(0, 1), ρ(−x) = ρ(x) for every x ∈ RN and

∫
RN

ρ(x) dx = 1. For any n ∈ N set ρn(x) := nNρ(nx)

and

un(x) := (u ∗ ρn)(x) =

∫
Ω

u(y)ρn(x− y) dy, for x ∈
{
y ∈ Ω : dist(y, ∂Ω) >

1

n

}
.

Then un ∈ C∞
({
y ∈ Ω : dist(y, ∂Ω) > 1

n

}
;RN

)
and

i) for any non-negative Borel function h : Ω→ R∫
B(x0,ε)

h(x)|Eun(x)| dx ≤
∫
B(x0,ε+

1
n )

(h ∗ ρn)(x) d|Eu|(x),

whenever ε+ 1
n < dist(x0, ∂Ω);

ii) for any positively homogeneous of degree one, convex function θ : RN×Nsym → [0,+∞[ and any
ε ∈ ]0,dist(x0, ∂Ω)[ such that |Eu|(∂B(x0, ε)) = 0,

lim
n→+∞

∫
B(x0,ε)

θ(Eun(x)) dx =

∫
B(x0,ε)

θ

(
dEu

d|Eu|

)
d|Eu|,

iii) lim
n→+∞

un(x) = ũ(x) and lim
n→+∞

(|un−u|∗ρn)(x) = 0 for every x ∈ Ω\Su, whenever u ∈ L∞(Ω;RN ).

The following result, proved in [51], see also [12, Theorem 2.6], shows that it is possible to approxi-
mate any BD(Ω) function u by a sequence of smooth functions which preserve the trace of u.

Theorem 2.5. Let Ω be a bounded, connected, open set with Lipschitz boundary. For every u ∈ BD(Ω),

there exists a sequence of smooth functions {un} ⊂ C∞(Ω;RN ) ∩W 1,1(Ω;RN ) such that un
i→ u and

tr un = tr u. If, in addition, u ∈ LD(Ω), then Eun → Eu in L1(Ω;RN×Ns ).
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It is also shown in [51] that if Ω is an open, bounded subset of RN , with Lipschitz boundary, then
BD(Ω) is compactly embedded in Lq(Ω;RN ), for every 1 ≤ q < N

N−1 . In particular, the following result
holds.

Theorem 2.6. Let Ω be an open, bounded subset of RN , with Lipschitz boundary and let 1 ≤ q < N
N−1 .

If {un} is bounded in BD(Ω), then there exist u ∈ BD(Ω) and a subsequence {unk} of {un} such that
unk → u in Lq(Ω;RN ).

If u ∈ BD(Ω) then Ju is countably (N−1)-rectifiable, see [4], and the following decomposition holds

Eu = EuLNbΩ + [u]� νuHN−1bJu + Ecu,

where [u] = u+ − u−, u± are the traces of u on the sides of Ju determined by the unit normal νu to Ju
and Ecu is the Cantor part of the measure Eu which vanishes on Borel sets B with HN−1(B) < +∞.

We end this subsection by pointing out that the equivalent of (2.1), with Eu(x) replacing ∇u(x), is
false (see [4]). However the following result holds (cf. [4, Theorem 4.3] and [28, Theorem 2.5]).

Theorem 2.7. (Approximate Symmetric Differentiability) If u ∈ BD(Ω), then, for LN -a.e. x ∈ Ω ,
there exists an N ×N matrix ∇u(x) such that

lim
ε→0+

1

εN+1

∫
Bε(x)

|u(y)− u(x)−∇u(x).(y − x)| dy = 0, (2.5)

lim
ε→0+

1

εN

∫
Bε(x)

|〈u(y)− u(x)− Eu(x).(y − x), y − x〉|
|y − x|2

dy = 0, (2.6)

for LN - a.e. x ∈ Ω. Furthermore

LN ({x ∈ Ω : |∇u(x)| > t}) ≤ C(N,Ω)

t
‖u‖BD(Ω), ∀t > 0,

with C(N,Ω) > 0 depending only on N and Ω.

From (2.5) and (2.6) it follows that Eu =
∇u+∇uT

2
.

We denote byR the kernel of the linear operator E consisting of the class of rigid motions in RN , i.e.,
affine maps of the form Mx+b where M is a skew-symmetric N×N matrix and b ∈ RN . R is therefore
closed and finite-dimensional so it is possible to define the orthogonal projection P : BD(Ω)→ R. This
operator belongs to the class considered in the following Poincaré-Friedrichs type inequality for BD
functions (see [4], [34] and [51]).

Theorem 2.8. Let Ω be a bounded, connected, open subset of RN , with Lipschitz boundary, and let
R : BD(Ω)→ R be a continuous linear map which leaves the elements of R fixed. Then there exists a
constant C(Ω, R) such that∫

Ω

|u(x)−R(u)(x)| dx ≤ C(Ω, R) |Eu|(Ω), for every u ∈ BD(Ω).

2.3 Notions of Quasiconvexity

Definition 2.9 ([12], Definition 3.1). A Borel measurable function f : RN×Ns → R is said to be
symmetric quasiconvex if

f(ξ) ≤
∫
Q

f(ξ + Eϕ(x)) dx, (2.7)

for every ξ ∈ RN×Ns and for every ϕ ∈ C∞per(Q;RN ).
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Remark 2.10. The above property (2.7) is independent of the size, orientation and centre of the cube
over which the integration is performed. Also, if f is upper semicontinuous and locally bounded from
above, using Fatou’s Lemma and the density of smooth functions in LD(Q), it follows that in (2.7)
C∞per(Q;RN ) may be replaced by LDper(Q).

Given f : RN×Ns → R, the symmetric quasiconvex envelope of f , SQf , is defined by

SQf(ξ) := inf

{∫
Q

f(ξ + Eϕ(x)) dx : ϕ ∈ C∞per(Q;RN )

}
. (2.8)

It is possible to show that SQf is the greatest symmetric quasiconvex function that is less than or equal
to f . Moreover, definition (2.8) is independent of the domain, i.e.

SQf(ξ) := inf

{
1

LN (D)

∫
D

f(ξ + Eϕ(x)) dx : ϕ ∈ C∞0 (D;RN )

}
(2.9)

whenever D ⊂ RN is an open, bounded set with LN (∂D) = 0.
In [27], a Borel measurable function f : RN×Ns → R is said to be symmetric quasiconvex if and only

if

f(ξ) ≤ 1

LN (D)

∫
D

f(ξ + Eϕ(x)) dx for all ϕ ∈W 1,∞
0 (D;RN ), (2.10)

and it is stated that f is symmetric quasiconvex if and only if f ◦π is quasiconvex in the sense of Morrey,
where π is the projection of RN×N onto RN×Ns .

Let us show that these two notions coincide. Observe first that, for any ϕ ∈ C∞0 (D;RN ),

SQf(ξ) ≤ 1

LN (D)

∫
D

SQf(ξ + Eϕ(x))dx =
1

LN (D)

∫
D

(SQf ◦ π)(ξ +∇ϕ(x))dx. (2.11)

If f is upper semicontinuous and satisfies a growth condition from above as in (1.5), then SQf in (2.9) is
symmetric quasiconvex also in the sense of [27]. Indeed, SQf satisfies the same growth condition (1.5)
and a density argument as in [10] shows that SQf ◦ π is W 1,1-quasiconvex, hence W 1,∞-quasiconvex,
i.e., ϕ can be chosen in W 1,∞

0 (D;RN ). Thus,

SQf(ξ) ≤ 1

LN (D)

∫
D

SQf(ξ + Eϕ(x)) dx ≤ 1

LN (D)

∫
D

f(ξ + Eϕ(x)) dx, (2.12)

for every ϕ ∈W 1,∞
0 (D;RN ). Therefore, denoting by SQfE the symmetric quasiconvexification

SQfE(ξ) := inf

{
1

LN (D)

∫
D

f(ξ + Eϕ(x)) dx : ϕ ∈W 1,∞
0 (D;RN )

}
, (2.13)

and by SQf the symmetric quasiconvexification defined through (2.9), trivially SQfE ≤ SQf and by
(2.12) we have equality.

Actually, under linear growth conditions and upper semicontinuity of f , we may also conclude that

SQfE(ξ) := inf

{
1

LN (D)

∫
D

f(ξ + Eϕ(x)) dx : ϕ ∈W 1,1
0 (D;RN )

}
.

3 Auxiliary Results

We recall that for u ∈ BD(Ω) and χ ∈ BV (Ω; {0, 1}) the energy under consideration is

F (χ, u; Ω) :=

∫
Ω

χ(x)W1(Eu(x)) + (1− χ(x))W0(Eu(x)) dx+ |Dχ|(Ω), (3.1)
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and our aim is to obtain an integral representation for the localised relaxed functionals, defined for
A ∈ O(Ω), by

F (χ, u;A) := inf

{
lim inf
n→+∞

F (χn, un;A) : un ∈W 1,1(A;RN ), χn ∈ BV (A; {0, 1}), (3.2)

un → u in L1(A;RN ), χn → χ in L1(A; {0, 1})
}
,

FLD (χ, u;A) := inf

{
lim inf
n→+∞

F (χn, un;A) : un ∈ LD(A), χn ∈ BV (A; {0, 1}), (3.3)

un → u in L1(A;RN ), χn → χ in L1(A; {0, 1})
}
,

where the densities Wi, i = 0, 1, are continuous functions such that

∃α, β > 0 such that α|ξ| ≤Wi(ξ) ≤ β(1 + |ξ|), ∀ξ ∈ RN×Ns , (3.4)

and where, for purposes of notation, we let f : {0, 1} × RN×Ns → [0,+∞) be defined as

f (q, ξ) := qW1(ξ) + (1− q)W0(ξ). (3.5)

It follows from the definition of the recession function (1.7) and from the growth conditions (3.4)
that for every q ∈ {0, 1} and every ξ ∈ RN×Ns

α|ξ| ≤ f∞(q, ξ) ≤ β|ξ|. (3.6)

It is an immediate consequence of (3.4) that

|f(q1, ξ)− f(q2, ξ)| ≤ β |q1 − q2|(1 + |ξ|), ∀q1, q2 ∈ {0, 1},∀ξ ∈ RN×Ns , (3.7)

from which it follows that

|f∞(q1, ξ)− f∞(q2, ξ)| ≤ β |q1 − q2| |ξ|, ∀q1, q2 ∈ {0, 1},∀ξ ∈ RN×Ns . (3.8)

The following additional hypothesis will be used to write the density of the jump term in the form
given in (1.11)

∃ 0 < γ ≤ 1,∃C,L > 0 : t |ξ| > L⇒
∣∣∣∣f∞(q, ξ)− f(q, tξ)

t

∣∣∣∣ ≤ C |ξ|1−γtγ
, (3.9)

for every q ∈ {0, 1} and every ξ ∈ RN×Ns . As pointed out in [32], this can be stated equivalently as

∃ 0 < γ ≤ 1,∃C > 0 such that |f∞(q, ξ)− f(q, ξ)| ≤ C
(
1 + |ξ|1−γ

)
, (3.10)

for every q ∈ {0, 1} and every ξ ∈ RN×Ns .
Under our assumed growth conditions (3.4), we observe that if f satisfies (3.9), or equivalently

(3.10), then the same holds for its symmetric quasiconvex envelope SQf . To this end, we recall that,
under the hypothesis (3.4), the recession function of a symmetric quasiconvex function is still symmetric
quasiconvex (see [46, Remarks 8 and 9]) and we begin by stating the following results (cf. [21, (iv) and
(v) in Remark 3.2] and [45, Propositions 2.6, 2.7] for the quasiconvex counterpart).

Proposition 3.1. Let f : {0, 1}×RN×Ns → [0,+∞) be a continuous function as in (3.5) and satisfying
(3.4) and (3.9). Let f∞ and SQf be its recession function and its symmetric quasiconvex envelope,
defined by (1.7) and (2.8), respectively. Then

SQ(f∞)(q, ξ) = (SQf)∞(q, ξ) for every (q, ξ) ∈ {0, 1} × RN×Ns . (3.11)
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Proposition 3.2. Let f : {0, 1} × RN×Ns → [0,+∞) be a continuous function as in (3.5), satisfying
(3.4) and (3.9). Then, there exist γ ∈ [0, 1) and C > 0 such that

|(SQf)∞(q, ξ)− SQf(q, ξ)| ≤ C
(
1 + |ξ|1−γ

)
, ∀ (q, ξ) ∈ {0, 1} × RN×Ns .

The growth conditions (3.4), as well as standard diagonalisation arguments, allow us to prove the
following properties of the functional F(χ, u;A) defined in (3.2).

Proposition 3.3. Let A ∈ O(Ω), u ∈ BD(A), χ ∈ BV (A; {0, 1}) and F (χ, u;A) be given by (3.1). If
Wi, i = 0, 1, satisfy (3.4), then

i) there exists C > 0 such that

C (|Eu|(A) + |Dχ|(A)) ≤ F(χ, u;A) ≤ C
(
LN (A) + |Eu|(A) + |Dχ|(A)

)
;

ii) F(χ, u;A) is always attained, that is, there exist sequences {un} ⊂ W 1,1(A;RN ) and {χn} ⊂
BV (A; {0, 1}) such that un → u in L1(A;RN ), χn → χ in L1(A; {0, 1}) and

F(χ, u;A) = lim
n→∞

F (χn, un;A);

iii) if {un} ⊂ W 1,1(A;RN ) and {χn} ⊂ BV (A; {0, 1}) are such that un → u in L1(A;RN ) and
χn → χ in L1(A; {0, 1}), then

F(χ, u;A) ≤ lim inf
n→+∞

F(χn, un;A).

Proof. i) The upper bound follows from the growth condition from above of Wi, i = 0, 1 and by fixing
χn = χ as a test sequence for F(χ, u;A), whereas the lower bound is a consequence of the inequality
from below in (3.4), (2.3) and the lower semicontinuity of the total variation of Radon measures.

The conclusions in ii) and iii) follow by standard diagonalisation arguments.

Remark 3.4. Analogous conclusions also hold for the functional FLD(χ, u;A).

Remark 3.5. Assuming that the continuous functions W0 and W1 satisfy the growth hypothesis (3.4),
it follows from the density of smooth functions in LD(Ω) and a diagonalisation argument that

F (χ, u;A) = FLD (χ, u;A) , for every χ ∈ BV (A; {0, 1}), u ∈ BD(Ω), A ∈ O(Ω).

Proof. As W 1,1(A;RN ) ⊂ LD(A), one inequality is trivial. In order to show the reverse one, let
{un} ⊂ LD(A), {χn} ⊂ BV (A; {0, 1}) be such that un → u in L1(A;RN ), χn → χ in L1(A; {0, 1}) and

FLD (χ, u;A) = lim
n

[∫
A

χn(x)W1(Eun(x)) + (1− χn(x))W0(Eun(x)) dx+ |Dχn|(A)

]
.

By Theorem 2.5, for each n ∈ N, let vn,k ∈ W 1,1(A;RN ) be such that vn,k → un in L1(A;RN ), as
k → +∞, and Evn,k → Eun in L1(A;RN×Ns ), as k → +∞. By passing to a subsequence, if necessary,
assume also that lim

k→+∞
Evn,k(x) = Eun(x), for a.e. x ∈ A. By (3.4) and Fatou’s Lemma we obtain

∫
A

χn(x) [C(1 + |Eun(x)|)−W1(Eun(x))] dx ≤ lim inf
k→+∞

∫
A

χn(x) [C(1 + |Evn,k(x)|)−W1(Evn,k(x))] dx

so that ∫
A

χn(x)W1(Eun(x)) dx ≥ lim sup
k→+∞

∫
A

χn(x)W1(Evn,k(x)) dx,

and likewise for the term involving (1− χn)W0. From the previous inequalities we conclude that

F (χn, un;A) ≥ lim sup
k→+∞

F (χn, vn,k;A).
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Since vn,k → un in L1(A;RN ), as k → +∞, and un → u in L1(A;RN ), by a diagonalisation argument
there exists a sequence kn → +∞ such that vn,kn → u in L1(A;RN ) and

F (χn, vn,kn ;A) ≤ F (χn, un;A) +
1

kn
.

As {χn}, {vn,kn} are admissible for F (χ, u;A) it follows that

F (χ, u;A) ≤ lim inf
n→+∞

F (χn, vn,kn ;A) ≤ lim sup
n→+∞

(
F (χn, un;A) +

1

kn

)
= FLD (χ, u;A) .

A straightforward adaptation of the proof of [12, Proposition 3.7] yields the following result which
enables us to prove the nested subadditivity property of the functional F (χ, u; ·).

Proposition 3.6. Let A ∈ O(Ω) and assume that W0,W1 satisfy the growth condition (3.4). Let
{χn} ⊂ BV (A; {0, 1}) and {un}, {vn} ⊂ BD(A;RN ) be sequences satisfying un−vn → 0 in L1(A;RN ),

supn |Eun|(A) < +∞, |Evn|
∗
⇀ µ and |Evn| → µ(A). Then there exist subsequences {vnk} of {vn},

{χnk} of {χn} and there exists a sequence {wk} ⊂ BD(A) such that wk = vnk near ∂A, wk − vnk → 0
in L1(A;RN ) and

lim sup
k→+∞

F (χnk , wk;A) ≤ lim inf
n→+∞

F (χn, un;A).

It is clear from the proof that if the original sequences {un}, {vn} belong to W 1,1(A;RN ) then the
sequence {wk} will also be in this space.

Proposition 3.7. Assume that W0 and W1 are continuous functions satisfying (3.4). Let u ∈ BD(Ω),
χ ∈ BV (Ω; {0, 1}) and S,U, V ∈ O(Ω) be such that S ⊂⊂ V ⊂ U. Then

F (χ, u;U) ≤ F (χ, u;V ) + F
(
χ, u;U \ S

)
.

Proof. By Proposition 3.3, ii), let {vn} ⊂W 1,1(V ;RN ), {wn} ⊂W 1,1(U\S;RN ), {χn} ⊂ BV (V ; {0, 1})
and {θn} ⊂ BV (U \ S; {0, 1}) be such that vn → u in L1(V ;RN ), wn → u in L1(U \ S;RN ), χn → χ
in L1(V ; {0, 1}) θn → χ in L1(U \ S; {0, 1}) and

F (χ, u;V ) = lim
n→+∞

F (χn, vn;V ) (3.12)

F
(
χ, u;U \ S

)
= lim
n→+∞

F (θn, wn;U \ S). (3.13)

Let V0 ∈ O∞(Ω) satisfy S ⊂⊂ V0 ⊂⊂ V and |Eu|(∂V0) = 0, |Dχ|(∂V0) = 0. Applying Proposition 3.6
to {vn} and u in V0, we obtain a subsequence {χn} of {χn} and a sequence {vn} ⊂W 1,1(V0;RN ) such
that vn = u near ∂V0, vn → u in L1(V0;RN ) and

lim sup
n→+∞

F (χn, vn;V0) ≤ lim inf
n→+∞

F (χn, vn;V0). (3.14)

A further application of Proposition 3.6, this time to {wn} and u in U \V 0, yields a subsequence {θn} of
{θn} and a sequence {wn} ⊂W 1,1(U \ V 0;RN ) such that wn = u near ∂V0, wn → u in L1(U \ V 0;RN )
and

lim sup
n→+∞

F (θn, wn;U \ V 0) ≤ lim inf
n→+∞

F (θn, wn;U \ V 0). (3.15)

Define

zn :=

{
vn, in V0

wn, in U \ V0,

notice that, by the properties of {vn} and {wn}, {zn} ⊂W 1,1(U ;RN ) and zn → u in L1(U ;RN ).

13



We must now build a transition sequence {ηn} between {χn} and {θn}, in such a way that an upper
bound for the total variation of ηn is obtained. In order to connect these functions without adding more
interfaces, we argue as in [13] (see also [14]). For δ > 0 consider

Vδ := {x ∈ V : dist(x, V0) < δ},

where δ is small enough so that wn = u in Vδ \ V 0 and∫
Vδ\V 0

C(1 + |u(x)|) dx = O(δ). (3.16)

Given x ∈ V , let d(x) := dist(x;V0). Since the distance function to a fixed set is Lipschitz continuous,
applying the change of variables formula (see Theorem 2, Section 3.4.3, in [30]) yields∫

Vδ\V0

|χn(x)− θn(x)||det∇d(x)| dx =

∫ δ

0

[∫
d−1(y)

|χn(x)− θn(x)| dHN−1(x)

]
dy

and, as |det∇d(x)| is bounded and χn − θn → 0 in L1(V ∩ (U \ S); {0, 1}), it follows that, for almost
every ρ ∈ [0; δ], we have

lim
n→+∞

∫
d−1(ρ)

|χn(x)− θn(x)| dHN−1(x) = lim
n→+∞

∫
∂Vρ

|χn(x)− θn(x)| dHN−1(x) = 0. (3.17)

Fix ρ0 ∈ [0; δ] such that |Dχ|(∂Vρ0) = 0 and (3.17) holds. We observe that Vρ0 is a set with locally
Lipschitz boundary since it is a level set of a Lipschitz function (see, for example, [30]). Hence, for
every n, we can consider χn, θn on ∂Vρ0 in the sense of traces and define

ηn :=

{
χn, in Vρ0
θn, in U \ Vρ0 .

Then {ηn} ⊂ BV (U ; {0, 1}), ηn → χ in L1(U ; {0, 1}) and so {ηn} and {zn} are admissible for F (χ, u;U).
Therefore, by (3.17), (3.4), (3.14), (3.15), (3.16), (3.12) and (3.13),

F (χ, u;U) ≤ lim inf
n→+∞

F (ηn, zn;U)

= lim inf
n→+∞

[
F (χn, vn;V0) +

∫
Vρ0\V 0

χn(x)W1(Eu(x)) + (1− χn(x))W0(Eu(x)) dx

+|Dχn|(Vρ0 \ V0) + F (θn, wn;U \ Vρ0) +

∫
∂Vρ0

|χn(x)− θn(x)| dHN−1(x)

]

≤ lim sup
n→+∞

F (χn, vn;V0) + lim sup
n→+∞

F (θn, wn;U \ V 0) +

∫
Vρ0\V 0

C
(
1 + |Eu(x)|

)
dx

+ lim sup
n→+∞

|Dχn|(Vρ0 \ V0)

≤ lim inf
n→+∞

F (χn, vn;V0) + lim inf
n→+∞

F (θn, wn;U \ V 0) +O(δ) + lim sup
n→+∞

|Dχn|(Vρ0 \ V0)

≤ lim sup
n→+∞

F (χn, vn;V ) + lim sup
n→+∞

F (θn, wn;U \ S) +O(δ)

= F (χ, u;V ) + F
(
χ, u;U \ S

)
+O(δ)

so the result follows by letting δ → 0+.

Proposition 3.8. Let W0 and W1 be continuous functions satisfying (3.4). For every u ∈ BD(Ω),
χ ∈ BV (Ω; {0, 1}), F (χ, u; ·) is the restriction to O(Ω) of a Radon measure.
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Proof. By Proposition 3.3, ii), let {un} ⊂W 1,1(Ω;RN ), {χn} ⊂ BV (Ω; {0, 1}), be such that un → u in
L1(Ω;RN ), χn → χ in L1(Ω; {0, 1}) and

F (χ, u; Ω) = lim
n→+∞

F (χn, un; Ω).

Let µn = f(χn(·), Eun(·))LNbΩ + |Dχn| and extend this sequence of measures outside of Ω by setting,
for any Borel set E ⊂ RN ,

λn(E) = µn(E ∩ Ω).

Passing, if necessary, to a subsequence, we can assume that there exists a non-negative Radon measure
µ (depending on χ and u) on Ω such that λn

∗
⇀ µ in the sense of measures in Ω. Let ϕk ∈ C0(Ω) be

an increasing sequence of functions such that 0 ≤ ϕk ≤ 1 and ϕk(x) → 1 a.e. in Ω. Then, by Fatou’s
Lemma and by the choice of {un}, {χn}, we have

µ(Ω) =

∫
Ω

lim inf
k→+∞

ϕk(x) dµ ≤ lim inf
k→+∞

∫
Ω

ϕk(x) dµ

= lim inf
k→+∞

lim
n→+∞

(∫
Ω

ϕk(x)f(χn(x), Eun(x)) dx+

∫
Ω

ϕk(x) d|Dχn|
)

≤ lim
n→+∞

(∫
Ω

f(χn(x), Eun(x)) dx+ |Dχn|(Ω)

)
= F(χ, u; Ω),

so that
µ(Ω) ≤ F(χ, u; Ω). (3.18)

On the other hand, by the upper semicontinuity of weak ∗ convergence of measures on compact sets,
for every open set V ⊂ Ω, it follows that

F(χ, u;V ) ≤ lim inf
n→+∞

F (χn, un;V ) = lim inf
n→+∞

µn(V ) ≤ lim sup
n→+∞

µn(V ) ≤ µ(V ). (3.19)

Now let V ∈ O(Ω) and ε > 0 be fixed and consider an open set S ⊂⊂ V such that µ(V \ S) < ε. Then

µ(V ) ≤ µ(S) + ε = µ(Ω)− µ(Ω \ S) + ε, (3.20)

and so, by (3.20), (3.18), (3.19) and Proposition 3.7 we have

µ(V ) ≤ µ(Ω)− µ(Ω \ S) + ε ≤ F(χ, u; Ω)−F(χ, u; Ω \ S) + ε ≤ F(χ, u;V ) + ε.

Letting ε→ 0+, we obtain
µ(V ) ≤ F(χ, u;V ),

whenever V is an open set such that V ⊂⊂ Ω. For a general open subset V ⊂ Ω we have

µ(V ) = sup{µ(O) : O ⊂⊂ V } ≤ sup{F(χ, u;O) : O ⊂⊂ V } ≤ F(χ, u;V ).

It remains to show that F(χ, u;U) ≤ µ(U), ∀U ∈ O(Ω). Fix ε > 0 and choose V, S ∈ O(Ω) such
that S ⊂⊂ V ⊂⊂ U and LN (U \ S) + |Eu|(U \ S) + |Dχ|(U \ S) < ε. By Proposition 3.3 i), (3.19) and
the nested subadditivity result, it follows that

F(χ, u;U) ≤ F(χ, u;V ) + F(χ, u;U \ S)

≤ µ(V ) + C
(
LN (U \ S) + |Eu|(U \ S) + |Dχ|(U \ S)

)
≤ µ(U) + Cε,

so it suffices to let ε→ 0+ to conclude the proof.

Combining the arguments given in the proofs of Propositions 3.6 and 3.7 it is possible to obtain the
following refined version of Proposition 3.6.
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Proposition 3.9. Let A ∈ O(Ω) and assume that W0,W1 satisfy the growth condition (3.4). Let
{un}, {vn} ⊂ BD(A;RN ) and {χn}, {θn} ⊂ BV (A; {0, 1}) be sequences satisfying un − vn → 0 in

L1(A;RN ), χn − θn → 0 in L1(A; {0, 1}), supn |Esun|(A) < +∞, |Evn|
∗
⇀ µ, |Evn| → µ(A),

supn |Dχn|(A) < +∞ and supn |Dθn|(A) < +∞. Then there exist subsequences {vnk} of {vn}, {θnk}
of {θn} and there exist sequences {wk} ⊂ BD(A), {ηk} ⊂ BV (A; {0, 1}) such that wk = vnk near ∂A,
ηk = θnk near ∂A, wk − vnk → 0 in L1(A;RN ), ηk − θnk → 0 in L1(A; {0, 1}) and

lim sup
k→+∞

F (ηk, wk;A) ≤ lim inf
n→+∞

F (χn, un;A).

As in Proposition 3.6, the new sequence {wk} has the same regularity as the original sequences
{un}, {vn} as it is obtained through a convex combination of these ones using smooth cut-off functions.

The following proposition, whose proof is standard (cf. for instance [45, Lemma 3.1] or [22, Propo-
sition 2.14]), allows us to assume without loss of generality that f is symmetric quasiconvex.

Proposition 3.10. Let W0 and W1 be continuous functions satisfying (3.4) and consider the functional
F : BV (Ω; {0, 1})×BD(Ω)×O(Ω) defined in (3.1). Consider furthermore the relaxed functionals given
in (3.2) and

FSQf (χ, u;A) := inf
{

lim inf
n→+∞

∫
A

SQf(χn(x), Eun(x)) dx+ |Dχn|(A) : (3.21)

(χn, un) ∈ BV (A; {0, 1})× LD(A), un → u in L1(A;RN ), χn → χ in L1(A; {0, 1})
}
.

Then, F(·, ·; ·) coincides with FSQf (·, ·; ·) in BV (Ω; {0, 1})×BD(Ω)×O(Ω).

In the sequel we rely on the result of Proposition 3.10 and assume that f is symmetric quasiconvex.
Together with (3.4), this entails the Lipschitz continuity of f with respect to the second variable (see
[26]). Under this quasiconvexity hypothesis, assuming in addition that (3.9) holds and taking also into
account Proposition 3.2, we recall (cf. (1.11)) that our relaxed surface energy density is given by

K(a, b, c, d, ν) := inf

{∫
Qν

f∞(χ(x), Eu(x)) dx+ |Dχ|(Qν) : (χ, u) ∈ A(a, b, c, d, ν)

}
, (3.22)

where, for (a, b, c, d, ν) ∈ {0, 1} × {0, 1} × RN × RN × SN−1, the set of admissible functions is

A(a, b, c, d, ν) :=

{
(χ, u) ∈ BVloc (Sν ; {0, 1})×W 1,1

loc

(
Sν ;RN

)
: (3.23)

(χ(y), u(y)) = (a, c) if y · ν =
1

2
, (χ(y), u(y)) = (b, d) if y · ν = −1

2
,

(χ, u) are 1-periodic in the directions of ν1, . . . , νN−1

}
,

{ν1, ν2, . . . , νN−1, ν} is an orthonormal basis of RN and Sν is the strip given by

Sν =

{
x ∈ RN : |x · ν| < 1

2

}
.

The following result provides an alternative characterisation of K(a, b, c, d, ν) which will be useful to
obtain the surface term of the relaxed energy, under hypothesis (3.9). To this end, given (a, b, c, d, ν) ∈
{0, 1} × {0, 1} × RN × RN × SN−1, we consider the functions

χa,b,ν(y) :=

{
a, if y · ν > 0

b, if y · ν < 0
and uc,d,ν(y) :=

{
c, if y · ν > 0

d, if y · ν < 0.
(3.24)

Proposition 3.11. For every (a, b, c, d, ν) ∈ {0, 1} × {0, 1} × RN × RN × SN−1 we have

K(a, b, c, d, ν) = K̃(a, b, c, d, ν)
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where

K̃(a, b, c, d, ν) := inf

{
lim inf
n→+∞

[∫
Qν

f∞(χn(x), Eun(x)) dx+ |Dχn|(Qν)

]
: χn ∈ BV (Qν ; {0, 1}) ,

un ∈W 1,1
(
Qν ;RN

)
, χn → χa,b,ν in L1(Qν ; {0, 1}), un → uc,d,ν in L1(Qν ;RN )

}
.

(3.25)

Proof. The conclusion follows as in [11, Proposition 3.5], by proving a double inequality.

To show that K(a, b, c, d, ν) ≤ K̃(a, b, c, d, ν) we take sequences {χn}, {un} as in the definition

of K̃(a, b, c, d, ν) and use Proposition 3.9, applied to {χn}, {χa,b,ν}, {un} and {vn}, where vn is a
regularization of uc,d,ν which preserves its boundary values (cf. Theorem 2.5).

The reverse inequality is based on the periodicity of the admissible functions for K(a, b, c, d, ν),
together with the Riemann-Lebesgue Lemma.

4 Proof of the Main Theorem

Given χ ∈ BV (Ω; {0, 1}) and u ∈ BD(Ω), by Proposition 3.8 we know that F(χ, u, ; ·) is the restriction
to O(Ω) of a Radon measure µ. By Proposition 3.3 i) we may decompose µ as

µ = µaLN + µj + µc, with µj � |Eju|+ |Dχ|.

Our aim in this section is to characterise the density µa and the measures µj and µc.
We point out that the measure µj is given by σjHN−1b(Jχ ∪ Ju), for a certain density σj . Indeed,

due to the fact that, for BV functions, HN−1(Su\Ju) = 0, the measure |Dχ| is concentrated on Jχ apart
from an HN−1-negligible set, whereas, by [4, Remark 4.2 and Proposition 4.4], |Eju| is concentrated
on Ju and it is the only part of the measure Eu that is concentrated on (n− 1)-dimensional sets.

4.1 The Bulk Term

Proposition 4.1. Let u ∈ BD(Ω), χ ∈ BV (Ω; {0, 1}) and let W0 and W1 be continuous functions
satisfying (3.4). Assume that f given by (3.5) is symmetric quasiconvex. Then, for LN a.e. x0 ∈ Ω,

µa(x0) =
dF(χ, u; ·)
dLN

(x0) ≥ f(χ(x0), Eu(x0)).

Proof. Let x0 ∈ Ω be a point satisfying

µa(x0) =
dµ

dLN
(x0) = lim

ε→0+

µ(Q(x0, ε))

εN
exists and is finite (4.1)

and
d|Esu|
dLN

(x0) = 0,
d|Dχ|
dLN

(x0) = 0. (4.2)

Furthermore, we choose x0 to be a point of approximate continuity for u, for Eu and for χ, namely
we assume that

lim
ε→0+

1

εN

∫
Q(x0,ε)

|u(x)− u(x0)| dx = 0, (4.3)

lim
ε→0+

1

εN

∫
Q(x0,ε)

|Eu(x)− Eu(x0)| dx = 0 (4.4)

and

lim
ε→0+

1

εN

∫
Q(x0,ε)

|χ(x)− χ(x0)| dx = 0. (4.5)

We observe that the above properties hold for LN a.e. x0 ∈ Ω (applying, for instance, [4, eq. (2.5)]
to u, Eu and χ).
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Assuming that the sequence εk → 0+ is chosen in such a way that µ(∂Q(x0, εk)) = 0, we have

µa(x0) = lim
εk→0+

µ(Q(x0, εk))

εNk
= lim
εk,n

[
1

εNk

∫
Q(x0,εk)

f(χn(x), Eun(x)) dx+ |Dχn|(Q(x0, εk))

]

≥ lim
εk,n

∫
Q

f(χn(x0 + εky), Eun(x0 + εky)) dy,

where χn ∈ BV (Q(x0, εk); {0, 1}), χn → χ in L1(Q(x0, εk); {0, 1}) and un ∈ W 1,1(Q(x0, εk);RN ),
un → u in L1(Q(x0, εk);RN ).

Defining
χn,εk(y) := χn(x0 + εky)− χ(x0),

it follows by (4.5) that

lim
εk,n
‖χn,εk‖L1(Q) = lim

εk,n

∫
Q

|χn(x0 + εky)− χ(x0)| dy

= lim
εk,n

1

εNk

∫
Q(x0,εk)

|χn(x)− χ(x0)| dx

= lim
εk→0+

1

εNk

∫
Q(x0,εk)

|χ(x)− χ(x0)| dx = 0.

(4.6)

Analogously, letting

un,εk(y) :=
un(x0 + εky)− u(x0)

εk
,

then Eun,εk(y) = Eun(x0 + εky) and, since un,εk ∈W 1,1(Ω;RN ), Eun,εk = Eun,εkLN .
Moreover, arguing as in the proof of [12, Proposition 4.1], exploiting the coercivity of f in the second

variable and Theorems 2.8 and 2.6, we conclude that there exists a function v ∈ BD(Ω), such that

lim
εk,n
‖un,εk − P (un,εk)− v‖L1(Q;RN ) = 0,

where P is the projection of BD(Ω) onto the kernel of the operator E. Furthermore, given that the
point x0 was chosen to satisfy (4.2) and (4.4), it was shown in [12, Proposition 4.1, (4.8)] that

Ev = Eu(x0)LN . (4.7)

Therefore, a diagonalisation argument allows us to extract subsequences uk := unk,εk − P (unk,εk)
and χk := χnk,εk , such that

lim
k→+∞

‖χk‖L1(Q) = 0,

lim
k→+∞

‖uk − v‖L1(Q;RN ) = 0
(4.8)

and

µa(x0) =
dµ

dLN
(x0) ≥ lim

k→+∞

∫
Q

f(χ(x0) + χk(y), Euk(y)) dy. (4.9)

Our next step is to fix χ(x0) in the first argument of f in the previous integral. To this end we make
use of Chacon’s Biting Lemma (see [3, Lemma 5.32]). Indeed, by the coercivity hypothesis (3.4) and
(4.9), the sequence {Euk} is bounded in L1(Q;RN×Ns ) so the Biting Lemma guarantees the existence
of a (not relabelled) subsequence of {uk} and of a decreasing sequence of Borel sets Dr, such that

lim
r→+∞

LN (Dr) = 0 and the sequence {Euk} is equiintegrable in Q \Dr, for any r ∈ N.
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Since f ≥ 0, by (3.7) and (4.9), we have

µa(x0) ≥ lim
k→+∞

∫
Q\Dr

f(χ(x0) + χk(y), Euk(y)) dy

≥ lim
k→+∞

{∫
Q\Dr

f(χ(x0), Euk(y)) dy −
∫
Q\Dr

C|χk(y)| · (1 + |Euk(y)|) dy

}

≥ lim
k→+∞

∫
Q\Dr

f(χ(x0), Euk(y)) dy − lim sup
k→+∞

∫
Q\Dr

C|χk(y)| · |Euk(y)| dy, (4.10)

where we used (4.6).
We claim that for each j ∈ N, there exist k = k(j) and rj ∈ N, such that∫

Q\Drj
f(χ(x0), Euk(j)(y)) dy ≥

∫
Q

f(χ(x0), Euk(j)(y)) dy − C

j
. (4.11)

In light of (3.4), in order to guarantee that (4.11) holds, it suffices to show that for each j ∈ N, there
exist k = k(j) and rj ∈ N, such that ∫

Drj

1 + |Euk(j)(y)| dy ≤ 1

j
. (4.12)

Suppose not. Then, there exists j0 ∈ N such that, for all r, k ∈ N,∫
Dr

1 + |Euk(y)| dy > 1

j0
(4.13)

which contradicts the equiintegrability of the constant sequence {1 + |Euk|}, for k fixed, and the fact
that lim

r→+∞
LN (Dr) = 0.

For this choice of k(j) and rj , we now estimate the last term in (4.10). Since |χk(j)| → 0, as j → +∞,
in L1(Q), this sequence also converges to zero in measure. Thus, denoting by

Ak(j) :=
{
x ∈ Q \Drj : |χk(j)(x)| = 1

}
,

it follows that for every δ > 0, there exists j0 ∈ N such that LN (Ak(j)) < δ, for all j > j0.
On the other hand, because the sequence {Euk(j)} is equiintegrable in Q \ Drj , we know that

for every ε > 0, there exists δ = δ(ε) > 0 such that for any measurable set A ⊂ Q \ Drj with

LN (A) < δ(ε) we have

∫
A

|Euk(j)(y)| dy < ε. Choosing j large enough so that LN (Ak(j)) < δ(ε) we

obtain

∫
Ak(j)

|Euk(j)(y)| dy < ε and hence

∫
Q\Drj

|χk(j)(y) · |Euk(j)(y)| dy < ε, (4.14)

for every sufficiently large j.
Therefore, up to the extraction of a further subsequence, and denoting in what follows χj := χk(j),

vj := uk(j) and Dj := Drj , (4.10), (4.11) and (4.14) yield

µa(x0) =
dµ

dLN
(x0) ≥ lim inf

j→+∞

(∫
Q

f(χ(x0), Evj(y)) dy − C

j

)
− lim sup

j→+∞

∫
Q\Dj

C|χj(y)| · |Evj(y)| dy

≥ lim inf
j→+∞

∫
Q

f(χ(x0), Evj(y)) dy − ε.
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Since vj → v in L1(Q;RN ), Proposition 3.6 allows us to assume, without loss of generality, that
vj = v on ∂Q. Hence, using the symmetric quasiconvexity of f in the second variable, which also holds
for test functions in LDper(Q) (cf. Remark 2.10), and (4.7), we obtain

µa(x0) ≥ lim inf
j→+∞

∫
Q

f(χ(x0), Evj(y)) dy − ε

≥ lim inf
j→+∞

∫
Q

f(χ(x0), Eu(x0) + E(vj − v)(y)) dy − ε

≥ f(χ(x0), Eu(x0))− ε,

so to conclude it suffices to let ε→ 0+.

Proposition 4.2. Let u ∈ BD(Ω), χ ∈ BV (Ω; {0, 1}) and let W0 and W1 be continuous functions
satisfying (3.4). Let f be given by (3.5) and assume that f is symmetric quasiconvex. Then, for LN
a.e. x0 ∈ Ω,

µa(x0) =
dF(χ, u; ·)
dLN

(x0) ≤ f(χ(x0), Eu(x0)).

Proof. Choose a point x0 ∈ Ω such that (4.3),(4.4), (4.5) hold,

lim
ε→0+

1

εN
|Esu|(Q(x0, ε)) = 0, (4.15)

lim
ε→0+

1

εN
|Dχ|(Q(x0, ε)) = 0, (4.16)

and, furthermore, such that

µa(x0) = lim
ε→0+

F(χ, u;Q(x0, ε))

εN
exists and is finite, (4.17)

where the sequence of ε → 0+ is chosen so that |Eu|(∂Q(x0, ε)) = 0. Notice that LN almost every
point x0 ∈ Ω satisfies the above properties.

For the purposes of this proof we assume that χ(x0) = 1, the case χ(x0) = 0 is treated in a similar
fashion. Thus, it follows from (4.5) that

lim
ε→0+

1

εN
LN
(
Q(x0, ε) ∩ {χ = 0}

)
= 0. (4.18)

Using the symmetric quasiconvexity of f , fix δ > 0 and let φ ∈ C∞per(Q;RN ) be such that∫
Q

f(χ(x0), Eu(x0) + Eφ(x)) dx ≤ f(χ(x0), Eu(x0)) + δ. (4.19)

We extend φ to RN by periodicity, define φn(x) :=
1

n
φ(nx) and consider the sequence of functions in

W 1,1(Q(x0, ε);RN ) given by

un,ε(x) := (ρn ∗ u)(x) + εφn

(
x− x0

ε

)
.

The periodicity of φ ensures that, as n → +∞, un,ε → u in L1(Q(x0, ε);RN ) and so, letting χn = χ,
∀n ∈ N, the sequences {un,ε}n and {χn}n are admissible for F(χ, u;Q(x0, ε)). Hence, by (4.16), we
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have

µa(x0) = lim
ε→0+

F(χ, u;Q(x0, ε))

εN
≤ lim inf

ε→0+
lim inf
n→+∞

1

εN

(∫
Q(x0,ε)

f(χ(x), Eun,ε(x)) dx+ |Dχ|(Q(x0, ε))
)

= lim inf
ε→0+

lim inf
n→+∞

1

εN

∫
Q(x0,ε)

f (χ(x), Eun,ε(x)) dx

≤ lim sup
ε→0+

lim sup
n→+∞

1

εN

∫
Q(x0,ε)

f

(
χ(x0), Eu(x0) + Eφn

(
x− x0

ε

))
dx

+ lim sup
ε→0+

lim sup
n→+∞

1

εN

∫
Q(x0,ε)

f (χ(x), Eun,ε(x))− f (χ(x0), Eun,ε(x))) dx

+ lim sup
ε→0+

lim sup
n→+∞

1

εN

∫
Q(x0,ε)

f (χ(x0), Eun,ε(x))− f
(
χ(x0), Eu(x0) + Eφn

(
x− x0

ε

))
dx

=: I1 + I2 + I3.

By changing variables, using the periodicity of φ and (4.19), it follows that

I1 = lim sup
n→+∞

∫
Q

f(χ(x0), Eu(x0) + Eφn(y)) dy = lim sup
n→+∞

∫
Q

f(χ(x0), Eu(x0) + Eφ(ny)) dy

= lim sup
n→+∞

∫
Q

f(χ(x0), Eu(x0) + Eφ(x)) dx ≤ f(χ(x0), Eu(x0)) + δ.

Consequently, to complete the proof it remains to show that I2 = I3 = 0 and finally to let δ → 0+. To
conclude that I3 = 0 we reason exactly as in [12, Proposition 4.2] since χ(x0) is fixed in both terms of
the integrand. As for I2, since χ(x0) = 1, we have by (3.7),

I2 = lim sup
ε→0+

lim sup
n→+∞

1

εN

∫
Q(x0,ε)∩{χ=0}

f (0, Eun,ε(x))− f (1, Eun,ε(x))) dx

≤ lim sup
ε→0+

lim sup
n→+∞

C

εN

∫
Q(x0,ε)∩{χ=0}

1 +

∣∣∣∣E(u ∗ ρn)(x) + Eφn
(
x− x0

ε

)∣∣∣∣ dx,
where, by periodicity and the Riemann-Lebesgue Lemma,

lim sup
ε→0+

lim sup
n→+∞

C

εN

∫
Q(x0,ε)∩{χ=0}

∣∣∣∣Eφn(x− x0

ε

)∣∣∣∣ dx = lim sup
ε→0+

lim sup
n→+∞

C

∫
Q∩{y:χ(x0+εy)=0}

|Eφ(ny)| dy

= lim sup
ε→0+

C

∫
Q∩{y:χ(x0+εy)=0}

(∫
Q

|Eφ(x)| dx
)
dy

= lim sup
ε→0+

C

εN
LN (Q(x0, ε) ∩ {χ = 0})

∫
Q

|Eφ(x)| dx = 0

by (4.18). On the other hand, since |Eu| does not charge the boundary of Q(x0, ε), using Lemma 2.4,
(4.15), (4.4) and (4.18), it follows that

lim sup
ε→0+

lim sup
n→+∞

C

εN

∫
Q(x0,ε)∩{χ=0}

|E(u ∗ ρn)(x)| dx

≤ lim sup
ε→0+

lim sup
n→+∞

C

εN

∫
Q(x0,ε+

1
n )∩{χ=0}

d|Eu|(x)

= lim sup
ε→0+

C

εN

∫
Q(x0,ε)∩{χ=0}

|Eu(x)| dx

≤ lim sup
ε→0+

C

εN

∫
Q(x0,ε)

|Eu(x)− Eu(x0)| dx+ lim sup
ε→0+

C|Eu(x0)|
εN

LN (Q(x0, ε) ∩ {χ = 0}) = 0.

Therefore, a final application of (4.18) allows us to conclude that I2 = 0.

Remark 4.3. We stress that the symmetric quasiconvexity hypothesis on f in Proposition 4.2 is not
a restriction for the proof of Theorem 1.1, in view of Proposition 3.10.
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4.2 The Cantor Term

This section is devoted to the identification of the density of F in (1.8) with respect to |Ecu|. To this
end, we start by observing that, by virtue of Proposition 3.10, there is no loss of generality in assuming
that f is symmetric quasiconvex. If this symmetric quasiconvexity hypothesis on f is omitted, the
result of the next proposition holds provided we replace f∞ by (SQf)∞, whereas, due to the inequality
(SQf)∞ ≤ f∞, (4.30) holds as stated.

Proposition 4.4. Let u ∈ BD(Ω), χ ∈ BV (Ω; {0, 1}) and let W0 and W1 be continuous functions
satisfying (3.4). Assume that f given by (3.5) is symmetric quasiconvex. Then, for |Ecu| a.e. x0 ∈ Ω,

µc(x0) =
dF(χ, u; ·)
d|Ecu|

(x0) ≥ f∞
(
χ(x0),

dEcu

d|Ecu|
(x0)

)
.

Proof. Let x0 ∈ Ω be a point satisfying (4.3), (4.5) and

µc(x0) =
dF(χ, u; ·)
d|Ecu|

(x0) =
dµ

d|Ecu|
(x0) = lim

ε→0+

µ(Q(x0, ε))

|Ecu|(Q(x0, ε))
exists and is finite, (4.20)

these properties hold for |Ecu| a.e. x0 ∈ Ω. Indeed, by [4, Theorem 6.1], |Eu|(Su \ Ju) = 0, thus
|Ecu|(Su \ Ju) = 0. Hence, by [4, Propositions 3.5 and 4.4], we have

|Ecu|(Su) = |Ecu|(Ju) + |Ecu|(Su \ Ju) = 0,

which justifies the validity of (4.3). As for (4.5), this is a well known property of BV functions (cf. [3]).
We define

f0(ξ) = f(0, ξ) and f1(ξ) = f(1, ξ),∀ξ ∈ RN×Ns

and we consider the auxiliary functionals

Fi(u;A) := inf
{

lim inf
n→+∞

∫
A

fi(Eun(x)) dx : un ∈W 1,1(A;RN ), un → u in L1(A;RN )
}
, i = 0, 1. (4.21)

Referring to Theorem 6.1, Remark 6.4 and Corollary 6.8 in [23], Fi(u; ·), i = 0, 1, are the restriction to
O(Ω) of Radon measures whose densities with respect to |Ecu| are given by

dFi(u; ·)
d|Ecu|

(x0) = f∞i

( dEcu
d|Ecu|

(x0)
)

= f∞
(
i,
dEcu

d|Ecu|
(x0)

)
(4.22)

for |Ecu| a.e. x0 ∈ Ω. Choose x0 so that it also satisfies (4.22), i = 0, 1.
In what follows we assume, without loss of generality, that χ(x0) = 1, the case χ(x0) = 0 can be

treated similarly. Bearing this choice in mind we work with the functional (4.21) and we will make
use of (4.22), with i = 1. Selecting the sequence εk → 0+ in such a way that µ(∂Q(x0, εk)) = 0 and
Q(x0, εk) ⊂ Ω, we have

µc(x0) = lim
k→+∞

µ(Q(x0, εk))

|Ecu|(Q(x0, εk))

= lim
k,n

[
1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χn(x), Eun(x)) dx+ |Dχn|(Q(x0, εk))

]

where χn ∈ BV (Q(x0, εk); {0, 1}), χn → χ in L1(Q(x0, εk); {0, 1}), un ∈ W 1,1(Q(x0, εk);RN ), un → u
in L1(Q(x0, εk);RN ). Taking into account that we are searching for a lower bound for µc(x0), we neglect
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the perimeter term |Dχn|(Q(x0, εk)) and obtain

µc(x0) ≥ lim inf
k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χn(x), Eun(x)) dx (4.23)

≥ lim inf
k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f1(Eun(x)) dx

+ lim inf
k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χn(x), Eun(x))− f(1, Eun(x)) dx

≥ lim inf
k

F1(u;Q(x0, εk))

|Ecu|(Q(x0, εk))
+ lim inf

k,n
Ik,n

≥ dF1(u; ·)
d|Ecu|

(x0) + lim inf
k,n

Ik,n

≥ f∞
(

1,
dEcu

d|Ecu|
(x0)

)
+ lim inf

k,n
Ik,n (4.24)

where

Ik,n =
1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χn(x), Eun(x))− f(1, Eun(x)) dx.

It remains to estimate this term. Changing variables we get

|Ik,n| =
∣∣∣∣ εNk
|Ecu|(Q(x0, εk))

∫
Q

f(χn(x0 + εky), Eun(x0 + εky))− f(1, Eun(x0 + εky)) dy

∣∣∣∣
=

∣∣∣∣δk ∫
Q

f(χn,k(y) + 1, Eun,k(y))− f(1, Eun,k(y)) dy

∣∣∣∣ (4.25)

where

δk :=
εNk

|Ecu|(Q(x0, εk))
, χn,k(y) := χn(x0 + εky)− 1, un,k(y) :=

un(x0 + εky)− u(x0)

εk
.

By (4.5) it follows that lim
k,n
‖χn,k‖L1(Q) = 0 (see (4.6)) and lim

k
δk = 0. Thus, using also (3.7), we have

from (4.25)

lim inf
k,n

|Ik,n| ≤ lim sup
k,n

δk

∫
Q

|f(χn,k(y) + 1, Eun,k(y))− f(1, Eun,k(y))| dy

≤ lim sup
k,n

Cδk

∫
Q

|χn,k(y)|
(
1 + |Eun,k(y)|

)
dy

= lim sup
k,n

Cδk

∫
Q

|χn,k(y)| |Eun,k(y)| dy. (4.26)

From the growth condition from below on f , (4.23) and (4.20) we conclude that

lim sup
k,n

Cδk

∫
Q

|χn,k(y)| |Eun,k(y)| dy ≤ lim sup
k,n

C

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

|Eun(x)| dx

≤ lim sup
k,n

C

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χn(x), Eun(x)) dx

≤ Cµc(x0) < +∞.

Using a diagonalisation argument, let χk := χn(k),k, uk := un(k),k be such that χk → 0 in L1(Q) and

lim sup
k,n

Cδk

∫
Q

|χn,k(y)| |Eun,k(y)| dy = lim
k
Cδk

∫
Q

|χk(y)| |Euk(y)| dy < +∞. (4.27)
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Therefore, the sequence {δkχk Euk} is bounded in L1(Q;RN×Ns ) so, by the Biting Lemma, there exists
a subsequence (not relabeled) and there exist sets Dr ⊂ Q such that lim

r→+∞
LN (Dr) = 0 and the

sequence {δkχk Euk} is equiintegrable in Q \Dr, for any r ∈ N. Following the reasoning in the proof of
Proposition 4.1 (see (4.12)), for any j ∈ N there exist k(j), r(j) ∈ N such that

δk(j)

∫
Dr(j)

|χk(j)(y)| |Euk(j)(y)| dy ≤ 1

j
. (4.28)

The fact that χk(j) → 0, as j → +∞, in L1(Q) and the equiintegrability of {δk(j)χk(j) Euk(j)} in
Q \Dr(j) ensures that, for any ε > 0,

δk(j)

∫
Q\Dr(j)

|χk(j)(y)| |Euk(j)(y)| dy < ε, (4.29)

provided j is large enough (see the argument used to obtain (4.14)). Hence, from (4.24), (4.26), (4.27),
(4.28) and (4.29) we conclude that

µc(x0) ≥ f∞
(

1,
dEcu

d|Ecu|
(x0)

)
,

which completes the proof.

Proposition 4.5. Let u ∈ BD(Ω), χ ∈ BV (Ω; {0, 1}) and let W0 and W1 be continuous functions
satisfying (3.4). Assume that f given by (3.5) is symmetric quasiconvex. Then, for |Ecu| a.e. x0 ∈ Ω,

µc(x0) =
dF(χ, u; ·)
d|Ecu|

(x0) ≤ f∞
(
χ(x0),

dEcu

d|Ecu|
(x0)

)
. (4.30)

Proof. Let x0 ∈ Ω be a point satisfying (4.20), (4.3), (4.5) (which hold for |Ecu| a.e. x ∈ Ω, as observed
in the proof of Proposition 4.4) and, in addition,

lim
ε→0+

|Dχ|(Q(x0, ε))

|Ecu|(Q(x0, ε))
= 0. (4.31)

Assuming, once again, that χ(x0) = 1, we also require that x0 satisfies (4.22). Choosing the sequence
εk → 0+ in such a way that µ(∂Q(x0, εk)) = 0 and Q(x0, εk) ⊂ Ω, let un ∈ W 1,1(Q(x0, εk);RN ) be
such that un → u in L1(Q(x0, εk);RN ) and

dF1(u; ·)
d|Ecu|

(x0) = lim
k→+∞

F1(u;Q(x0, εk))

|Ecu|(Q(x0, εk))
= lim

k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f1(Eun(x)) dx. (4.32)

Then, as the constant sequence χn = χ is admissible for F(χ, u;Q(x0, εk)), from (4.31), (4.32) and
(4.22) with i = 1, it follows that

µc(x0) = lim
k→+∞

F(χ, u;Q(x0, εk))

|Ecu|(Q(x0, εk))

≤ lim inf
k,n

[
1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χ(x), Eun(x)) dx+ |Dχ|(Q(x0, εk))

]

≤ lim
k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(1, Eun(x)) dx

+ lim sup
k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χ(x), Eun(x))− f(1, Eun(x)) dx

= f∞
(
χ(x0),

dEcu

d|Ecu|
(x0)

)
+ lim sup

k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χ(x), Eun(x))− f(1, Eun(x)) dx.
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The same argument used in the proof of Proposition 4.4, now applied to the sequences

χk(y) = χ(x0 + εky)− 1, un,k(y) :=
un(x0 + εky)− u(x0)

εk
,

yields

lim sup
k,n

1

|Ecu|(Q(x0, εk))

∫
Q(x0,εk)

f(χ(x), Eun(x))− f(1, Eun(x)) dx = 0

from which the conclusion follows.

4.3 The Surface Term

Given x0 ∈ Jχ ∪ Ju we denote by ν(x0) the vector νu(x0), if x0 ∈ Ju \ Jχ, whereas ν(x0) := νχ(x0) if
x0 ∈ Jχ \ Ju, these vectors are well defined as Borel measurable functions for HN−1 a.e. x0 ∈ Jχ ∪ Ju.
Due to the rectifiability of both Jχ and Ju (cf. [3, Theorems 3.77 and 3.78] and [4, Proposition 3.5 and
Remark 3.6]), for HN−1 a.e. x0 ∈ Jχ∩Ju we may select ν(x0) := νχ(x0) = νu(x0) where the orientation
of νχ(x0) is chosen so that χ+(x0) = 1, χ−(x0) = 0 and then u+(x0) and u−(x0) are selected according
to this orientation.

Thus, in the sequel for HN−1 a.e. x0 ∈ Jχ ∪ Ju, the vector ν(x0) is defined according to the above
considerations.

Given that HN−1(Sχ \ Jχ) = 0 and that all points in Ω \ Sχ are Lebesgue points of χ, in what
follows we take χ+(x0) = χ−(x0) = χ̃(x0) for HN−1- a.e. x0 ∈ Ju \ Jχ, where ṽ denotes the precise
representative of a field v in BV , cf. Section 2.1. On the other hand, for a BD function u it is not known
whether HN−1(Su \ Ju) = 0. However, given that all points in Ω \ Su are Lebesgue points of u and
that, by [4, Remark 6.3] and the HN−1 rectifiability of Jχ, HN−1(Su \ Ju) ∩ Jχ) = 0, we may consider
u+(x0) = u−(x0) = ũ(x0) for HN−1 a.e. x0 ∈ Jχ \ Ju, where ṽ denotes the Lebesgue representative of
a field v in BD (cf. [4, page 206]), see also [6].

In order to describe µj we will follow the ideas of the global method for relaxation introduced in
[17] (see also [12] and [23]), the sequential characterisation of K(a, b, c, d, ν), obtained in Proposition
3.11, will also be used.

Given u ∈ BD(Ω), χ ∈ BV (Ω; {0, 1}) and V ∈ O∞(Ω) we define

m(χ, u;V ) := inf {F(θ, v;V ) : θ ∈ BV (Ω; {0, 1}), v ∈ BD(Ω), θ = χ on ∂V, v = u on ∂V } . (4.33)

Our goal is to show the following result.

Proposition 4.6. Let f be given by (3.5), where W0 and W1 are continuous functions satisfying (3.4).
Given u ∈ SBD(Ω) and χ ∈ BV (Ω; {0, 1}), we have

F(χ, u;V ∩ (Jχ ∪ Ju)) =

∫
V ∩(Jχ∪Ju)

g(x, χ+(x), χ−(x), u+(x), u−(x), ν(x)) dHN−1(x),

where

g(x0, a, b, c, d, ν) := lim sup
ε→0+

m(χa,b,ν(· − x0), uc,d,ν(· − x0);Qν(x0, ε))

εN−1
(4.34)

and χa,b,ν , uc,d,ν were defined in (3.24).

The proof of the above proposition relies on a series of auxiliary results, based on Lemmas 3.1,
3.3 and 3.5 in [17] and which were adapted to the BD case in [12][Lemmas 3.10, 3.11 and 3.12]. The
properties of F(χ, u;A) established in Proposition 3.3, and the fact that F(χ, u; ·) is a Radon measure,
ensure that we can apply the reasoning given in their respective proofs.

Lemma 4.7. Let f be given by (3.5), where W0 and W1 are continuous functions satisfying (3.4).
Then there exists a positive constant C such that

|m(χ1, u1;V )−m(χ2, u2;V )| ≤ C
[∫

∂V

|trχ1(x)− trχ2(x)|+ |tru1(x)− tru2(x)| dHN−1(x)

]
,

for every χ1, χ2 ∈ BV (Ω; {0, 1}), u1, u2 ∈ BD(Ω) and any V ∈ O∞(Ω).
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Proof. The proof follows that of Lemma 3.10 in [12]. Given δ > 0 let Vδ := {x ∈ V : dist(x, ∂V ) > δ}
and select θ ∈ BV (Ω; {0, 1}) and v ∈ BD(Ω) such that θ = χ2 and v = u2 on ∂V . Now define
θδ ∈ BV (Ω; {0, 1}) and vδ ∈ BD(Ω) by

θδ :=

{
θ, in Vδ

χ1, in Ω \ Vδ
and vδ :=

{
v, in Vδ

u1, in Ω \ Vδ.

The definition of m(·, ·; ·) and the additivity and locality of F(·, ·; ·), as well as the inequality from above
in Proposition 3.3 i), lead to the conclusion.

Fixing χ ∈ BV (Ω; {0, 1}), u ∈ BD(Ω) and ν ∈ SN−1, we define λ := LN + |Esu| + |Dχ| and,
following [17], we let

O∗ := {Qν(x, ε) : x ∈ Ω, ε > 0}

and, for δ > 0 and V ∈ O(Ω), set

mδ(χ, u;V ) := inf
{+∞∑
i=1

m(χ, u;Qi) : Qi ∈ O∗, Qi ∩Qj = ∅ if i 6= j,

Qi ⊂ V,diamQi < δ, λ

(
V \

+∞⋃
i=1

Qi

)
= 0
}
.

Clearly, δ 7→ mδ(χ, u;V ) is a decreasing function, so we define

m∗(χ, u;V ) := sup
{
mδ(χ, u;V ) : δ > 0

}
= lim
δ→0+

mδ(χ, u;V ).

Lemma 4.8. Let f be given by (3.5), where W0 and W1 are continuous functions satisfying (3.4).
Given χ ∈ BV (Ω; {0, 1}), u ∈ BD(Ω), we have

F(χ, u;V ) = m∗(χ, u;V ), for every V ∈ O(Ω).

Proof. The inequality
m∗(χ, u;V ) ≤ F(χ, u;V )

is an immediate consequence of the fact that m(χ, u;Qi) ≤ F(χ, u;Qi) and that F(χ, u; ·) is a Radon
measure.

The proof of the reverse inequality relies on the lower semicontinuity of F(·, ·;V ) obtained in Propo-
sition 3.3 iv) and on the definitions of mδ(χ, u;V ), m(χ, u;V ) and m∗(χ, u;V ). Indeed, fixing δ > 0,
we consider (Qδi ) an admissible family for mδ(χ, u;V ) such that, letting Nδ := V \ ∪+∞

i=1Q
δ
i ,

+∞∑
i=1

m(χ, u;Qδi ) < mδ(χ, u;V ) + δ and λ(Nδ) = 0,

and we now let θδi ∈ BV (Ω; {0, 1}) and vδi ∈ BD(Ω) be such that θδi = χ on ∂Qδi , v
δ
i = u on ∂Qδi and

F(θδi , v
δ
i ;Q

δ
i ) ≤ m(χ, u;Qδi ) + δLN (Qδi ).

Setting Nδ
0 := Ω \ ∪+∞

i=1Q
δ
i , we define

θδ :=

+∞∑
i=1

θδi χQδi + χχNδ0 and vδ :=

+∞∑
i=1

vδi χQδi + uχNδ0 .

Following the computations in the proof of [12, Lemma 3.11], we may show that θδ ∈ BV (Ω; {0, 1}),
vδ ∈ BD(Ω), θδ → χ in L1(V ; {0, 1}) and vδ → u in L1(V ;RN ), as δ → 0+, and also

F(θδ, vδ;Nδ) ≤ Cλ(Nδ) = 0.
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Using the additivity of F(θδ, vδ; ·) we have

F(θδ, vδ;V ) =

+∞∑
i=1

F(θδi , v
δ
i ;Q

δ
i ) + F(θδ, vδ;Nδ)

≤
+∞∑
i=1

m(χ, u;Qδi ) + δLN (V ) ≤ mδ(χ, u;V ) + δ + δLN (V ),

so that the lower semicontinuity of F(·, ·;V ) yields

F(χ, u;V ) ≤ lim inf
δ→0+

F(θδ, vδ;V )

≤ lim inf
δ→0+

(
mδ(χ, u;V ) + δ + δLN (V )

)
= m∗(χ, u;V )

and this completes the proof.

Finally, a straightforward adaptation of [17, Lemma 3.5] leads to the following result.

Lemma 4.9. Let f be given by (3.5), where W0 and W1 are continuous functions satisfying (3.4).
Given χ ∈ BV (Ω; {0, 1}), u ∈ BD(Ω), we have

lim
ε→0+

F(χ, u;Qν(x0, ε))

λ(Qν(x0, ε))
= lim
ε→0+

m(χ, u;Qν(x0, ε))

λ(Qν(x0, ε))
,

for λ a.e. x0 ∈ Ω and for every ν ∈ SN−1.

We now proceed with the proof of Proposition 4.6.

Proof of Proposition 4.6. In the sequel, for simplicity of notation, we will write ν = ν(x0).
Let x0 ∈ Ω ∩ (Jχ ∪ Ju) be a point satisfying

lim
ε→0+

1

εN

∫
Qν(x0,ε)

|χ(x)− χ̃(x0)| dx = 0, if x0 ∈ Ω \ Jχ, (4.35)

lim
ε→0+

1

εN

∫
Q+
ν (x0,ε)

|χ(x)−χ+(x0)| dx = lim
ε→0+

1

εN

∫
Q−ν (x0,ε)

|χ(x)−χ−(x0)| dx = 0, if x0 ∈ Ω∩ Jχ, (4.36)

lim
ε→0+

1

εN

∫
Qν(x0,ε)

|u(x)− ũ(x0)| dx = 0, if x0 ∈ Ω \ Ju, (4.37)

lim
ε→0+

1

εN

∫
Q+
ν (x0,ε)

|u(x)− u+(x0)| dx = lim
ε→0+

1

εN

∫
Q−ν (x0,ε)

|u(x)− u−(x0)| dx = 0, if x0 ∈ Ω ∩ Ju, (4.38)

where
Q±ν (x0, ε) = {x ∈ Qν(x0, ε) : (x− x0) · (±ν) > 0} ,

and

µj(x0) = lim
ε→0+

F(χ, u;Qν(x0, ε))

HN−1b(Jχ ∪ Ju)(Qν(x0, ε))
= lim
ε→0+

1

εN−1

∫
Qν(x0,ε)

dµ(x) exists and is finite. (4.39)

In view of the considerations made at the beginning of this subsection, these properties hold for HN−1

a.e. x0 ∈ Ω ∩ (Jχ ∪ Ju). Furthermore, we require that x0 also satisfies

lim
ε→0+

1

εN−1
|Eu|(Qν(x0, ε)) = |([u]� ν)(x0)| = |Eu0|(Qν) (4.40)

and

lim
ε→0+

1

εN−1
|Dχ|(Qν(x0, ε)) = 1 = |Dχ0|(Qν), (4.41)
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where we are denoting by χ0 and u0 the functions given by (3.24) with ν = ν(x0) and a = χ+(x0),
b = χ−(x0), c = u+(x0) and d = u−(x0). Letting σ := HN−1b(Jχ ∪ Ju), by Lemma 4.9 it follows that,
for σ a.e. x0 ∈ Ω,

dF(χ, u; ·)
dσ

(x0) = lim
ε→0+

F(χ, u;Qν(x0, ε))

σ(Qν(x0, ε))
= lim
ε→0+

m(χ, u;Qν(x0, ε))

σ(Qν(x0, ε))
. (4.42)

Let χε : Qν → {0, 1} and uε : Qν → RN be defined by χε(y) := χ(x0 + εy), uε(y) := u(x0 + εy).
Properties (4.35) or (4.36), and (4.37) or (4.38), respectively, guarantee that χε → χ0 in L1(Qν ; {0, 1})
and uε → u0 in L1(Qν ;RN ). On the other hand, by (4.40) and (4.41) we have

lim
ε→0+

|Euε|(Qν) = lim
ε→0+

1

εN−1
|Eu|(Qν(x0, ε)) = |([u]� ν)(x0)| = |Eu0|(Qν)

and

lim
ε→0+

|Dχε|(Qν) = lim
ε→0+

1

εN−1
|Dχ|(Qν(x0, ε)) = |Dχ0|(Qν).

Due to the continuity of the trace operator with respect to the intermediate topology we conclude that

lim
ε→0+

1

εN−1

∫
∂Qν(x0,ε)

|trχ(x)− trχ0(x− x0)|+ |tru(x)− tru0(x− x0)| dHN−1(x)

= lim
ε→0+

∫
∂Qν

|trχε(y)− trχ0(y)|+ |truε(y)− tru0(y)| dHN−1(y) = 0. (4.43)

Hence, from (4.42), (4.39), Lemma 4.7 and (4.43), we obtain

dF(χ, u; ·)
dσ

(x0) = lim
ε→0+

m(χ, u;Qν(x0, ε))

σ(Qν(x0, ε))

= lim
ε→0+

m(χ, u;Qν(x0, ε))−m(χ0(· − x0), u0(· − x0);Qν(x0, ε)) +m(χ0(· − x0), u0(· − x0);Qν(x0, ε))

εN−1

= lim
ε→0+

m(χ0(· − x0), u0(· − x0);Qν(x0, ε))

εN−1

and, therefore,

F(χ, u;V ∩ (Jχ ∪ Ju)) =

∫
V ∩(Jχ∪Ju)

dF(χ, u; ·)
dσ

(x) dσ(x)

=

∫
V ∩(Jχ∪Ju)

g(x, χ+(x), χ−(x), u+(x), u−(x), ν(x)) dHN−1(x).

In the final two propositions we will show that, under assumption (3.9), the surface energy density
g(x0, a, b, c, d, ν) may be more explicitly characterised. For this purpose we need an additional lemma
which states that more regular functions can be considered in the definition of the Dirichlet functional
m(χ, u;V ) in (4.33). In what follows, for u ∈ BD(Ω), χ ∈ BV (Ω; {0, 1}) and V ∈ O∞(Ω) we define

m0(χ, u;V ) := inf
{
F (θ, v;V ) : θ ∈ BV (Ω; {0, 1}), v ∈W 1,1(Ω;RN ), θ = χ on ∂V, v = u on ∂V

}
.

Lemma 4.10. Let f be given by (3.5), where W0 and W1 are continuous functions satisfying (3.4).
Given χ ∈ BV (Ω; {0, 1}), u ∈ BD(Ω), we have

m(χ, u;V ) = m0(χ, u;V ), for every V ∈ O∞(Ω).

Proof. The inequality m(χ, u;V ) ≤ m0(χ, u;V ) is clear since, given any θ ∈ BV (Ω; {0, 1}) such that
θ = χ on ∂V and any v ∈W 1,1(Ω;RN ) such that v = u on ∂V , we have

m(χ, u;V ) ≤ F(θ, v;V ) ≤ F (θ, v;V ).
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To show the reverse inequality, we fix ε > 0 and let θ ∈ BV (Ω; {0, 1}), v ∈ BD(Ω) be such that
θ = χ on ∂V, v = u on ∂V and

m(χ, u;V ) + ε ≥ F(θ, v;V ).

By Proposition 3.3 ii), let χn ∈ BV (Ω; {0, 1}), un ∈ W 1,1(Ω;RN ) satisfy χn → θ in L1(Ω; {0, 1}),
un → v in L1(Ω;RN ) and

F(θ, v;V ) = lim
n→+∞

F (χn, un;V ).

Theorem 2.5 ensures the existence of a sequence vn ∈ W 1,1(Ω;RN ) such that vn → v in L1(Ω;RN ),
vn = v = u on ∂V and |Evn|(V ) → |Ev|(V ). We now apply Proposition 3.9 to conclude that there
exists a subsequence {vnk} of {vn} and there exist sequences wk ∈ W 1,1(Ω;RN ), ηk ∈ BV (Ω; {0, 1})
verifying wk = vnk = u on ∂V , ηk = θ = χ on ∂V and

lim sup
k→+∞

F (ηk, wk;V ) ≤ lim inf
n→+∞

F (χn, un;V ).

Therefore,

m0(χ, u;V ) ≤ lim sup
k→+∞

F (ηk, wk;V ) ≤ lim inf
n→+∞

F (χn, un;V ) = F(θ, v;V ) ≤ m(χ, u;V ) + ε,

so the desired inequality follows by letting ε→ 0+.

Proposition 4.11. Let f be given by (3.5), where W0 and W1 are continuous functions satisfying (3.4).
Assume that f is symmetric quasiconvex and that (3.9) holds. Given u ∈ BD(Ω) and χ ∈ BV (Ω; {0, 1}),
for HN−1 a.e. x0 ∈ Ω ∩ (Jχ ∪ Ju), we have

g(x0, χ
+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)) ≥ K(χ+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)),

where χ+(x0) = χ−(x0) = χ̃(x0) if x0 ∈ Ju \ Jχ and u+(x0) = u−(x0) = ũ(x0) if x0 ∈ Jχ \ Ju, and K
is given by (3.22).

Proof. As before, for simplicity of notation, we write ν = ν(x0).
By Lemma 4.10 we have

g(x0, χ
+(x0), χ−(x0), u+(x0), u−(x0), ν(x0))

= lim sup
ε→0+

1

εN−1
inf
{
F (θ, v;Qν(x0, ε)) : θ ∈ BV (Ω; {0, 1}), v ∈W 1,1(Ω;RN ),

θ = χ0(· − x0) on ∂Qν(x0, ε), v = u0(· − x0) on ∂Qν(x0, ε)
}
,

where χ0 and u0 are given by (3.24) with ν = ν(x0) and a = χ+(x0), b = χ−(x0), c = u+(x0) and
d = u−(x0), respectively. Thus, for every n ∈ N, there exist θn,ε ∈ BV (Ω; {0, 1}), vn,ε ∈ W 1,1(Ω;RN )
such that θn,ε = χ0(· − x0) on ∂Qν(x0, ε), vn,ε = u0(· − x0) on ∂Qν(x0, ε) and

g(x0, χ
+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)) +

1

n

≥ lim sup
ε→0+

1

εN−1

[∫
Qν(x0,ε)

f(θn,ε(x), Evn,ε(x)) dx+ |Dθn,ε|(Qν(x0, ε))

]

= lim sup
ε→0+

[∫
Qν

εf(θn,ε(x0 + εy), Evn,ε(x0 + εy)) dy +

∫
Qν∩ 1

ε (Jθn,ε−x0)

dHN−1(y)

]

= lim sup
ε→0+

[∫
Qν

εf(χn,ε(y),
1

ε
Eun,ε(y)) dy + |Dχn,ε|(Qν)

]
≥ lim inf

ε→0+

[∫
Qν

f∞(χn,ε(y), Eun,ε(y)) dy + |Dχn,ε|(Qν)

]
+ lim inf

ε→0+

∫
Qν

[
εf(χn,ε(y),

1

ε
Eun,ε(y))− f∞(χn,ε(y), Eun,ε(y))

]
dy, (4.44)
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where χn,ε(y) = θn,ε(x0 + εy) and un,ε(y) = vn,ε(x0 + εy). We claim that

lim inf
ε→0+

∫
Qν

[
εf(χn,ε(y),

1

ε
Eun,ε(y))− f∞(χn,ε(y), Eun,ε(y))

]
dy = 0. (4.45)

If so, noticing that (χn,ε, un,ε) ∈ A(χ+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)), we have from (4.44), (4.45)
and the definition of K(a, b, c, d, ν),

g(x0, χ
+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)) +

1

n

≥ lim inf
ε→0+

[∫
Qν

f∞(χn,ε(y), Eun,ε(y)) dy + |Dχn,ε(Qν)

]
≥ K(χ+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)),

hence the result follows by letting n→ +∞.
It remains to prove (4.45). We write∫

Qν

εf(χn,ε(y),
1

ε
Eun,ε(y))− f∞(χn,ε(y), Eun,ε(y)) dy

=

∫
Qν∩{ 1

ε |Eun,ε(y)|≤L}
εf(χn,ε(y),

1

ε
Eun,ε(y))− f∞(χn,ε(y), Eun,ε(y)) dy

+

∫
Qν∩{ 1

ε |Eun,ε(y)|>L}
εf(χn,ε(y),

1

ε
Eun,ε(y))− f∞(χn,ε(y), Eun,ε(y)) dy =: I1 + I2.

By the growth hypotheses (3.4) and (3.6) we have

|I1| ≤
∫
Qν∩{|Eun,ε(y)|≤εL}

εC

(
1 +

1

ε
|Eun,ε(y)|

)
+ C |Eun,ε(y)| dy

≤
∫
Qν

εC dy = O(ε)

and, by hypothesis (3.9) with t = 1
ε , Hölder’s inequality and (3.4),

|I2| ≤
∫
Qν∩{ 1

ε |Eun,ε(y)|>L}

∣∣∣∣εf(χn,ε(y),
1

ε
Eun,ε(y))− f∞(χn,ε(y), Eun,ε(y))

∣∣∣∣ dy
≤
∫
Qν∩{ 1

ε |Eun,ε(y)|>L}
C εγ |Eun,ε(y)|1−γ dy

≤ C εγ
(∫

Qν

|Eun,ε(y)| dy
)1−γ

≤ C εγ
(∫

Qν

ε f(χn,ε(y),
1

ε
Eun,ε(y)) dy

)1−γ

= O(εγ),

since the integral in the last expression is uniformly bounded by (4.44). The above estimates yield
(4.45) and complete the proof.

Proposition 4.12. Let f be given by (3.5), where W0 and W1 are continuous functions satisfying
(3.4), and assume that f is symmetric quasiconvex and that (3.9) holds. Given u ∈ BD(Ω) and
χ ∈ BV (Ω; {0, 1}), for HN−1 a.e. x0 ∈ Ω ∩ (Jχ ∪ Ju) we have

g(x0, χ
+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)) ≤ K(χ+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)).

Proof. Using the sequential characterisation of K given in Proposition 3.11, let χn ∈ BV (Qν ; {0, 1}),
un ∈W 1,1(Qν ;RN ) be such that χn → χ0 in L1(Qν ; {0, 1}), un → u0 in L1(Qν ;RN ) and

K(χ+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)) = lim
n→+∞

[∫
Qν

f∞(χn(y), Eun(y)) dy + |Dχn|(Qν)

]
,
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where χ0, u0 are as in the proof of Proposition 4.6.

For x ∈ Qν(x0, ε), set θn(x) := χn

(
x− x0

ε

)
and vn(x) := un

(
x− x0

ε

)
. Then, changing variables

and using the positive homogeneity of f∞(q, ·), we have

K(χ+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)) = lim
n→+∞

[∫
Qν

f∞(χn(y), Eun(y)) dy + |Dχn|(Qν)

]
=

1

εN−1
lim

n→+∞

[∫
Qν(x0,ε)

f∞(θn(x), Evn(x)) dx+ |Dθn|(Qν(x0, ε))

]

≥ 1

εN−1
lim inf
n→+∞

[∫
Qν(x0,ε)

f(θn(x), Evn(x)) dx+ |Dθn|(Qν(x0, ε))

]

+
1

εN−1
lim inf
n→+∞

∫
Qν(x0,ε)

(
f∞(θn(x), Evn(x))− f(θn(x), Evn(x))

)
dx =: I1 + I2. (4.46)

Given that χn → χ0 in L1(Qν ; {0, 1}) and un → u0 in L1(Qν ;RN ), it follows that θn → χ0(· − x0) in
L1(Qν(x0, ε); {0, 1}) and vn → u0(· − x0) in L1(Qν(x0, ε);RN ). Thus,

I1 ≥
1

εN−1
F(χ0(· − x0), u0(· − x0);Qν(x0, ε)) ≥

1

εN−1
m(χ0(· − x0), u0(· − x0);Qν(x0, ε)). (4.47)

On the other hand, the same calculations that were used to prove (4.45) by means of hypothesis (3.9)
allow us to conclude that

lim sup
ε→0+

I2 = 0. (4.48)

Hence, from (4.46), (4.47) and (4.48) we obtain

K(χ+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)) ≥ g(x0, χ
+(x0), χ−(x0), u+(x0), u−(x0), ν(x0)).
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