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We introduce a statistical and linear response theory of selective conduction in biological ion channels
with multiple binding sites and possible point mutation. We derive an effective grand-canonical ensemble
and generalized Einstein relations for the selectivity filter, assuming strongly coordinated ionic motion,
and allowing for ionic Coulomb blockade. The theory agrees well with data from the KcsA Kþ channel
and a mutant. We show that the Eisenman relations for thermodynamic selectivity follow from the
condition for fast conduction and find that maximum conduction requires the binding sites to be nearly
identical.
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Understanding, predicting and optimizing the ionic
transport properties of nanopores remains a critical chal-
lenge to both nanotechnology [1] and biophysics [2,3].
Interest is partially motivated by the importance and
diversity of the applications, including water purification
[4], DNA sequencing [5], and biological ion channels
together with their role in medicine [2,6,7].
Biological channels are proteins with central pathways

(nanopores), spanning a lipid membrane. Their primary
function of selectively conducting ions at nearly the
diffusion rate is effected mainly by a narrow selectivity
filter (SF) (Fig. 1). Key structural features of Kþ SFs [2,8,9]
include a sequence of subnanometer sized binding sites that
can have strongly charged residues with site and ion-
specific affinities.
Point mutations causing structural changes in the SF, and

differences in the extended structure away from the SF, can
greatly influence conduction and selectivity [12–17]. For
example, Kþ channels have conserved SF sequences, and
yet their conductance ranges from 5–270 pS [18].
Predicting these changes is a challenging problem.
Nanoconfinement of ions in the SF is affected by, e.g.,
partial charges [19,20], ionic diffusivity [21], electrical
permittivity [22,23], quantum mechanical interactions and
polarization [24–31], and the species-dependent positions
of binding sites [27,32–34].
Particularly intriguing problems associated with point

mutations are understanding the relations between selec-
tivity, conductivity [32–36], highly coordinated conduction
mechanisms [37–44], and the occupancy of individual sites
and of the SF as a whole. Useful insight clearly requires a
fundamental theory.
Earlier statistical theories focused primarily either on the

problem of selectivity, or on that of conductivity.
Thermodynamic selectivity [45] in this context is defined

as the difference between species of interaction energy
between bulk and the channel. In Kþ channels it led to
the snug-fit model highlighting the importance of close
coordination of ions by charged oxygen atoms [37,46]; and
it has been analyzed at the scale of individual binding sites
in many channel types [47–51]. Ionic conduction occurs
via a knockon mechanism [38,52–54], which has been
investigated using statistical physics [55,56] leading to an
important analogy between ionic Coulomb blockade (ICB)
and electronic Coulomb blockade in quantum dots [57–59].
This, also highlighted the importance of long-range

FIG. 1. Structure of open KcsA (5vk6.pdb) [10] visualized
using Chimera [11]. (a) Two chains (blue ribbons) spanning a lipid
membrane (yellow strands) between two aqueous ionic solutions.
The SF is located within the box, and Kþ (purple), Naþ (orange),
and Cl− (green) ions alongside water molecules are included.
(b) Structure of the SF for wild type KcsA and (c) the T75C
mutant, with indicated amino acids at binding sites. (d) Lattice
model used to define the system.
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interactions for valence selectivity [57–63]. Furthermore,
statistical and information theories have provided insight
into the binding of ions and relationship with the potential
of mean force [64–67].
These insightful theories have often ignored, however,

the multicomponent and multisite nature of biological SFs
and do not account for the ion-specific affinities of
individual binding sites. A theory able to encompass these
phenomena is crucial for understanding the properties of
real SFs and might also illuminate phenomena such as ICB
[62,63], the anomalous mole fraction effect [68–70], and
the mechanism of knockon [16,40], all of which are
subjects of extensive debate.
In this Letter we introduce such a theory, based on

statistical physics and linear response. It relates both the
kinetic and thermodynamic properties of permeation
directly to pore structure, and explicitly includes ionic
correlations and knockon conduction, from which
we analytically derive Eisenman’s selectivity relation.
Furthermore, it allows one to calculate optimal transport
parameters, and conductivities of individual sites and of the
SF as a whole. It opens the way to statistical analyses of all
narrow biological channels, including the effects of point
mutation, and it provides the foundation for kinetic
modeling to account for the dynamic effects of potential
barriers and for selectivity [34].
The Kþ-conducting channel KcsA (Fig. 1) has a pore (c)

of average radius Rc ∼ 2 Å, length Lc ∼ 12 Å, volume Vc,
and four binding sites formed by charged oxygen atoms in
carbonyl and hydroxyl groups [37,38]. The pore is ther-
mally and diffusively coupled to the left (L) and right (R)
bulk reservoirs (b) [bottom and top, respectively, in
Fig. 1(a)]. Each bulk contains mixed solutions of S total
ionic species where s ∈ 1;…; S. The primary function of
the pore is conduction of Kþ at close to the rate of free
diffusion while selecting strongly against Naþ.
The system as a whole is characterized by the canonical

ensemble with constant total particle numberNs, volume V,
and temperature T. Ions are free to leave the bulk solution
and bind at specific sites in the pore, withNb

s being the total
number of ions in either bulk prior to binding. Because of
the narrowness of the pore, one-dimensional ionic
conduction occurs via a finite number of binding sites
M. Each site m ∈ 1;…;M can hold a single ion at
most, therefore, the total number of ions in the pore
is n ¼ P

M
m

P
S
s nsm ≤ M, where

P
S
s¼1 nsm ∈ 0, 1 and

ns ¼
P

M
m¼1 nsm. All possible configurations of ionic bind-

ing fnjg are mutually exclusive leading to Fermi statistics
[67]. Because we are interested in the statistical properties
of the pore, we use an effective grand canonical ensemble
(GCE), whose full derivation is provided in Ref. [71]. We
start with the total energy of the system, found by explicitly
counting the number of ions of each species that leave the
left (n00sm) and right (n0sm) bulks and enter site m in the pore
(keeping the total number of ions constant).

EðfnjgÞ ¼ E0 þ EðfnjgÞ þ
XS
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�
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�

μLs
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NR
s −
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�

μRs þ kT lnðn0Þ!
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þ
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ðn0sm þ n00smÞðμ̄csm þ qzsϕc
mÞ: ð1Þ

Here we define the thermodynamic part of the energy
E0 ¼ TS − pV, entropy S, pressure p, the long range
interaction energy E between ions and fixed charges,
and n0 is the number of empty sites.
In Eq. (1), the bulk electrolytes and binding sites of the

pore represent a system with several interpenetrating solu-
tions, each characterized by its own chemical potential. The
electrochemical potential in the bulk is defined [66,102,103]
as the sum of ideal, excess, and electrostatic parts

μbs ¼ μ0;bs þ kT lnðxbs Þ þ μ̄bs þ qzsϕb; ð2Þ

where q, xbs , zs, ϕb, and μ̄bs denote the unit charge, mole
fraction, valence, external electric, and excess chemical
potential, respectively. Term μ0;bs corresponds to the thermal
wavelength and internal partition function in the bulk.
For a binding site, the electrochemical potential [104]

μcsm ¼ μ0;cs þ kT ln½ðns þ 1Þ=n0� þ μ̄csm þ qzsϕc
m þ ΔE;

ð3Þ

is characterized by excess chemical μ̄csm and electrostatic
qzsϕc

m potentials at each site, the change in the interaction
energy between ions ΔE when one ion is added to the pore,
and the factor kT lnðns þ 1Þ=n0 accounting for indistinguish-
ably of ions in the pore. Term μ0;cs corresponds to the thermal
wavelength and internal partition function in the pore. We
assume that μ0;cs ¼ μ0;bs and factor it out of our expression of
total energy (1). For further details see Ref. [71]).
We note that ionic transition from the bulk to the pore

results in small fluctuations of total energy (1). This allows
us to derive [67,105] the GCE for the pore by factorizing
the partition function into bulk and pore constituents and
cancelling constant terms

PðfnjgÞ ¼ Z−1
�

1

n0!

YS

s

1

ns!

�

× exp

��XS

s¼1

XM

m¼1

nsmΔμ̃bsm − EðfnjgÞ
�

=kT

�

ð4Þ
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with Δμ̃bsm ¼ Δμ̄bsm þ qzsΔϕb
m þ kT logðxbs Þ and partition

function Z. Note that Δ is the difference between pore and
bulk, so Δμ̄bsm ¼ μ̄bs − μ̄csm, etc.
The corresponding free energy (G ¼ E − TSþ pV) is

GðfnjgÞ ¼ EðfnjgÞ þ kT ln n0!þ
XS

s¼1

kT ln ns!

−
XS

s¼1

XM

m¼1

nsm½Δμ̄bsm þ qzsΔϕb
m þ kT lnðxbs Þ�:

ð5Þ

The derived model is consistent with many earlier theo-
retical results [64,66,67,106,107] and accounts for key
features of selective conduction in biological SFs, includ-
ing ICB and structure of the individual SF sites.
The grand potential (Ω ¼ −kT lnZ) can now be used to

compute the occupancies of the sites and the SF

hnsmi ¼
X

fnjg
nsmPðfnjgÞ hnsi ¼

X

m

hnsmi: ð6Þ

These are used to calculate the conductivity σsm (defined
via the static density susceptibility χsm, see Eq. (29) of [71])
at each site, and the total conductivity σT of the SF

σsm ¼ zsq2χsmDsm; σTs ¼
�XM

m

σ−1sm

�−1

; ð7Þ

whereDsm is the species diffusivity at sitem. It is clear that,
in general, local geometry influences directly the site
conductivity. For single-file motion, conduction through
sites of length Lsm and cross-sectional area Asm connected
in series (Fig. 1), the conductance GT and total current
across the pore are

I ¼ GTV; GT ¼
XS

s

�XM

m

Lsm

Asmσsm

�−1

: ð8Þ

To compare these results to experimental data, we consider
conduction of the wild-type (WT) KcsA filter and its
mutant T75C (MuT) obtained by point mutation [13] of
site S4, see Fig. 1.
We assume that bulk solutions contain Naþ and Kþ at

concentrations of 0.2M; ions may occupy neighbouring
sites; and the SF occupancy is restricted to three ions.
Under these plausible conditions there are 65 configura-
tional states [71]. To estimate their energies GðfnjgÞ we
use Eqs. (4) and (5) and approximate the total electrostatic
energy of the pore E as a capacitor [57,59–61] of capaci-
tance C, total charge Q ¼ ðnf þ

P
s nsÞq, and charging

energy Uc ∼ 10kT

E ¼ Uc

�X

m

�X

s
nsm þ nfm

��
2

; Uc ¼
q2

2C
: ð9Þ

Here nfm is an effective valence of the binding sites,
nf ¼ P

m nfm. We are free to choose any available approxi-
mation for E, including those of Refs. [55,61,108]. One
would not expect a difference in qualitative behavior when
choosing a different interaction, and this is demonstrated in
Ref. [71]. Thus, without experimental evidence to the
contrary, we choose Eq. (9) because it provides a simple
and physically appealing interpretation of E by analogy with
quantum dots [109,110].
A subset of the calculated lowest energy levels is shown

in Fig. 2 as a function of nf. Each curve is parabolic and has
a minimum when the total charge within the pore is
neutralized (Q ¼ 0). These minima correspond to non-
conducting ground states of the SF that hold 0, 1, 2, or 3
potassium ions as shown by arrows.
According to ICB theory, conducting states correspond

to the degeneracies where the lowest energy levels inter-
sect, cf. Ref. [55]. An example of this situation where two-
ion and three-ionKþ states are degenerate is highlighted by
the purple circle. In accordance with MacKinnon’s idea of
charge balance [54], the total fixed charge is close to
Qf ¼ −2.5q, corresponding to an average of 2.5 ions
inside the pore. Assuming that all oxygen atoms are equally
partially charged, we estimate their individual valences to
be z0 ∼ 0.125 and find that the total charge on an eight-
oxygen-caged binding site is −1q.
The vertical level shifts are determined by the values

Δμ̄sm. These parameters are extracted through comparison
with experimental data [13] and molecular dynamic sim-
ulations [34], including of the site’s occupancies and
current-voltage relations. Once the energy levels of the
system states are known, we can calculate the occupancy
and conductivity of each binding site and of the SF as a
whole using Eqs. (4)–(7). The calculated multicomponent

-3 -2 -1 0

0

10

20

FIG. 2. Free energy vs nf with KCl and NaCl solutions at 0.2M.
Only the most favored states are included. Colors red, blue, green,
orange, and black dashed lines denote empty, pure Kþ or Naþ,
mixed i.e. Kþ and Naþ, and the ground states, respectively. The
purple circle shows when the pore is equally favorable to hold 2
or 3 Kþ ions. Δμ̄K;1−4 in are ∼6.2; 5.7; 6; 6.2kT while Δμ̄Na;1−4
are ∼2.2;−2.6;−1.6; 0.1kT.
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SF occupancy and conductivity with mixed KCl and NaCl
solutions are shown in Fig. 3.
In general, hnsi and σTs are complex multiparametric

surfaces. Here we plot their dependence on the selectivity
(and affinity) of site S4 and nf (see also Ref. [71]). Note the
following key features. First, Eqs. (7) and (8) account for
both the highly coordinated motion of ions in the channel
[see Eqs. (29)–(37) of Ref. [71] ] and the conductivity of
individual sites in the presence of long range interactions.
Second, the SF conductivity is smaller than the smallest site
conductivity. Hence optimized conductance of the SF
corresponds to nearly identical binding sites in line with
experimental results. Third, the whole SF becomes non-
conducting when one site ceases to conduct. The SF
conductivity resonates strongly as a function of both wall
charge and Δμ̄K;4. Therefore, a small change of parameters
at a given site can inactivate the whole SF, thus illuminating
a possible mechanism of C-type inactivation [111].
The sensitive dependence of σT on its parameters

suggests that the SF must be carefully tuned to achieve
fast, strongly selective, diffusion of potassium ions. The
corresponding optimal parameters can now be found
analytically. As mentioned above, maximum conduction

occurs when the sites share affinity and lowest energy
levels intersect: GðnK þ 1; nfÞ − GðnK; nfÞ ∼ 0, which is
equivalent to equilibrium between the bulks and SF, i.e.,
μbs ¼ μcs cf [55]. Note that we neglect a small entropy
contribution from the fact that sites are now identical [71].
It follows directly that maximal conductivity occurs when

μ̄c;�Km ¼ μ̄bK þ kT lnðxKÞ − ΔE − kT ln½ðnK þ 1Þ=n0�: ð10Þ

Equation (10) can be inverted to identify the optimal fixed
charge for the SF. If we consider nf ∼ −2.5 and 0.2M
solutions then we estimate Δμ̄�Km ≈ 6kT, consistent with
results from fitting.
The energy barrier to add Naþ to site m, can be found

from the conditions of maximal Kþ conductivity,

ΔGNa ¼ GðnK þ nNaÞ − GðnKÞ ∼ Δμ̃Km − Δμ̃Nam; ð11Þ

which is equivalent to the Eisenman selectivity relation
[45]. Note that we have neglected the entropic contributions
due to mixing of ions and sites. Thus the theory resolves the
long-standing conundrum [112] of simultaneous fast con-
duction with strong selectivity of the KcsA SF, and shows
that Eisenman’s strong selectivity relation follows directly
from the condition of fast conduction.
An illustration is shown in Fig. 3. The state of the WT

pore tuned for maximum conduction of Kþ ions and strong
selectivity of Kþ over Naþ is shown by the blue and red
stars on the conductivity surfaces in the figure. The
conductivity ratio σT;WT

K =σT;WT
Na ∼ 2 × 103 is comparable

with the commonly quoted ratio 1∶1000 [44].
Because different points of the multiparametric surfaces

(Fig. 3) correspond to different experimental conditions
(e.g., pH, concentrations) and mutations of the SF, the
theory paves the way to detailed structure-function studies
for many experimentally observed phenomena.
Next we apply the theory to the analysis of the T75C

point mutation in the KcsA SF [13] replacing threonine
with cysteine at location S4. This change does not
significantly alter the side-chain volume but varies the
electrostatic properties because the MuT lacks 4 hydroxyl
ligands, lowering the total attractive charge of the filter.
Experiment demonstrates that the distribution of Kþ ions in
the SF is modified between the WT and MuT and that it
conducts potassium at a lower rate.
To compare experimental results with theoretical pre-

dictions we take into account both the change in geometry
and the fixed charge of the pore. The modified state of the
system (green star in Fig. 3) corresponds to the reduced
charge of the SF from −2.5q to −2.32q, reduced affinity of
S40 from 6.2kT to 5.2kT, and volume change of S4 by
factor 1.2. The pore diffusivity in the WT and MuT was
estimated to be 2.3 × 10−10 m2 s−1, which is less than the
bulk value, as expected [21,66]. Using the nf’s of the WT
and MuTwe can revise our earlier estimate, finding that the

FIG. 3. Kþ (blue) and Naþ (red) occupancy (top) and conduc-
tivity (bottom) vs nf and Δμ̄K;Na;S4 in symmetrical 0.2M mixed
species bulk solutions. Conductivity and occupancy form a set of
resonant peaks and steps, respectively. Peaks maximize under the
condition of barrierless knockon, it being the favored species and
minimal difference in site affinity. Using identical parameters
to Fig. 2, we indicate the WT Kþ (blue) and Naþ (red) and
MuT Kþ (green) conductivities via colored stars. Selectivity
appears via the shift in both occupancy and conductivity from Kþ

(blue) to Naþ (red) surfaces, and the conductivity ratio yields
σT;WT
K =σT;WT

Na ∼ 2 × 103.
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partial charge from each carbonyl group oxygen provides
−0.145q and the charge contribution from each hydroxyl
group oxygens provide −0.045q.
The theoretical predictions are compared to experimental

WT and MuT current-voltage data in Fig. 4(a). The
comparisons (extended beyond validity of the linear
response regime) are shown with dashed lines. The reduced
conduction in the mutant due to the increased resistivity of
the S40 site (vs S4 in the WT) can be clearly seen in
the figure. The conductivity ratio σT;WT

K =σT;MuT
K ∼ 12.5.

Conduction via S1 − S4 in the WT is almost barrierless,
corresponding to maximum conductivity while, for the
mutant, an incoming ion faces an energy barrier of ∼4kT
obstructing entry. Although this barrier is less than those
observed in simulations [16], conduction in our theory is
also inhibited by the loss in conductivity of S40.
We note that similar results have been obtained exper-

imentally for other KcsA mutants, e.g., with threonine at S4
replaced with alanine, decreasing conductance by a factor
of ∼17 at the potential þ100 mV [17]. In addition, the
second site, S2, has also been mutated [16] by substituting
glycine with either alanine or cysteine, effectively remov-
ing S3, reducing occupancy of S1, and decreasing con-
duction by a factor of ∼32 at 200 mV. We expect the theory

to be applicable to these and a wide range of other point
mutations.
Our statistical and linear response theory accounts

quantitatively for ionic conduction and selectivity in the
KcsA and mutant channels used as examples. It encom-
passes the geometry of individual sites, long range inter-
actions, binding site affinities, bulk properties, and strongly
correlated ionic motion in the SF. Thus, it provides a
complex multidimensional map of the permeation proper-
ties of biological pores, including mutated pores. This is
illustrated in Fig. 3 and examples in Ref. [71]. In KcsA,
knockon conduction is found to occur at almost the rate of
free diffusion but with strong selection of Kþ over Naþ, in
accord with experiments. This fast conduction requires the
SF to have nearly identical binding sites, and optimal
values of fixed charge and excess chemical potential at the
sites. We find that the Eisenman relations of strong
thermodynamic selectivity follow directly from the con-
dition for fast conduction, thereby resolving analytically
the long-standing selectivity-conductivity paradox. The
theory may also offer insight into the recently proposed
three-four ion knockon conduction mechanism [39,40], the
role of different Naþ-selective binding sites, and the
differing transport properties of individual channels within
the Kþ family. Furthermore, it provides the foundation for
kinetic modeling [70] and can incorporate polarization. We
elaborate on these ideas, and more, in Ref. [71].
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