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Abstract

Nowadays, the explosive growth in text data emphasizes the need for develop-

ing new and computationally efficient methods and credible theoretical sup-

port tailored for analyzing such large-scale data. Given the vast amount of this

kind of unstructured data, the majority of it is not classified, hence

unsupervised learning techniques show to be useful in this field. Document

clustering has proven to be an efficient tool in organizing textual documents

and it has been widely applied in different areas from information retrieval to

topic modeling. Before introducing the proposals of document clustering algo-

rithms, the principal steps of the whole process, including the mathematical repre-

sentation of documents and the preprocessing phase, are discussed. Then, the

main clustering algorithms used for text data are critically analyzed, considering

prototype-based, graph-based, hierarchical, and model-based approaches.
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Statistical Learning and Exploratory Methods of the Data Sciences > Clus-
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1 | INTRODUCTION

Text clustering consists in the application of cluster analysis to text data. Given the high level of granularity in text data,
clustering techniques prove to be very useful in this field. In particular, document clustering refers to the application of
cluster analysis at document level and is used to partition a collection of text documents into homogeneous groups
according to their similarity.

It was at first used in information retrieval (IR) systems for enhancing the precision and recall (van Rijsbergen
et al., 1981). Nowadays, due to the increasing number of text data, document clustering is used for different applications:
document structuring (such as the organization of large electronic archives or the classification of documents in taxonomies),
topic extraction, web mining, and search optimization (in this setting clustering is useful for improving the efficiency of sea-
rch engines since the user query are initially compared with the clusters' content instead of the documents).
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In document clustering each document in the collection (corpus) is converted into a vector in a multidimensional
space and clustering aims at identifying a partition of documents based on the inherent structure of the newly formed
space. More specifically, traditional document clustering algorithms rely on the bag-of-word (BOW) representation,
where the order of words within each document and the order of files in the collection is not statistically significant.
The main drawback of the BOW approach is that the semantic between words is not taken into consideration: those
terms that are semantically connected, such as hyper/hyponyms or synonyms, are not taken into account. For instance,
words such as company, firm, and enterprise are considered different terms even though they share approximately the
same meaning and can be used indiscriminately within a text.

In this setting, the identification of a measure to establish the similarity between two feature vectors plays a
key role in document clustering techniques. Several similarity and distance measures have been proposed in litera-
ture, such as Jaccard correlation coefficient, Kullback–Leibler divergence, and cosine similarity. The first one is a
measure of similarity between two sets and it is defined as the size of their intersection over the size of their union.
It is useful when the replication of the same word in two distinct documents does not influence their similarity.
The second one is used to compare two probability distributions, P and Q, where the former one is considered to be
the target probability distribution. Kullback–Leibler divergence measures the expected loss of information when using
Q instead of P; it refers to a probabilistic approach to text mining. For P and Q being two discrete probability distribu-
tions defined over the space X , the Kullback–Leibler divergence is defined as DKL P

���Q� �
¼Px � XP xð Þ � ln P xð Þ

Q xð Þ
� �

.
Finally, the last one is defined as the cosine of the angle formed by two vectors and it is useful when the documents
exhibit words written in the same way but having different meanings (in this context the repetition of such a word can
halter the similarity between two documents). An overview of the most widely used similarity measures is provided in
Huang (2008).

It worth emphasizing that starting from a corpus and arriving to a partition of documents does not consist in a sin-
gle step. It involves numerous operations that in general include preprocessing, document representation by means of
numerical vectors and clustering.

The very last step consists in applying cluster analysis to the mathematical representation of documents. Algorithms
for document clustering, where the semantic is not considered, can be divided into partitional, graph-based, hierarchi-
cal, and model-based. A detailed description of these methods is provided.

Some detailed document clustering reviews are addressed in Shah and Mahajan (2012) and Premalatha and
Natarajan (2010) which consist in describing the general document clustering process and its challenges, focusing
mainly on extensions of K-means applied in the context of document clustering and the conventional hierarchical clus-
tering algorithms. Furthermore, in addition to the aforementioned works, Bisht and Paul (2013) analyze also the fre-
quent itemset based clustering approach which consists of a set of techniques that do not require the vector space
model representation of the corpus.

In this article, we go beyond K-means and conventional hierarchical clustering, reviewing the most common
document clustering methodologies while considering, within a certain extent, the main classes of algorithms.

For semantic document clustering techniques refer to Fahad and Yafooz (2017) for a detailed review.
It is worth noticing that, in this study, we decided to focus on unsupervised classification techniques. However,

there are also many supervised text categorization proposals in the literature (for a detailed survey on the main text
classification algorithms see, for instance, Aggarwal & Zhai, 2012). In a supervised framework, Support Vector
Machines (SVM) (Cortes & Vapnik, 1995; Vapnik, 1999) have gained considerable attention due to their good perfor-
mance in text categorization tasks: for instance, in Joachims (1998) the authors highlight both how SVM are able to
capture the intrinsic structure of a text (high dimensionality, sparsity, and few irrelevant features) and also their robust-
ness, outperforming in this regard other existing methods.

The rest of this article is organized as follows: in-depth studies on the preprocessing and the representation of docu-
ments into a multidimensional space are provided in Section 2; the main document clustering techniques for each of
the aforementioned categories are introduced and described in Section 3. Finally, Section 4 contains some comments
and concluding remarks.

2 | DOCUMENT REPRESENTATION

Since most clustering methods require numerical features, it is necessary to transform the corpus of documents into a
mathematical object that can be passed as input to clustering algorithms. The representation of a set of documents into

2 of 13 COZZOLINO AND FERRARO



numerical attributes is called Vector Space Model (VSM) and will be analyzed in Section 2.2. Nevertheless, the
construction of a VSM requires a preprocessing step that takes place directly on the documents written in natural
language. The preprocessing phase aims at removing the noise from text data (e.g., the nonmeaningful terms) and
hence reducing the dimensions of the feature-space.

2.1 | Preprocessing

Preprocessing plays a key part in document clustering techniques since it is the very first phase of the entire process.
The main steps of preprocessing are: tokenization, filtering, pruning, stemming, and& lemmatization.

• Tokenization: This step separates each stream of text data into smaller elements called tokens. Tokens can be of dif-
ferent dimensions: unigram, bigram, …, n-gram. Word (n-gram) tokenization is the most commonly used one, assum-
ing the white-space as a delimiter. In Webster and Kit (1992) a detailed description of tokenization as the very first
step in text mining applications is provided. The work focuses on the description of the main approaches to
tokenization which are, respectively, the lexicography approach (with the consequent definition of what is consid-
ered to be a token) and the mechanical approach employing, among the others, dictionary-based techniques. Fur-
thermore, insights on how to identify compounds tokens in English and how to handle the ambiguity of terms are
also provided. Finally, the complexity of tokenization in languages such as Chinese, characterized by the absence of
words, is also discussed.

• Filtering: In this step, special characters, punctuation marks, and stopwords are removed. Stopwords are those words
which do not convey any semantic meaning to the comprehension of the documents, such as pronouns, conjunc-
tions, articles or adverbs. Each language has its specific list of stopwords. Removing stopwords has the effect to
reduce the dimension of the term-space. The standard method for stopword removal consists in comparing each sin-
gle term appearing in the corpus with a sequence of already recognized stopwords (Jivani et al., 2011). In addition to
the classic stop list, it is possible also to use supervised-learning approaches to perform automatic feature selection,
such as the Mutual Information (MI) (Shannon 2001; Cover 1999) method. Indeed, this method is based on calculat-
ing the mutual information between a specific word and a document category (e.g., positive, negative). Mutual infor-
mation between two random variables calculates the amount of information the first variable shares with the other
one; it is interpreted as the reduction of uncertainty of one random variable given the other. The intuition behind this
approach consists in comparing the joint probability of observing the term and the category with the probabilities to
observe the category and the term independently. In other words, MI quantifies the amount of information the term
provides about a given class. If the MI value is low, then the term is characterized by a low discriminating strength
and consequently it can be deleted from the collection (Jivani et al., 2011; Sharma & Cse, 2012). Another more recent
approach is the so-called Term Based Random Sampling (TBRS) (Lo et al., 2005), based on the Kullback–Leibler
divergence to assess the importance of each word. The collection is randomly divided into different subsets of docu-
ments. Each term is randomly selected from each chunk and its informative power is evaluated through the
Kullback–Leibler divergence. The idea behind this approach consists in measuring the divergence of the distribution
of a given term in the collection from the distribution of the same term within the sampled set of documents. Indeed,
the objective is to find the terms that better complement the initially chosen subset of documents according to their
overall distribution in the collection. As for the previous method, it is possible to automatically derive a suitable list
of stopwords containing the least informative terms.

• Pruning: It is the process of removing those words having a very low or very high number of occurrences in the cor-
pus. In this regard, it is common to employ a specific threshold that should be appropriately identified. In other
words, it consists in deleting those stopwords specific of the considered corpus according to their frequencies: indeed,
those terms characterized by very high frequencies are considered to be too common, while those with very low fre-
quencies are too rare. For this purpose, it is necessary to properly identify an upper and a lower threshold. An appli-
cation of this technique has been performed by Lenz and Winker (2020), by removing from the collection all the
words that appeared in more than 65% and <0.05% of documents. In many cases, the thresholds should be deter-
mined empirically, namely until all corpus-specific stopwords are removed.

• Stemming & Lemmatization: Stemming (see, e.g., Krovetz, 2000) refers to the approach used to identify the root of
each word by removing suffixes and prefixes. Porters stemming algorithm (Porter, 1980, 2001), is one of the most
famous stemming technique used for text mining applications. Lemmatization (see, e.g., Korenius et al., 2004 and
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Balakrishnan & Lloyd-Yemoh, 2014) is a more complex approach: it consists in finding the base/dictionary form (lemma)
of each word in the document. In order to identify the lemma is first necessary to establish the corresponding part of
speech of the term. For this purpose, lemmatization algorithms usually rely on external dictionaries.

For a detailed review on preprocessing techniques for text mining applications see Vijayarani et al. (2015).

2.2 | Vector space model

Vector Space Model (VSM) is the statistical model used to determine the relevance between the documents in the col-
lection and the words within each document. In the VSM, initially proposed by Salton (Salton, 1971), the documents
are encoded by a set of multidimensional features spanned by the term vectors representing the vocabulary (obtained
as the remaining list of unique words after performing the preprocessing). Thus, under the VSM a corpus of N docu-
ments with T unique terms is converted into an N�T matrix, where each single file in the collection is represented as
a T-dimensional features vector. The N�T matrix is also known as Document Term Matrix (DTM). Sometimes, even if
more rarely, the transposed of the DTM, the Term Document Matrix (TDM), is also considered as the mathematical
representation of the collection. In the remaining part of the article, we consider as VSM the DTM.

Each entry of the DTM represents an individual term weight associated to the corresponding document. Many term
weighting schemes have been proposed in literature. One well known method is the binary weighting scheme, where
each entry of the DTM can assume only the values 1 or 0 representing, respectively, the presence and the absence of a
word in the current document. Another commonly used weighting scheme relies on word frequencies (TF weighting
scheme), counting the terms occurrences within each document. Among the competitors, the most popularly used one
is the Term Frequency-Inverse Document Frequency (TF-IDF) weighting scheme (Salton & McGill, 1983): if a word of
the vocabulary appears with a high frequency in the current document, but rarely in the whole corpus, then the TF-
IDF scheme assigns a high weight to the term. The words characterized by a high TF-IDF score are highly informative
and can be useful in discriminating between the documents in the overall collection.

Considering a set of N documents with a T-sized vocabulary, the TF-IDF statistic for the ith document and the jth
term is calculated as follows:

wij ¼ tf ij� log
N
df j

 !
i¼ 1,…,N j¼ 1,…,T, ð1Þ

where tf ij represents the frequency of term j in document i; df j is the number of documents containing the jth word
and N is the size of the corpus.

As reported in (Salton & Buckley, 1988), many variants of the TF-IDF measure have been proposed: depending on
the type of data set used, they can return better results respect to TF-IDF.

A common extension of the TF-IDF measure consists in scaling sub-linearly the term frequency factor as
log tf ijþ1
� �

, in order to reduce the importance given to frequent terms by flattening the weight. As highlighted in
(Nguyen, 2013), this proves to be beneficial when the term frequencies follow a power law with respect to the rank.

Okapi BM25 (Robertson & Zaragoza, 2009), more commonly known as BM25, is also a standard term weighting
methodology used to establish the importance of a given term within the current document. The BM25 formula for a
term weight is itself based on the TF-IDF measure but with variations in the way the components are calculated. The
weight in the BM25 scheme for the jth term and the ith document is calculated as follows:

wij ¼ IDFj�
tf ij� k1þ1ð Þ

tf ijþk1� 1�bþb� jdij
avgLen

� � , ð2Þ

IDFj ¼ ln
N�df jþ0:5

df jþ0:5
þ1

 !
, ð3Þ
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where IDFj is the inverse document frequency of the j-th term in the vocabulary; jdi j is the length of document i;
avgLen is the average document length in the collection. k1 and b are two free parameters that should be properly
chosen. Following Manning et al. (2008), k1 is a nonnegative parameter that controls the scaling of the TF component.
If k1 ¼ 0, it returns the IDFj; on the contrary, for high values of k1, it returns the standard term frequencies (occurrences
of the term in each document). The parameter b controls the scaling of the length of the documents and it varies in the
interval 0,1½ �; when it assumes a value equal to 0, then no normalization is performed.

In classification problems, where a train-test split of the data is carried out, they should ideally be selected so to
optimize the performance of the scheme on the test set. For this reason, it is recommended to use optimization
techniques. However, as reported in Manning et al. (2008), reasonable results have been obtained by setting k1 � 1:2,2½ �
and b¼ 0:75 in practical applications.

A detailed review of different term weighting schemes is provided in Lan et al. (2008), where the authors have inves-
tigated the effectiveness of different supervised and unsupervised weighting schemes on two popular benchmark data
corpus.

Other approaches consists in using as feature selection measures the following metrics: χ2 (multiply tf ij by a χ
2 func-

tion), information gain (multiply tf ij by an information function), gain ratio (multiply tf ij by a gain ratio), odds ratio
(multiply tf ij by an odds ratio) (Jones, 1972; Robertson, 2004).

However, the vector representation of documents under the VSM suffers from certain challenges. The first one is
the high number of features of the DTM, since the size of the vocabulary tends to be quite large even for a moderate
number of documents in the collection. A good preprocessing can help in reducing this issue. Second, the DTM is likely
to be extremely sparse. In this case, several techniques used to reduce the feature space can be applied on the DTM.

3 | DOCUMENT CLUSTERING METHODS

The document clustering problem consists in partitioning the corpus of N documents, C¼ d1,d2,…,dNf g into K clus-
ters; each di �ℝ is an attribute vector in a T-dimensional space. The final objective of document clustering is to iden-
tify a small number K of homogeneous groups (clusters) by means of a certain dissimilarity measure calculated on the
T observed features.

Clustering techniques are classified into two main approaches: hard and soft clustering.
Hard (crisp) clustering methods are characterized by computing the allocation of a document to a cluster: in other

words, each document is forced to belong to only one cluster. This approach returns as output a partition of disjoint
groups.

From a practical perspective, there exist documents that cannot be uniquely assigned to only one cluster since they
show in-between characteristics among groups. The soft approach tries to solve this issue by calculating, for each docu-
ment, a membership degree ranging in the interval 0,1½ �, representing a measure of belonging to each cluster of the par-
tition. Hence, each observation can be assigned to more clusters at the same time. Soft clustering methods divides into
fuzzy, possibilistic and probabilistic.

For a more detailed review on soft clustering methods see Ferraro and Giordani (2020).
There are different types of clustering algorithms: prototype-based, graph-based, hierarchical, and model-based.
Prototype-based algorithms identify a prototype for each group, and the observations are grouped around the proto-

types. The most widely applied prototype-based algorithms (crisp and soft, respectively) are K-means (MacQueen, 1967)
and Fuzzy K-Means (FKM) (Bezdek, 1981).

Despite K-means is considered one of the top 10 data mining algorithms (Wu et al., 2008), it is not excused from
drawbacks. One of its main limitation consists in setting properly the initial prototypes since the method is sensible to
the initialization phase (usually the centers are chosen uniformly at random from the data; consequently it is rec-
ommended to run the algorithm multiple times with different random seeds) and it may converge to nonoptimum solu-
tions. Among the competitors, this problem has been addressed by Arthur and Vassilvitskii (2006), proposing a simple
and fast alternative algorithm known as K-means þþ. The method consists in randomly choosing the seeds but in such
a way that the data are progressively weighted according to their squared distance from the closest center already cho-
sen. Other attempts in this direction have been made by Nazeer and Sebastian (2009). Their algorithm consists in ini-
tially calculating the distance between each pair of data, then the first cluster is formed by considering the closest two
data points. Successively, the other closest data points are added to the newly formed cluster until a certain threshold is
reached. All the data points belonging to the first cluster are deleted from the initial set; the process continues until
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forming K initial clusters. The seeds are generated by averaging over all the vectors in each cluster. Babu and
Murty (1993) propose a hybrid approach that consists in combining the genetic algorithms, for the initial seeds selec-
tion, and K-means. For a detailed review see Jain et al. (1999).

Graph-based algorithms treat observations as nodes of a graph, and the distance between the two data points is used
to weight the edge linking the two nodes. Hence observations can be visualized as a graph, and a connected subgraph
makes a cluster. Spectral clustering methods (Ng et al., 2002) are representative of graph-based class. These methodolo-
gies rely on the use of an affinity matrix, determining a connection between kernel methods and spectral clustering (see
Dhillon et al., 2004 for a discussion on the relationship between kernel methods and spectral clustering). Some of the
most common kernel functions are: Gaussian and Fisher kernels, radial basis function kernel and polynomial kernel.
In Section 3.2 specific kernel functions, used to define affinities between documents, are analyzed.

Hierarchical algorithms aim at identifying a hierarchical set of partitions. A hierarchy is a sequence of partitions
such that the sets on lower levels are partitions of the sets of the higher levels. Hierarchies can be visualized as trees
(known as dendograms). Agglomerative hierarchical clustering (AHC) algorithm (Tan et al., 2006) is representative of
this category. For an exhaustive review of hierarchical methods see Rencher (2005).

Finally, model-based clustering algorithms are based on the assumption that the data follow a mixture of parametric
probability models (mixture components). These methods calculate the posterior probability that each object belongs to
one of the mixture components. In this framework, the most common one is the Gaussian mixture model (Fraley &
Raftery, 1998). Successively, several extensions employing other probability distributions have been developed. For a
more detailed review on the model-based approach refer to McLachlan et al. (2019).

In the following subsections, the main clustering approaches for each of the aforementioned categories for text data
are described.

3.1 | Prototype-based methods

Compared with other competitors, such as hierarchical methods, prototype-based techniques are usually more suitable
for large document data sets since the final results are more easily interpretable. However, these methods present the
drawback to properly select the input parameters; among the others, the most important is the one representing the
number of clusters in the partition, K . A nonsuitable choice of this parameter might determine a poor accuracy.

The Euclidean distance is commonly adopted for many prototype-based clustering algorithms, including K-means.
However, it is not suitable for text data since long documents, characterized by high term weights, are over-represented
(Hornik et al., 2012). To weaken the consequences arising from different document lengths, Dhillon and Modha (2001)
suggest to employ the cosine distance rather than the Euclidean one, coming up with the spherical K-means clustering
algorithm. As the name suggests, spherical K-means takes into account the Euclidean dissimilarities calculated between
the vector's projections on the unit sphere.

The cosine distance between two generic vectors, x and y, is expressed as follows:

d x,yð Þ¼ 1� cos x,yð Þ¼ 1� ⟨x,y⟩���x������y��� ,

where cos x,yð Þ is the corresponding cosine similarity, quantified as the cosine of the angle formed by the two vectors.
Within this framework it is worth noticing that cosine similarity is widely applied in document clustering and it

returns better results compared with the existing competitors (e.g., Euclidean distance). For instance in Zhao and
Karypis (2004), the authors study several objective functions for prototype-based document clustering over 15 different
data sets, finding as optimal criterion functions the ones based on the cosine distance.

Spherical K-means is directly applied on the VSM representation of the collection. It consists in partitioning the N
documents into K distinctive groups by minimizing the loss function Φ U,Hð Þ:

Φ U,Hð Þ¼
XN
i¼1

XK
g¼1

uig 1� cos di,hg
� �� �

, ð4Þ

over all binary allocation matrix U and prototype matrix H.
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The generic entry of U, uig, denotes the assignment of object i to cluster g such that
PK

g¼1uig ¼ 1 for all i:

uig ¼
1 if iis allocated to clusterg,

0 otherwise:

�
ð5Þ

Φ U,Hð Þ is minimized if and only if:

hg ¼
XN
i¼1

uig
di���di

��� : ð6Þ

A fuzzy extension of the objective function for spherical K-means can be easily set up by employing the membership
degree matrix instead of the allocation one. Against this framework, each membership degree, uig, takes value in the
interval 0,1½ � allowing the observations to be assigned to multiple clusters simultaneously. In Equation (4) uig is rep-
laced by umig , for m>1, which is the fuzziness parameter, usually chosen in the interval 1:5,2½ � (Pal & Bezdek, 1995).

In document clustering, the feature vectors are usually highly sparse. Spherical K-means, through the employment
of the cosine distance, can adequately capture the sparsity of the input data but the computational time of the algorithm
increases as the parameter K assumes higher values. Recently, Knittel et al. (2021) develop an extension of spherical
K-means improving the scalability of the algorithm with respect to the parameter K by introducing a new indexing
structure. The method proves to be faster than the standard version when considering sparse input vectors.

There are other common prototype-based document clustering techniques derived directly from K-means. For
instance, in Krishna and Murty (1999) the authors presented genetic K-means algorithm (GKA) for clustering textual
documents by identifying a globally optimal partition. It consists in the hybridization of K-means with genetic algo-
rithms, which are stochastic optimization algorithms. Other commonly used methods rely on the Particle Swarm Opti-
mization (PSO) algorithm (Eberhart & Kennedy, 1995) based, as the name suggests, on a stochastic optimization
technique used to improve the problem of the initialization. In Cui et al. (2005) a new document clustering algorithm
relying on PSO is discussed. It aims at discovering valuable centroids in order to minimize within-cluster distance and
maximize between-cluster distance. Differently from the K-means algorithm (which is able to identify a localized opti-
mal solution), the PSO clustering algorithm carries out the search in the whole global space, avoiding the possibility of
finding sub-optimal solutions. The authors tested the validity of their approach by applying K-means, PSO and hybrid
PSO on four different textual data sets. The experiments highlight that more compact clustering results are generated
by means of the hybrid PSO algorithm rather than the K-means.

3.2 | Graph-based methods

Graph partitioning methods convert the data clustering problem into a graph partitioning problem (Ding et al., 2001).
In this regard, spectral methods (i.e., the methods relying on the eigenvalues decomposition of the graph matrix) are
commonly used to identify the partition of the graph (Guattery & Miller, 1994). Concerning clustering techniques, the
corresponding spectral clustering algorithm has been extensively used when analyzing text data. For instance, an exten-
sion of this methodology is addressed in Janani and Vijayarani (2019) where the authors propose a novel spectral clus-
tering algorithm with PSO (called Spectral Clustering PSO), in order to deal with the problem of high dimensionality
and with the sub-optimal solutions that might be induced by K-means, since its dependence on the initialization phase.
In Kumar and Daumé (2011) spectral clustering is proposed in combination with co-training algorithm, in order to
manage the multi-views of the corpus coming from different sources. Also, the work by Bao et al. (2008) describes a
novel negative matrix factorization to the affinity matrix for document clustering.

This class of methods arises its popularity also because of its flexibility, which allows to identify clusters indepen-
dently of their shape.

Starting from the initial data set, the basic idea behind spectral clustering methods consists in building a weighted
graph: the nodes of the graph represent the documents in the collection, while each edge is weighted with the similarity
between the linked nodes.
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In particular, the clustering procedure consists in splitting the graph in a given number of clusters so that nodes
highly connected belong to the same group.

Spectral clustering relies on the Eigen-decomposition of the Laplacian matrix, L:

L¼D�S, ð7Þ

where S identifies the adjacency matrix and D the degree matrix, which is a diagonal matrix of dimensions N�N with
the degrees of the nodes along the diagonal. It is common to consider the normalized version of the Laplacian matrix:

Lnorm ¼D�1
1LD�1

2 ¼ IN �D�1
1SD�1

2: ð8Þ

Given the number of clusters, K, spectral clustering consists in applying the K-means clustering algorithm on the first
K eigenvectors of the normalized Laplacian matrix (the eigenvectors are commonly normalized before running the
K-means).

Hence, the main idea consists in finding a low-dimensional embedding by eigen-decomposition where data are sep-
arated and can be easily clustered.

The key point in spectral clustering algorithms is the identification of an appropriate similarity measure in order to
properly describe the structure of the data. In the document clustering domain string kernel functions (Lodhi
et al., 2002) are adopted as similarity measures.

In this regard, string kernel functions quantify the entity of the similarity between documents by counting the num-
ber of matching substrings the documents have in common. Formally, a substring is defined to be a sequence of p char-
acters appearing one after the other in the text, even though not necessarily contiguously. Consider, for instance, the
following three words: “car”, “air,” and “arctic”. The only matching substring of length 2 shared by the three words is
the sequence “a-r”. As it is possible to notice, in the second word the two letters are not contiguous.

Generically, a string kernel function between two documents, di and dq, is given by:

k di,dq
� �¼ X

s � A�
nums dið Þnums dq

� �
λs, ð9Þ

where A� is the set of all strings of length p, num counts how many times the substrings in A� appear in the documents
di and dq, and λs is a decay factor associated to s representing the weight of each matching substring in the text. The
decay factor can assume different values or it can be held constant for all the matching substrings.

Different string kernels can be found in literature: Spectrum kernel, Exponential kernel and Boundrange kernel are
some of the most commonly used functions. The first one considers only those matching substrings composed by
exactly p characters. In this case, a constant value of the decay factor, λ, is used for each matching substring. The Expo-
nential kernel, also known as Exponential Decay kernel, is characterized by the reduction of the decay-factor when the
matching substrings get shorter. Finally, Boundrange kernel takes into consideration only matching substrings whose
length is lower or equal to p and, depending on their sizes, it attributes to each substring a different weight.

A detailed presentation of string kernel functions can be found in Lodhi et al. (2002) and Karatzoglou and
Feinerer (2007).

A fuzzy version of spectral clustering algorithm to use in combination with text data is provided in Cozzolino
et al. (2021) where the standard K-means clustering algorithm is replaced by the corresponding fuzzy counterpart.

Some of the drawbacks of spectral clustering consist in the selection of an adequate similarity measure and the
computational time which increases with the complexity of the graph.

3.3 | Hierarchical methods

Divisive and agglomerative clustering algorithms can also be applied for text documents classification.
The former one performs successive bisections on the clusters following an iterative approach (Steinbach

et al., 2000): all the documents initially belong to a single cluster, then the methodology proceeds by performing further
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subsequent bisections according to a certain objective function. The process continues until having N single clusters,
each containing a single document.

In the agglomerative case, each observation initially represents a cluster (singleton). Then, the distance matrix
(according to the employed metric) between all the singletons is build: those observations having the lowest value of
the considered distance measure are merged together into a cluster. After, a new distance matrix is constructed consid-
ering all the pairwise distances between the singletons together with the newly formed cluster. This process continues
until a single cluster containing all the observations is obtained (Sneath & Sokal, 1973).

A detailed review on hierarchical methods for text data is present in Zhao et al. (2005).
With respect to divisive methods, in the study proposed by Zhao and Karypis (2004) some of the most commonly

used objective functions for divisive document clustering are analyzed.
For instance, the I1 criterion function maximizes the sum of the average of the pairwise cosine similarities calcu-

lated between the documents belonging to the same group, each one weighted with its corresponding size (Puzicha
et al., 2000). It is expressed as follows:

I1 ¼
XK
g¼1

ng
1
n2
g

X
di,dq � Cg

cos di,dq
� �0

@
1
A, ð10Þ

where Cg represents the gth cluster of dimension ng.
On the contrary, the E1 criterion function executes the clustering by minimizing the cosine similarity between the

centroid of each group and the centroid of the overall collection (Hart et al., 2000)

E1 ¼
XK
g¼1

ng cos hg,h
� �

: ð11Þ

The vector h represents the centroid of the corpus and it is expressed as h¼
PN

i¼1
di

N .
Another criterion function, H1, is obtained as ratio of I1 and E1.
With reference to agglomerative algorithms, several approaches for computing the similarity between two groups

have been developed. The most common ones for text data refer to the well-known single-linkage, complete-linkage,
and average-linkage schemes where the Euclidean distance is replaced by the cosine one.

The first one measures the similarity of two generic clusters by calculating the maximum of the cosine distance,
cosdist, between the documents for each of the two clusters

Φsingle:link Cg,Cf
� �¼ max

di � Cg,dq � Cf

cosdist di,dq
� �

: ð12Þ

On the contrary, the complete-linkage scheme selects the minimum between all the pairwise cosine distances calcu-
lated between all the documents in the two considered clusters

Φcomplete:link Cg,Cf
� �¼ min

di � Cg,dq � Cf

cosdist di,dq
� �

: ð13Þ

Finally, the average-linkage scheme calculates the average of the pairwise cosine distances between all the observations
in the two clusters.

Φaverage:link Cg,Cf
� �¼ 1

ng �nf
X

di � Cg,dq � Cf

cosdist di,dq
� �

: ð14Þ

It worth noticing that the construction of the dendogram would be prohibitive for large document data sets, making
these methods not suitable for analyzing large collection of documents, despite their relatively ease of implementation,
that do not require the knowledge of further input parameters.
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3.4 | Model-based methods

Model-based clustering methods rely on the assumption that the population is composed by a mixture of different sub-
populations, each one following a certain probability distribution. Hence, a crucial point consists in identifying a mix-
ture model that can well describe the structure of text data (sparsity, high-dimensionality). Once identified, the parame-
ters of the model are usually estimated through the Expectation–Maximization (EM) algorithm (Dempster et al., 1977),
whose convergence is influenced by the initialization phase and there is no guarantee that a global optimum solution is
reached. Moreover, as for prototype-based methods, it is necessary to select a priori an appropriate value for the number
of mixture components K so to increase the clustering accuracy. However, model-based methods can be more represen-
tative of real case studies compared with other competitors: indeed, every document is associated with the posterior
probabilities to belong to each of the K clusters, identifying automatically a soft partition.

The conditional marginal distribution of the mixture model is given by:

f di,Ψð Þ¼
XK
g¼1

πgf g dijθg
� �

, ð15Þ

where Ψ ¼ π1,…,πK ,θ1,…,θKð Þ denotes the global vector of unknown parameters and f g dijθg
� �

are the component den-
sities. π¼ π1,…,πg,…,πK

� 	
represents the vector of prior probabilities for each mixture component (such that

πg >0 8g¼ 1,…,K and
PK

g¼1πg ¼ 1).
In clustering problems, the separation between clusters and the homogeneity within clusters are commonly

guaranteed by taking the component densities to belong to the same parametric family f g � jθg
� �¼ f � jθg

� �
. The estimate

of parameters is performed using the maximum likelihood approach. Since a closed-form solution is not available, the
EM is adopted.

Once reached the convergence of the EM algorithm, it is possible to identify a soft partition of the documents by
inspecting the posterior probabilities. The corresponding hard partition can be obtained by assigning each observation
to the corresponding cluster characterized by the highest posterior probability (maximum a posteriori rule, McLachlan
et al., 2019):

π gjdið Þ¼ πgf dijθg
� �

PK
l¼1πlf dijθlð Þ 8g¼ 1,…,K 8i¼ 1,…,N: ð16Þ

Also for text data, the most used model-based clustering method is the Gaussian Mixture Model (GMM) (Fraley &
Raftery, 2002), where each density component follows a multivariate Gaussian distribution.

Roweis and Saul (2000) and Belkin and Niyogi (2001) have shown that image and text data are generated from a
probability distribution lying on a submanifold, having lower dimensions, of the sorrounding space. Against this back-
ground, He et al. (2010) and Liu et al., (2010) proposed to add, when analyzing the likelihood function of GMM, a
Laplacian regularizer (Belkin et al., 2006) in order to model the underlying submanifold structure. The manifold is
modeled by including in the likelihood function the structure of the graph through the nearest neighbor graph repre-
sentation. Based on this idea, Laplacian regularized Gaussian mixture model (LapGMM) (He et al., 2010) and locally
consistent Gaussian mixture model (LCGMM) (Liu et al., 2010) have been introduced, improving the performance of
GMM on text data.

In Nigam et al. (2000), a new algorithm based on the interaction between the EM and the naive Bayes classifier is
proposed, considering both labeled and unlabeled documents. Another example of application of GMM for document
clustering can be found in Lenz and Winker (2020), where the authors measure the spread of innovations, as reported
in newspapers and journals, by introducing a new topic modeling algorithm: Paragraph Vector Topic Model (PVTM).
PVTM employs DOC2VEC (Le & Mikolov, 2014), a text embedding technique that projects the collection of documents
into a new semantic space where useful relationships between documents may be uncovered. Clustering via GMM is
then applied in the new latent semantic space; successively clusters are interpreted and transformed into meaningful
topics.
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4 | CONCLUSIONS

Most of the document clustering algorithms have been analyzed in this review. We have examined the main approaches
for each class of clustering algorithms: prototype-based, graph-based, hierarchical and model-based.

First, a critical review on the main steps of the document clustering process has been carried out: special attention
is given to the mathematical representation of documents, taking into consideration the preprocessing phase, and the
different term-weighting schemes used in the construction of the VSM.

We have discussed the main characteristics of the most used clustering algorithms for text data for every of the
aforementioned categories: spherical K-means for prototype-based methods, spectral clustering in combination with
string kernel functions for graph-based methods, divisive and agglomerative algorithms with different criterion func-
tions for hierarchical methods and GMM for model-based methods.

Furthermore, starting from the above proposals, we have also considered more advanced methods such as, for
instance, the ones based on GA and PSO.

Given the increasing amount of text data, document clustering methodologies became an essential tool in statistical
analysis: exploring the latest works would provide a valuable direction for research in text clustering.
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