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Abstract
The popularity of the cluster analysis in the tourism field has massively grown in the last 
decades. However, accordingly to our review, researchers are often not aware of the char-
acteristics and limitations of the clustering algorithms adopted. An important gap in the lit-
erature emerged from our review regards the adoption of an adequate clustering algorithm 
for mixed data. The main purpose of this article is to overcome this gap describing, both 
theoretically and empirically, a suitable clustering algorithm for mixed data. Furthermore, 
this article contributes to the literature presenting a method to include the “Don’t know” 
answers in the cluster analysis. Concluding, the main issues related to cluster analysis are 
highlighted offering some suggestions and recommendations for future analysis.
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1 Introduction

Cluster analysis is an exploratory description of a multidimensional dataset that aims to 
identify homogeneous groups of units, as similar as possible within groups and as different 
as possible among groups (Hennig et al. 2016). Market segmentation has been introduced 
in the early ’50s and since then the number of clustering algorithms is massively grown. 
Being a multivariate descriptive tool, each cluster analysis will return a different picture 
of the data accordingly to the clustering algorithm used for the analysis. In this respect, 
it is worth to bear in mind that there are neither true or false results, but only suitable or 
unsuitable clustering algorithms. In fact, each clustering algorithm has its own character-
istics and the researchers should adopt the one that returns the more meaningful result and 
that better suits the kind of data involved. For instance, if we believe that the observed 
units should belong to all clusters simultaneously rather than to be constraint to a sole clus-
ter, then we should adopt an overlapping (fuzzy) clustering algorithm instead of a non-
overlapping (crisp) clustering algorithm. To give another example, if categorical variables 
are used as segmentation variables, the Euclidean distance is not the best way to define 
distances between each pair of units. Instead, researchers should use a suitable distance or 
dissimilarity measure for categorical variables, such as the Jaccard similarity index or the 
Simple Matching coefficient (D’Urso and Massari 2019).

In this study, a review of the clustering algorithms adopted in the tourism studies pub-
lished in four leading International Tourism Research Journals between 2015 and 2019 
has been conducted. Results suggest that researchers in this field often choose a clustering 
algorithm (and the distance) without, or wrongly, motivating their choice. For instance, 
researchers in tourism have so far adopted the SPSS TwoStep clustering algorithm consid-
ering it a suitable way to identify homogeneous groups based on a set of variables of dif-
ferent nature/kind, i.e. mixed data (Zheng et al. 2019; Ritchie et al. 2017; Tkaczynski et al. 
2015). However, Bacher et al. (2004) demonstrated that this algorithm doesn’t work well 
with mixed data and they suggested to adopt other clustering algorithms instead. Nonethe-
less, in the tourism literature no clustering algorithms for mixed data, different from the 
SPSS TwoStep clustering algorithm, appeared to have been discussed so far. Therefore, 
the main purpose of this study is to describe, both theoretically and empirically, a novel 
clustering algorithm, recently published by D’Urso and Massari (2019), suitable to identify 
clusters of units based on mixed data. This clustering algorithm is so flexible that it works 
with any kind of data in input. Therefore, the second important contribution of this study is 
to discuss and present, for the first time in the tourism literature, a suitable way to include 
the “Don’t know” answer in the cluster analysis. As highlighted by Dolnicar (2013), the 
“Don’t know” answer is frequently included in surveys but, as our review has revealed, this 
information has never been included in a cluster analysis conducted in the tourism field.

The paper is structured as follows. Firstly, the results of the review of the clustering 
algorithms, as well as of their main characteristics, adopted in the articles recently pub-
lished in four leading International Tourism Research Journals are presented (Sect. 2). In 
the following section (Sect. 3), the clustering algorithm for mixed data is theoretically pre-
sented along with a discussion on how to include imprecise data and “Don’t know” answers 
in the analysis, how to validate, label and profile the final clusters. In Sect. 4, the results of 
the clustering algorithm for mixed data applied to the case study of the GEOPARC Blet-
terback (South-Tyrol, Northern Italy), a UNESCO World Heritage site, are presented and 
discussed. Finally, Sect. 5 concludes the paper highlighting the main contributions of this 
study and providing directions for future analyses.
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2  Review of Cluster Analysis in Tourism

An updated review of recent studies performing a cluster analysis in travel and tourism has 
been conducted in this paper to highlight: (1) the kind of segmentation variables used; (2) 
the clustering methods and distances adopted and (3) the inclusion of the “Don’t know” 
information in the analysis. Following the review undertaken by Dolnicar and Grün (2008), 
we considered the 45 studies published between 2015 and 2019 in the three leading Inter-
national Tourism Research Journals (i.e. Annals of Tourism Research, Tourism Manage-
ment and Journal of Travel Research) as well as the Journal of Travel & Tourism Mar-
keting for its long tradition in publishing segmentation studies. Table  1 summarises the 
key information of the analysed papers. Note that only the articles in which static data 
(i.e. neither time or space were involved) analysed through an overlapping (Fuzzy) or non-
overlapping (Crisp) clustering algorithm have been reviewed in this study. All published 
articles adopting model-based clustering algorithms, or any other segmentation algorithms 
(such as Network analysis), have not been considered in this review.

2.1  Clustering Algorithms

In the majority of the articles reviewed, a non-overlapping clustering algorithm (47%) has 
been adopted while overlapping algorithms are still barely used (7%). Among the non-
overlapping clustering algorithm, the hierarchical algorithms (mainly using the Ward’s 
method) are the most popular (48%) followed by sequential combinations of hierarchi-
cal and non-hierarchical algorithms (among which the Bagged Clustering algorithm), in 
which the hierarchical algorithm has often been used to determine the number of clusters 
to impose in the non-hierarchical algorithm. Researchers in tourism often use the result 
of Ward’s clustering as a starting point for the k-means cluster analysis believing that this 
procedure will reduce algorithm randomness (Ernst and Dolnicar 2018). However, it has 
been demonstrated that this procedure works well only when the true number of clusters is 
known (Ernst and Dolnicar 2018).

The factor-cluster approach is a very popular procedure used in tourism (33%) confirm-
ing what has been found in the past (Ernst and Dolnicar 2018; Dolnicar and Grün 2008; 
Dolnicar 2003, 2002; Frochot and Morrison 2000). In specific, Dolnicar (2003), analys-
ing the 234 publications collected by Baumann (2000), found that 27% of the articles 
published before 2000 in the area of Business administration were using this approach. 
In travel and tourism, when considering the period 1980-2000, the proportion of articles 
using this approach increases to 64% and 45%, accordingly to the reviews conducted by 
Frochot and Morrison (2000) and Dolnicar (2002), respectively. Between 2000 and 2005 
the proportion rose again (58% accordingly to Dolnicar and Grün 2008), while considering 
a more recent period (2010–2016), Ernst and Dolnicar (2018) found a substantial reduction 
in popularity of this approach (23%). Accordingly to our review, the main motivation for 
the adoption of this approach is to reduce the multidimensionality of the original dataset 
to fewer factors usable as segmentation variables in the cluster analysis, confirming pre-
vious results. Among the disadvantages in using the factor analysis as a pre-processing 
technique, it is important to bear in mind (1) the important loss of information occurring 
when poor factors (low proportion of total variance explained) are used and (2) the fact that 
clusters are extracted from a fictitious space, i.e. factors rather than original variables (Dol-
nicar et al. 2012; Dolnicar and Grün 2008; Dolnicar 2003; Arabie and Hubert 1994). While 
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Dolnicar (2003) advised to use factor analysis before the cluster analysis only when factors 
were able to explain an high proportion of total variance and to interpret the results bearing 
in mind that the clusters were made in a transformed space, Dolnicar et al. (2012) recently 
demonstrated that the factor-cluster approach never performs better than a cluster analysis 
run on raw data directly. Therefore, the final suggestion, recently remarked in Dolnicar 
(2019), was to use other methods to reduce the number of variables involved in the cluster 
analysis (Dolnicar et al. 2012; Dolnicar and Grün 2008). Consequently, it was surprising 
to discover that a large proportion of studies recently published in travel and tourism still 
adopted the factor-cluster approach and it was even more surprising to note that the average 
total variance explained by the factors used in the cluster analysis was quite low (64.89%).

Finally, from our analysis it emerges that 11% of the studies adopted the SPSS Two-
Step clustering procedure mainly because this algorithm is able to identify clusters based 
on mixed data (Zheng et al. 2019; Ritchie et al. 2017; Tkaczynski et al. 2015). However, 
accordingly to a simulation study performed by Bacher et al. (2004), this algorithm per-
forms well if all the variables are continuous (as in Rezaei et al. 2018) while the results 
are less satisfactory when the segmentation variables are of mixed type because different 
combinations of categorical variables can determine the final partitions. Therefore, when 
mixed data are used in the cluster analysis, it is not recommended to use the SPSS TwoStep 
clustering procedure and different clustering algorithms should be adopted (Bacher et al. 
2004).

In terms of distance adopted in the clustering algorithm, 53% of the reviewed studies 
didn’t specify it while in the remaining studies the Euclidean distance was the most com-
monly used.

2.2  Segmentation Variables and “Don’t Know” Answer

The majority (58%) of the studies reviewed in this paper used ordinal segmentation vari-
ables, mainly five and seven points Likert-type scales, confirming what has been already 
found by Frochot and Morrison (2000), Dolnicar (2002) and Dolnicar (2003) reviewing 
studies published before 2000. Likert-type scales, firstly introduced by Likert (1932), are 
ordinal scales since they are made up by a set of items, formulated in terms of linguis-
tic expressions usually recoded into integers, characterised by a rank order. While Lik-
ert (Likert 1932) suggested that the distance between two consecutive response catego-
ries in a 5-points scale were equal, nowadays many researchers in different fields believe 
that the distance between scale points can’t be defined (Dolnicar 2019) and the intervals 
between two consecutive response categories can’t be presumed equal (Jamieson 2004). 
The discussion on the possibility to compute or not the distance between scale points is 
still open (Harpe 2015). However, it is important to note that this is a fundamental choice 
that any researchers have to take before to analyse Likert-type scale responses or before to 
use these information in more advanced statistical techniques, such as cluster analysis. In 
fact, following Likert idea, Likert-type scale can be considered as an interval scale and the 
responses can therefore be analysed using any arithmetic computations (e.g. summation, 
mean, standard deviation and Pearson’s correlation) and any parametric tests (e.g. ANOVA 
test or t-test). However, if the more recent view (i.e. undefined distance between scale 
points) is embraced, mean should not be used as a measure of centrality to describe Likert-
type scale responses and median should be computed instead. To reinforce this concept, 
Jamieson (2004) pointed out that the average value between “good” and “fair” is not “fair-
and-a-half”, and this is true even when the linguistic expressions are coded into integers. 
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Furthermore, non-parametric tests should be used instead of parametric tests and statisti-
cal methods defined on a metric space, such as factor analysis and item response theory, 
should not be adopted with this kind of data (Dolnicar 2002; Arimond and Elfessi 2001). 
Unfortunately, our review reveals that academics in travel and tourism using Likert-type 
scale responses as segmentation variables commonly ignored these criticisms frequently 
adopting the factor-cluster analysis (58%), non-overlapping clustering algorithm with 
Euclidean distance computed on raw data (19%) or non-overlapping clustering algorithm 
with Euclidean distance computed on standardised data (such as in Kim et al. 2018). While 
the suggestion of Dolnicar (2019) is not to use ordinal data (such as Likert-type scales) for 
segmentation purposes, our advice is to use suitable metrics and techniques when Likert-
type responses are involved. For instance, one can recode the Likert-type responses into 
fuzzy data before the adoption of a clustering algorithm in which a distance for fuzzy data 
is used (Khoo-Lattimore et al. 2019; Disegna et al. 2018; D’Urso et al. 2016).

Continuing the review of segmentation variables used in travel and tourism, we found 
that 22% of the studies adopted continuous variables, 7% discrete variables, 7% mixed 
data, and in the remaining studies either binary or categorical data have been used.

Finally, accordingly to Dolnicar (2013), the “Don’t know” option is frequently offered 
in surveys to prevent respondents from guessing when they do not know the answer. How-
ever, our review revealed that this option has never been included in a cluster analysis. We 
have been able to verify that this option was not included in the survey of seven studies in 
which the questionnaire was freely available. Unfortunately, when the questionnaire was 
not included in the study, we were unable to verify if this option was included, but treated 
as a missing information in the cluster analysis, or not in the original questionnaire.

3  Methodology

3.1  Mixed Data and Dissimilarity Measures

The majority of clustering algorithms are usually able to deal with either quantitative or 
qualitative (usually coded into dummies) variables and only a small proportion of literature 
is devoted to clustering algorithms of mixed data, i.e. data with mixed attributes.

Two main approaches are usually adopted in the literature to deal with the problem of 
using mixed data as segmentation variables in a cluster analysis. The first approach has 
been developed by Guha et  al. (1999) who suggested to pre-convert all the variables to 
one type, i.e. either all numerical or all categorical, before the adoption of a cluster algo-
rithm. This approach can be followed in the case the set of segmentation variables is made 
up by a combination of categorical and quantitative variables but it is not suitable when 
variables of different kinds (e.g. time series, space-time data, imprecisely observed data, 
textual data) are considered. Furthermore, this approach suffers of several drawbacks, as 
highlighted in D’Urso and Massari (2019) and Foss et al. (2016).

The second approach, developed by Gower (1971), is based on the definition of a suit-
able dissimilarity measure in which attributes are ideally weighted in order to define their 
relevance in the identification of the final partition. Let’s assume that � is the matrix of P 
segmentation variables of different types (i.e. mixed data) observed on n units. Let’s also 
assume that the P variables are arranged in S blocks of data of the same kind, i.e. the first 
p1 variables are of the same kind (for instance, quantitative), the second p2 variables are of 
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the same kind but different from the first block of variables p1 (for instance, categorical), 
and so on, such as 

∑S

s=1
ps = P . Therefore, the matrix � can be represented as follows:

where the vector �′is represents the set of observed values of the ps variables of the s-th 
type for the i-th unit.

In such situation, Gower (1971) suggested to compute the squared distance between 
units i and j for each s-th block of variables using an adequate distance measure (for a list 
of distance measures and dissimilarity indices that can be used for different kind of vari-
ables see D’Urso and Massari 2019).

The final squared distance to use as input in a cluster algorithm will then be computed 
as a weighted sum of the S distances as follows:

where ws is the weight of the s-th distance matrix, i.e. the weight of the ps variables, in the 
calculation of the final distance.

As it is easy to understand, this kind of dissimilarity measure is able to analyse simul-
taneously different kinds of data (e.g. numeric, categorical, time-varying, spatial, binary, 
imprecise, symbolic, sequential).

In this study, we consider two kinds of data, i.e. imprecise and binary data. Therefore, 
in the following discussion, we introduce and describe two suitable kinds of dissimilarity 
measures that can be used for the computation of d2

ij
 in Eq. 1.

3.1.1  Dissimilarity Measures for Imprecise Data

To make use of imprecise information, such as those collected through Likert-type scales, 
for clustering purposes it is necessary to pre-treat the data to limit the imprecision and 
vagueness that characterised them. A popular a posteriori correction mechanism used in 
the literature is to recode the imprecise information into fuzzy variables (Disegna et  al. 
2018). In the specific case of Likert-type scales variables, each individual score or expres-
sion is recoded into a range of possible values, i.e. into a fuzzy data. A general class of 
fuzzy data is the LR (Left and Right) fuzzy data (Dubois and Prade 1988). Specifically, 
let us assume that x̃ik is the k-th LR fuzzy variable ( k = 1,… ,K ) observed on the i-th unit 
( i = 1,… ,N ), usually denoted as x̃ik = (m1ik,m2ik, lik, rik)LR . Thus, the membership func-
tion, 𝜇x̃ik

(aik) , is defined as:

� =

⎡
⎢⎢⎢⎢⎢⎣

x1,1 … x1,p1 … x1,p1+…+ps−1+1
… x1,p1+…+ps

… x1,p1+…+pS−1+1
… x1,p1+…+pS

⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮

xi,1 … xi,p1 … xi,p1+…+ps−1+1
… xi,p1+…+ps

… xi,p1+…+pS−1+1
… xi,p1+…+pS

⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮

xn,1 … xn,p1 … xn,p1+…+ps−1+1
… xn,p1+…+ps

… xn,p1+…+pS−1+1
… xn,p1+…+pS

⎤
⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎣

�
�
11 … �

�
1s … �

�
1S

⋮ ⋱ ⋮ ⋱ ⋮

�
�
i1 … �

�
is … �

�
iS

⋮ ⋱ ⋮ ⋱ ⋮

�
�
n1 … �

�
ns … �

�
nS

⎤⎥⎥⎥⎥⎦

(1)d2
ij
=

S∑
s=1

(ws ⋅ sdij)
2 =

S∑
s=1

[
ws ⋅ d(�is, �js)

]2
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where both L and R are decreasing “shape” functions defined in [0, 1]; m1ik and m2ik (with 
m2ik > m1ik ) are respectively the left and right centres and the interval [m1ik,m2ik] is usually 
called the “core” of the fuzzy number; lik and rik represent the left and right spreads, i.e. 
the vagueness of the observation. When both L and R are linear functions, the trapezoi-
dal fuzzy number is defined. A trapezoidal fuzzy number characterised by m1ik = m2ik , i.e. 
only one centre is defined, is called triangular fuzzy number.

Table 2 reports a list of papers in which different fuzzy numbers have been suggested to 
recode Likert-type scales with different number of items. Note that some Likert-type scales 
have not been used in a fuzzy framework so far and no fuzzy recoding has been found for 
them.

The fuzzy recoding not only allows to cope with imprecise information but it also repre-
sents a tool to distinguish the “Don’t know” answers from the missing answers (i.e. “Don’t 
reply”) that otherwise will be treated in the same way, i.e. deleted from the dataset. As sug-
gested by Coppi et al. (2006), the answer “Don’t know” can be recoded assuming a uniform 
distribution. For the best of our knowledge, no studies in the tourism literature have treated 
the “Don’t know” answer and this is a first attempt to deal with this kind of information.

Once the Likert-type variables have been recoded into fuzzy data, an adequate distance 
measure for fuzzy data, such as the one suggested by Yang and Ko (1996), has to be used 
in the clustering analysis.

Following D’Urso (2007), the multidimensional version of the distance measure for 
trapezoidal (Tl) fuzzy numbers suggested by Yang and Ko (1996) between the i-th and j-th 
units, with i ≠ j , is formalised as follows:

where �1i and �2i are the vectors of the left and right centres, respectively; �i and �i are the 
vectors of the left and right spreads, respectively; ‖ ⋅ ‖2 is the squared Euclidean distances; 
� and � are parameters that summarise the shape of the membership function (D’Urso 
2007).

When dealing with triangular (T) fuzzy data, i.e. only one center is defined, the Yang-
Ko squared fuzzy distance between the i-th and j-th units, with i ≠ j , will be:

As suggested by D’Urso (2007) and Yang and Ko (1996), both L and R can be assumed to 
be linear, i.e. � = � = 1∕2 , in both Eqs. 3 and 4.

3.1.2  Dissimilarity Measures for Binary Data

Different dissimilarity measures for binary data have been suggested in the literature so 
far (Everitt et  al. 2011a; Eskin et  al. 2002; Ng et  al. 2007). A well-known dissimilarity 
measure is the simple matching coefficient (Sokal 1958). The simple matching coefficient 
between the i-th and j-th generic units is computed as follows:

(2)𝜇x̃ik
(aik) =

⎧⎪⎨⎪⎩

L
�

m1ik−aik

lik

�
aik ≤ m1ik (lik > 0)

1 m1ik ≤ aik ≤ m2ik

R
�

aik−m2ik

rik

�
aik ≥ m2ik (rik > 0)

(3)
Tldij = (‖�1i −�1j‖2 + ‖�2i −�2j‖2 + ‖(�1i − ��i) − (�1j − ��i)‖2

+ ‖(�2i + ��i) − (�2j + ��i)‖2)
1

2

(4)Td
2
ij
= ‖�i −�j‖2 + ‖(�i − ��i) − (�j − ��i)‖2 + ‖(�i + ��i) − (�j + ��i)‖2.
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where a is the number of variables equal to one for both units (common “presences”), d 
is the number of variables equal to zero for both units (common “absences”), a + b is the 
number of variables equal to one for the i-th unit, a + c is the number of variables equal to 
one for the j-th unit.

3.2  Clustering Algorithm for Mixed Data

For a detailed review of the clustering algorithms of mixed data suggested in the literature 
see Ahmad and Khan (2019) and D’Urso and Massari (2019).

In this study, we suggest to use the clustering algorithm of mixed data developed by 
D’Urso and Massari (2019) in a fuzzy framework, i.e. the Fuzzy C-Medoids Clustering 
of Mixed Data model (FCMd-MD model), based on the Gower’s approach. Specifically, 
the fuzzy clustering approach has been preferred over the crisp clustering approach mainly 
because it is generally more efficient (dramatic changes in the value of cluster member-
ship are less likely to occur in estimation procedures), it is less affected by both local 
optima and convergence problems, and it allows to relax the constraint that each unit can 
belong to a sole cluster (Disegna et al. 2018; Everitt et al. 2011b; Hwang et al. 2007). The 
C-Medoids clustering has been chosen over the C-Means clustering since the latter is not 
suitable when mixed data are used as segmentation variables (D’Urso and Massari 2019). 
Furthermore, from a practical point of view, the possibility to represent each final cluster 
by means of a real unit (the medoid) instead of a virtual one (the weighted mean computed 
over all units in a cluster) is appealing for policy makers and practitioners, in general. Since 
the FCMd-MD clustering model belongs to the class of procedures for partitioning around 
medoids, it attempts to alleviate the negative effects of presence of outliers in the dataset; 
thus it can be considered more robust than its possible C-means version in the presence of 
noise and outliers because a medoid is less influenced by outliers or other extreme values 
than a mean. However, the FCMd-MD provides only a timid robustification.

The FCMd-MD model allows to discover homogeneous groups of units based on mixed 
data while measuring the relevance of each block of variables of the same kind towards the 
clustering process. In particular, thanks to the weighting system used for the calculation of 
the pairwise distances, the FCMd-MD model is able to rank the attribute types, i.e. groups 
of variables of the same kind, on the basis of their relevance in the computation of the final 
partition. Consequently, this algorithm is also able to identify blocks of variables that can 
eventually be removed from the cluster analysis causing little, if any, differences in the final 
result.

The FCMd-MD objective function that has to be minimised is as follows (D’Urso and 
Massari 2019):

where uic indicates the membership degree of the i-th unit to the c-th cluster; m > 1 is a 
weighting exponent that controls the fuzziness of the final partition; �̃cs is the vector of 
values observed for the c-th medoid on the s-th variable type; d2

ic
=
∑S

s=1
[ws ⋅ d(�is, �̃cs)]

2 

(5)SMdij =
a + d

a + b + c + d

(6)

⎧⎪⎨⎪⎩

min ∶
∑n

i=1

∑C

c=1
um
ic
d2
ic
=
∑n

i=1

∑C

c=1
um
ic

∑S

s=1

�
ws ⋅ d(�is, �̃cs)

�2
(s.t.)

∑C

c=1
uic = 1, uic ≥ 0∑S

s=1
ws = 1, ws ≥ 0
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is the overall weighted squared distance between the i-th unit and the c-th medoid (as 
described in Eq. 1); ws is the weight associated to the s-th block of homogeneous variables 
and, hence, to the s-th distance (s = 1,… , S) . For comparison reasons, the S distances have 
been normalised to vary in the range [0, 1] before the computation of the overall weighted 
squared distance. Finally, it is important to note that the weights ws are automatically esti-
mated within the clustering algorithm by solving a Lagrangian optimisation problem with 
two constraints, one for the membership degrees and one for the weights (for more details 
on the Lagragian problem see D’Urso and Massari 2019).

3.3  Fuzzy Partition Validity

To validate the final partition, the Fuzzy Silhouette (FS) index (Campello and 
Hruschka 2006) can be adopted. This index represents the weighted average of indi-
vidual silhouettes width, �i , with weights derived from the fuzzy membership matrix 
� = {uic ∶ i = 1,… , n; c = 1,… ,C}:

where ai is the average distance between the i-th unit and the units belonging to the cluster 
p ( p = 1,...,C) with which i is associated with the highest membership degree; bi is the 
minimum (over clusters) average distance of the i-th unit to all units belonging to the clus-
ter q with q ≠ p ; (uip − uiq)

� is the weight of each �i calculated upon � , where p and q are, 
respectively, the first and second best clusters (accordingly to the membership degree) to 
which the i-th unit is associated; � ≥ 0 is an optional user defined weighting coefficient. 
The traditional Silhouette coefficient is obtained by setting � = 0 . The higher the value of 
FS, the better the assignment of the units to the clusters simultaneously obtaining the mini-
misation of the intra-cluster distance and the maximisation of the inter-cluster distance.

In this study, the FS has been properly modified to implement the squared distance as 
described in Eq. 1.

3.4  Cluster’s Results, Labelling and Profiling

As per any fuzzy clustering algorithm, the FCMd-MD model results return C medoids, one 
representative per each cluster, and one (N × C) matrix � containing the level of member-
ship of the i-th unit to the c-th cluster. Since the higher the membership degree, the higher 
the strength of the association between each unit and each cluster, it is reasonable to use 
the � matrix to both label and profile the final clusters instead of using a “defuzzifica-
tion” procedure (see, for instance, Khoo-Lattimore et  al. 2019; Disegna et  al. 2018). As 
described in D’Urso and Massari (2019), the weighted average of a generic quantitative 
variable X = {x1,… , xn} in the c-th cluster ( �Xc

 ) can be computed as follows:

(7)FS =

∑n

i=1
(uip − uiq)

� ⋅ �i∑n

i=1
(uip − uiq)

�
, �i =

(bi − ai)

max{bi, ai}
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Similarly, the weighted proportion of the generic l-th modality of the Y = {y1,… , yn} cat-
egorical variable, characterised by L (L ≥ 2) categories, in the c-th cluster, ( wYlc

 ), can be 
computed as follows:

where yil is the value of the l-th modality of the Y variable observed for the i-th unit, which 
is equal to 1 if the category is observed on the i-th unit and 0 otherwise. It is straightfor-
ward to verify that the greater the membership degree of unit i to cluster c, the greater 
the contribution of xi and yil to the weighted average and the weighted proportion respec-
tively. The concept of weighted averages and weighted proportions can be easily extended 
to other attribute types.

Moreover, as described in Khoo-Lattimore et al. (2019), one can estimate the fractional 
multinomial logit to further profile the final clusters and identify the main factors influenc-
ing the membership to each cluster. Please note that the dependent variables of this model 
are the membership degrees contained in the � matrix.

Finally, the FCMd-MD model also returns the S weights ws associated with each kind of 
variable included in the algorithm. It is important to note that the weights are comparable 
among them since they only depend on the normalised distance matrices. Therefore, they 
allows to identify (1) which kind of variables is more important in the identification of the 
final clusters and (2) which kind of variables can eventually be removed from the analysis 
because irrelevant.

4  A Segmentation of the Visitors in the GEOPARC Bletterbach Park 
of the South‑Tyrol Region

The GEOPARC Bletterbach is a geological park located in the South-Tyrol region, North-
ern Italy (see Fig.  1). This site has been listed in the UNESCO World Heritage sites, 
together with other eight mountainous systems making up the Dolomites, since June 2009. 
The Bletterbach gorge offers to the visitors an enthusiastic trip inside the mountains, to the 
discovery of 40 million years of geological history of the Dolomites area.

As far as the protection of landscape and cultural heritage is concerned, it is worth not-
ing that Bolzano is one of the most virtuous Italian provinces. For more than one indicator 
included by Istat in the BES1 domain of landscape and cultural heritage, Bolzano takes the 
first place, even over the time, as we can see by looking at the trend of the expenditure by 
municipalities for protection and valorisation of cultural properties and activities in euro 
per capita (see Fig. 2) and that of density of farmhouses per 100 km2 (see Fig. 3).

We argue that 57 euros of municipal expenditure for landscape protection per capita of 
Bolzano, in the 2017, is three times higher than the Italian average (18.8 euros per capita) 

(8)�Xc
=

∑n

i=1
uicxi∑n

i=1
uic

.

(9)wYlc
=

∑n

i=1
yiluic∑n

i=1
uic

1 BES is the acronym for Equitable and Sustainable Well-being; for details on Istat BES project, see Istat 
(2020).
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and so far from the lowest value registered in Campania (4.6 euros per capita). It is worth 
highlithing that the second place is reached by the province of Trento with a value of about 
2 times the Italian average.

In regard to the density of farms that practice agritourism, the gap becomes more evi-
dent. In the 2018, Bolzano shows the extreme value of 43 farms per 100 km2 , about 5 times 
the Italian average (7.8 per 100 km2 ), followed by Tuscany and Umbria with 20.1 and 16.6 

Fig. 1  Location of the GEOPARC Bletterback

Fig. 2  BES indicator Current expenditure of municipalities for culture. Time series 2010–2017
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farms per 100 km2 , respectively. Basilicata and Aosta Valley, instead, are the two regions 
with the lowest values, under 2 farms per 100 km2.

Bolzano is also one of the regions with the lowest levels of illegal building activities 
and, together with Trento, that with the lowest proportion of people dissatisfied for the 
landscape deterioration of the place where they live.

Data used in this study have been collected in 2016 and 2017 on different days of the 
opening period, going from the beginning of May to the end of October (subjected to 
weather conditions). A non-probability sampling technique has been adopted, as is com-
monly used in this type of research (Finn et al. 2000). GEOPARC Bletterbach staff were 
given clear instructions on ensuring randomness when recruiting visitors to participate in 
the survey. For example, only one respondent from a household or group could participate 
in the survey. The self administered surveys were completed at the end of the visit ensuring 
that visitors had a full personal opinion about the GEOPARC Bletterbach before participat-
ing in the research. A total of 686 questionnaires were collected, however, the final number 
of usable questionnaires is 443 due to the presence of missing information in either the seg-
mentation or the profiling variables that have invalidated a huge amount of questionnaires.

The questionnaire has been designed together with the President and the Director of 
the GEOPARC Bletterbach, ensuring the inclusion of relevant information for the design 
of future managerial and marketing strategies. Characteristics of the trip, of the GEOP-
ARC Bletterbach and of the respondents have been collected. In particular, respondents 
were asked to evaluate on a 6-point Likert-type scale both the importance of six motiva-
tion items (the percentage distribution of these items in the sample is reported in the top 
left graph of Fig. 5) and the satisfaction with seven items (the percentage distribution of 
these items in the sample is reported in the top left graph of Fig. 6). It is important to note 
that each of the 6-point Likert-type scale variables (both for the motivational items and the 
satisfaction items) was accompanied by the “Don’t know” option. The percentages of the 
“Don’t know” for the whole sample are represented in Figs. 8 and 9 and for the motivation 
items and the satisfaction items respectively. Furthermore, three questions have been set up 
to evaluate visitors prior knowledge about the site. In particular, it has been investigated if 
the respondent had already visited the GEOPARC Bletterbach before, if he/she knew that 

Fig. 3  BES indicator Spread of rural tourism facilities—number of farmhouses per 100 km2. Time series 
2010–2018



 P. D’Urso et al.

1 3

the site has been listed in the UNESCO World Heritage site since 2009, and if the respond-
ent had visited any other mountainous systems making up the Dolomites before the current 
visit at the GEOPARC Bletterbach. The top left graph of Fig. 7 represents the percentage 
distribution of these questions in the sample. The final part of the questionnaire contains 
socio-economic and demographic information about the respondent.

4.1  Clusters’ Results and Labelling

If the aim is to identify homogeneous groups of visitors accordingly to their motivations, 
satisfactions and prior knowledges about the site, it is necessary to use a clustering algo-
rithm for mixed data, as the FCMd-MD model presented in Sect. 3.2, since these variables 
are of different kinds. Please note that despite both motivation and satisfaction items are 
measured using a 6-point Likert type scale, the two scales measure different things, i.e. 
importance level and satisfaction level, therefore they have to be considered as two differ-
ent kinds of variables.

It has been necessary to recode the Likert variables into fuzzy data, as explained in 
Sect.  3.1.1. In particular, the trapezoidal fuzzy number has been used in this study to 
recode the linguistic expression of the 6-point Likert-type scale while the “Don’t know” 
answers have been recoded assuming the uniform distribution. The fuzzy recoding is dis-
played in Fig. 4.

As suggested in Sect. 3.1.2, the simple matching coefficient is adopted as dissimilarity 
measure for the prior knowledge variables while the distance for trapezoidal fuzzy num-
bers, expressed in Eq. 3, has been used for the fuzzy recoded data regarding both motiva-
tion and satisfaction variables.

m
em

be
rs

hi
p 

va
lu

e

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

0
1

Not important at all 2 3 4 5 Very important

Likert scale
m

em
be

rs
hi

p 
va

lu
e

0 1

0
1

Fuzzy numbers

I don't know

Fig. 4  Likert-type scale terms recoded into fuzzy numbers



A Tourist Segmentation Based on Motivation, Satisfaction and…

1 3

Having food and drink in a mountain hut

Being with friends and family

Living nearby

Walking in the mountains

Passion for geology

Learn something new

100 80 60 40 20 0 20 40 60 80 100 100 80 60 40 20 0 20 40 60 80 100

Having food and drink in a mountain hut

Being with friends and family

Living nearby

Walking in the mountains

Passion for geology

Learn something new

100 80 60 40 20 0 20 40 60 80 100

t

y

y

s

y

w

100 80 60 40 20 0 20 40 60 80 100

Sample CL1

 
Not important at all
2

3
4

5
Very important

CL3CL2

Fig. 5  Motivation variables: percentage distribution in the sample and weighted percentage distribution in 
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The Fuzzy Silhouette (FS) validity index (as described in Sect.  3.3) has ben used to 
identify both the best fuzziness weight m (see Eq. 6) and the best partition, i.e. the final 
number of cluster C. The higher value of FS, which identify the best assignment of the 
units to the clusters, has been found setting m = 1.3 and C = 3.
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Fig. 7  Past knowledge variables: percentage distribution in the sample and weighted percentage distribution 
in each cluster
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sample
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The weights ws (see Eq. 6) are equal to 0.44, 0.47 and 0.09 for the three groups of vari-
ables, i.e. motivation, satisfaction and prior knowledge variables respectively. This result 
informs us that the prior knowledge variables play a small role in the identification of the 
final clusters and that this group of variables can eventually be removed from the cluster 
analysis. Moreover, satisfaction items play a slightly more important role in the identifica-
tion of the final clusters compared to motivation items.

The medoids of the three clusters are units 101, 75 and 179. They are the representa-
tives of the clusters. The labelling of the clusters is based on the weighted frequency dis-
tributions of the variables in each cluster as described in Sect. 3.4. Figures 5, 6 and 7 rep-
resent the weighted percentages of motivation, satisfaction and past knowledge variables 
respectively. Figures  8 and 9 show the weighted percentages of “Don’t know” answers 
for motivation and satisfaction items respectively. Analysing these results, it emerges that 
cluster 1 (CL1) is made up by visitors who considered “Walking in the mountains” very 
important for the choice to visit the park and who were the most satisfied with all the ele-
ments of the GEOPARC Bletterbach but for the “roads”, for which the weighted distri-
bution is almost the same across clusters. Therefore CL1 can be labelled the “Mountains 
enthusiasts”. Cluster 2 (CL2) presents the highest proportion of visitors for which “Living 
nearby” and “Having food and drink in a mountain hut” are important or very important 
elements for the choice to visit the GEOPARC Bletterbach, so this cluster can be labelled 
the “Locals”. Finally, in cluster 3 (CL3) are grouped visitors less interested in “Being with 
friends and family” and “Having food and drink in a mountain hut” during their visit at the 
park. Moreover, CL3 visitors are also less satisfied with the GEOPARC Bletterbach ele-
ments analysed, especially with the “car park” and the “Hiking trails”. In fact, even if this 
group collects the highest proportion of visitors who didn’t know that the GEOPARC Blet-
terbach was a UNESCO heritage site since 2009, it also collects the highest proportion of 
visitors who “previously visited other UNESCO sites”. Most probably, before to answer to 
the survey, these visitors compared the GEOPARC Bletterbach with other sites. Therefore, 
this cluster can be labelled the “Experienced visitors”. Finally, it is important to note the 
“Don’t know” answers are almost equally distributed in the three clusters with only minor 
differences.
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Fig. 9  Satisfaction variables: (weighted) percentage distribution of “I don’t know” answer in the (clusters) 
sample
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4.2  Profiling

As described in Sect.  3.4, the final clusters can be profiled using additional information 
(i.e. data not used in the identification of the clusters) computing both weighted propor-
tions (for qualitative variables) and weighted means (for quantitative variables). In this 
study, socio-economic and demographic variables collected in the survey have been used 
to profile the clusters.

A descriptive analysis of the whole sample (unweighted), as well as of each cluster 
(weighted), is reported in Table 3 of the “Appendix”. As we can observe, the weighted 
sizes of the clusters are quite similar to each other indicating the absence of niche clus-
ters. The chi-square test (for qualitative data) and the repeated analysis of variance test 
(for quantitative data) have been calculated but no significant difference among groups 
have been found on the basis of the profiling variables used.

To further describe the cluster, the membership degrees have been used as dependent 
variable of the Fractional Multinomial Logit (FML) model. The interpretation of the 
FML model results is very similar to the interpretation of the more common multino-
mial logit model results. Table 4 in the “Appendix” shows the estimated coefficients for 
the “Mountains enthusiasts” (CL1) and the “Locals” (CL2) clusters. The “Experienced 
visitors” (CL3) cluster has been chosen as reference category toward which the results 
have to be compared. Accordingly to the results, being married increases the probability 
to belong to the “Mountains enthusiasts”, being between 30 and 50 years old increases 
the probability of being a “Locals” and having a high level of education (University 
degree or more) increases the probability to belong to the “Experienced visitors”.

5  Conclusions

In this paper, a review of the clustering algorithms adopted in travel and tourism articles 
published in the four leading International Tourism Research Journals, in the last 5 years, 
has been conducted. From this review, it has emerged that only few studies have been con-
ducted performing a cluster analysis using mixed data as segmentation variables and, in 
all these studies, the clustering algorithm adopted (i.e. the SPSS TwoStep clustering algo-
rithm) was not appropriate. Therefore, the first important contribution of this paper is to 
present, both theoretically and by means of an application in the tourism field, a novel clus-
tering algorithm, the FCMd-MD model proposed by D’Urso and Massari (2019), suitable 
to discover groups of homogeneous units characterised by a set of mixed data. In terms 
of segmentation variables, the review conducted in this study confirmed what has been 
found in the past, i.e. ordinal scales (such as Likert-type scale) are the most frequently used 
kind of variables. However, in the reviewed studies, we didn’t find a critical and rigorous 
explanation of the approach followed for both the analysis and further use of these kind of 
data. As highlighted in Sect. 2.2, in the literature the debate regarding the classification, 
from a quantitative point of view, of Likert-type scale responses is still open and two main 
strands of thought have emerged so far: a first one that follows Likert’s idea of equidistance 
between two consecutive response categories; a second one in which researchers believe 
that it is not possible, or not meaningful, to compute the distance between two consecutive 
response categories. The decision about which strand of thought the researcher wants to 
follow in the treatment of the Likert-type scale responses is fundamental since the choice 
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among further statistical analysis depends on it. In particular, following Likert’s point of 
view, Likert-type scale responses can be analysed through any statistical indices or meth-
ods defined in a metric space. However, following the second approach, Likert-type scales 
are ordinal, not interval, scales and the use of indices or methods designed in a metric space 
are not suitable. In travel and tourism only few researchers (Dolnicar 2019; Disegna et al. 
2018; D’Urso et al. 2016) rose some concerns about the quantitative nature of the Likert-
type scale responses and their use in a cluster analysis. However, while they all reached the 
same conclusion, i.e. Likert-type scales are ordinal scales for which the distance between 
two consecutive response categories can’t be computed, Dolnicar (2019) suggested not to 
use this kind of data in a cluster analysis and Disegna et al. (2018) suggested to analyse 
these data in a fuzzy metric space, pre-recoding conveniently the Likert-type scale vari-
ables into fuzzy variables. Following Disegna et al. (2018)’s suggestion, in this paper we 
present how to include imprecise information in the cluster analysis. The second important 
methodological contribution of this paper is to present how to include the “Don’t know” 
answers in a cluster analysis by means of a fuzzy metric space. Even if the “Don’t know” 
answer is frequently included in travel and tourism surveys (Dolnicar 2013), accordingly to 
our review, this kind of information has never been used in a cluster analysis so far.

The main limitation of the clustering algorithm for mixed data suggested in this study 
is its inability to perform well in presence of outliers (as described in Sect. 3.2) and future 
studies will be devoted to the creation of a robust version of the FCMd-MD model, as 
stated by D’Urso and Massari (2019). Furthermore, in this study we assumed that each 
respondent has the same uncertainty/vagueness function for both motivation and satisfac-
tion items. Therefore, the same fuzzy recoding has been applied per each respondent and 
each item. To be more accurate, the fuzzy recoding should be personalised to both respond-
ent and information level. As already mentioned in Disegna et al. (2018), this is not an easy 
task and further studies should be directed to suggest suitable solutions for this issue.

Finally, we would like to make some suggestions to researchers in travel and tourism 
who want to perform a cluster analysis in the future. Firstly, accordingly to our review, the 
majority of researchers in this field didn’t state the distance used in the clustering algo-
rithm. This information is vital for the replication of the analysis using different data, so 
we would like to encourage researchers to provide such important information. Secondly, 
as already remarked by Dolnicar (2019), we don’t encourage the use of the factor-cluster 
analysis with the purpose of reduce the number of segmentation variables since the cluster 
analysis is performed on a distort space. Furthermore, researchers should pay particular 
attention to the use of both factor analysis and Euclidean distance in cluster algorithms 
when Likert-type scale variables are involved in the analysis since these tools are designed 
under a metric space and their use in this context, for what already discussed above, should 
be carefully motivated.
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Appendix

Table 3  Profiling of clusters by sociodemographic characteristics

Weighted percentages and weighted means are reported

Sample Mountains 
enthusiasts 
(CL1)

Locals (CL2) Experienced 
visitors (CL3)

Weighted proportions 100 33.51 34.52 31.97
Age (average) 44.03 44.21 44.19 43.68
Aged between 30 and 50 years old (%) 60.82 60.26 64.38 57.56
Married (%) 82.92 85.79 81.97 80.93
High level of education (%) 51.94 50.24 47.95 58.02
Employee (%) 59.91 60.29 59.39 60.06
Household size (average) 3.1 3.02 3.11 3.1
3 or more household members (%) 63.55 62.61 64.55 63.47
Italy (%) 29.16 31.79 26.35 29.42
Income easily satisfied household needs (%) 34.4 36.18 33.59 33.39
Income satisfaction: Don’t know (%) 24.37 21.06 27.41 24.57

Table 4  Fractional multinomial logit results

Coefficients are interpreted relative to the omitted category of “Experienced visitors” (CL3) cluster. All test 
results are not significant unless indicated otherwise. Robust standard errors are in parentheses. N = 439; 
Wald �2(14)=35.24; p > 𝜒2 = 0.0014. ∗∗∗Significant at p ⩽ 0.01 , ∗∗significant at p ⩽ 0.05 , ∗significant at 
p ⩽ 0.1

Socio-demographic characteristics Mountains       enthusiasts 
(CL1)

Locals (CL2)

Aged between 30 and 50 years old 0.089 (0.12) 0.361 (0.13)***
Married 0.332 (0.15)** 0.022 (0.17)
High level of education − 0.355 (0.12)*** − 0.434 (0.13)***
Employee 0.006 (0.12) − 0.052 (0.13)
3 or more household members − 0.065 (0.12) − 0.017 (0.13)
Italy 0.113 (0.13) − 0.184 (0.15)
Income easily satisfied household needs 0.092 (0.14) 0.087 (0.15)
Income satisfaction: Don’t know − 0.139 (0.14) 0.168 (0.16)
Constant − 0.088 (0.2) 0.090 (0.21)

http://creativecommons.org/licenses/by/4.0/
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