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Abstract
Multimedia storytelling is an effective and engaging method to convey information in multiple domains.
Specifically, book trailers –video advertisements for books– positively influence the desire to learn and
the motivation to read. This work describes the design and implementation of Storybook, a tool for the
semi-automatic creation of book trailers aiming to support storytelling for digital libraries. Storybook
supports an expert by gathering relevant crowd-sourced multimedia content, which, arranged as stories,
can be used to showcase a book in the form of video clips. Crucially, the expert controls how the content
is finally combined and edited rather than offering a fully automated process. In an early informal
evaluation, experts consider the method favourably.
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1. Introduction

Storytelling is the act of narrating, using the principles of narratology in the audiovisual or
literary field to communicate and facilitate learning and understanding. For example, in school
books ( to make a concept simple), a story with characters is used; similarly, in language courses,
even for adults, the contents are organized with characters who show an aspect of the language
through dialogue or a text. This methodology is an experiential resource, as it promotes a
generative development between experience, its observation and the resulting insights.
Numerous researches [1, 2, 3, 4] show that a book trailer fosters the desire to learn and the

level of motivation to read. From publishers’ point of view, the usage of promotional trailers
is a response to a changing market with a high focus on digital and visual media. The goal of
a digital presentation of a book is nevertheless broader than selling it and includes providing
helpful information to the potential future reader.
The design, implementation, and early evaluation of Storybook are described in this work.
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Storybook is a software tool to support the creation of book trailers by collecting and orga-
nizing relevant video content. The system users retain control on how to edit and compose
the content finally. The proposed process aims to semi-automatically build digital trailers that
allow the viewer, generically interested in a specialized topic but not expert, to appreciate better
the topic, both for their own cultural/professional enrichment and a possible purchase.
The remaining sections are organized as follows. Section 2 presents related work about

data-driven storytelling systems. Section 3 describes the pipeline of the proposed system and
the technologies used. Section 4 reports an early evaluation. Finally, Section 5 discusses future
research directions.

2. Related work

This section briefly surveys relevant literature for relevant works, starting from data-driven
storytelling systems. Storytelling and narrative visualization techniques are two lines of research
that intertwine and have led to new methods for enhancing data understanding, information
dissemination and displaying information [5, 6].
Users usually encounter difficulties creating a data-driven story due to technical barriers,

which motivate the design and development of various automated and simplified generation
tools. The creation of a data-based narrative can be divided into two branches [7]. The first
focuses on authoring systems to facilitate the design process. In this case, it should be noted
that users already have a deep understanding of the data and what they want to present. For
instance: Ellipsis [8], InfoNice [9] and ChartAccent [10] enable dynamic annotations to support
data storytelling allowing the user to integrate visualizations into an illustrative story directly
through direct manipulation and reuse of existing story elements; Narvis [11] is a tool to
extract the combination of visual elements of visualization and organize them as a presentation;
DataClips [12] is designed to help users generate data videos.
The second branch of data narration research, which is one of our interests, seeks to break

down technical barriers in creating data-based stories, focuses more on automated systems to
save users’ efforts that take data as inputs and generate organizations of history components
for users. For instance:

• VoxPopuli [13] is developed to generate video documentaries based on interviews about
controversial topics. Via a Web interface, the user selects one of the possible topics and a
point of view, and the engine assembles video material from the repository to satisfy the
user request.

• Fotoinmotion [14] is designed to produce automatic videos based on a still image. The tool
considers semantic information to produce storytelling videos, focusing on the relevant
features of the input image.

• NewsViews [15] is developed to create interactive, annotated maps from news articles.
The NewsViews’s maps support trend identification and data comparisons relevant to a
given news article.

Summarizing, existing storytelling tools focus on how to tell a story but rarely base the
story on original data. Moreover, these tools assume that the story content is created manually,



resulting in inefficiency. In contrast, Storybook supports automatic story generation and flexible
story editing features, which ensure quality, reduce the barrier and improve the efficiency of
visual storytelling.

3. Pipeline and discussion

A pipeline to support making book trailers has been designed and developed. The process is
schematized in the Algorithm 1. The following subsections introduce the deployed pipeline’s
details and discussion and motivations of choices.

Algorithm 1: The algorithm
Input :Data about a book: content (PDF) and metadata (𝑡 𝑖𝑡 𝑙𝑒 and 𝑡𝑜𝑝𝑖𝑐).
Input :A set of 𝑣 𝑖𝑑𝑒𝑜𝑆𝑒𝑟𝑣 𝑖𝑐𝑒𝑠, web services offering video search capability.
Input :Set of keywords 𝑤ℎ𝑖𝑡𝑒𝑙𝑖𝑠𝑡 to add to the search.
Input :Set of keywords 𝑏𝑙𝑎𝑐𝑘𝑙𝑖𝑠𝑡 to exclude from the search.
Input :Parameters 𝑘 (number of videos), 𝑙 (number of named entities extracted), 𝑚 (number of video results), 𝑜 (number

of labels from image classification).
Output :A set of 𝑘 videos relevant to the book content.

1 𝑒𝑛𝑡𝑖𝑡 𝑖𝑒𝑠 ← top 𝑙 named entities found in content (by named-entity recognition)
2 𝑏𝑜𝑜𝑘𝐾𝑒𝑦𝑤𝑜𝑟𝑑𝑠 ← {𝑡𝑖𝑡 𝑙𝑒} ∪ {𝑡𝑜𝑝𝑖𝑐} ∪ {𝑡𝑜𝑝𝑖𝑐} × (𝑒𝑛𝑡𝑖𝑡 𝑖𝑒𝑠 ∪ 𝑤ℎ𝑖𝑡𝑒𝑙𝑖𝑠𝑡)
3 𝑣 𝑖𝑑𝑒𝑜𝑠𝐹𝑜𝑢𝑛𝑑 ← {}
4 for 𝑠𝑒𝑟𝑣 𝑖𝑐𝑒 ∈ 𝑣 𝑖𝑑𝑒𝑜𝑆𝑒𝑟𝑣 𝑖𝑐𝑒𝑠 do
5 for 𝑘𝑤𝑑 ∈ 𝑏𝑜𝑜𝑘𝐾𝑒𝑦𝑤𝑜𝑟𝑑𝑠 do
6 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 ← first 𝑚 results from 𝑠𝑒𝑟𝑣 𝑖𝑐𝑒 searching 𝑘𝑤𝑑 while excluding 𝑏𝑙𝑎𝑐𝑘𝑙𝑖𝑠𝑡
7 𝑣 𝑖𝑑𝑒𝑜𝑠𝐹𝑜𝑢𝑛𝑑 ← 𝑣𝑖𝑑𝑒𝑜𝑠𝐹𝑜𝑢𝑛𝑑 ∪ 𝑟𝑒𝑠𝑢𝑙𝑡𝑠
8 end for
9 end for

10 𝑖𝑚𝑎𝑔𝑒𝑠 ← 𝑘 largest images of content
11 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑉 𝑖𝑑𝑒𝑜𝑠 ← {}
12 for 𝑖𝑚𝑎𝑔𝑒 ∈ 𝑖𝑚𝑎𝑔𝑒𝑠 do
13 𝑖𝑚𝑎𝑔𝑒𝐿𝑎𝑏𝑒𝑙𝑠 ← top 𝑜 labels assigned to image by image classification
14 rank 𝑣 𝑖𝑑𝑒𝑜𝑠𝐹𝑜𝑢𝑛𝑑 by overlap of their tags with 𝑖𝑚𝑎𝑔𝑒𝐿𝑎𝑏𝑒𝑙𝑠
15 𝑣 𝑖𝑑𝑒𝑜𝐹𝑜𝑟𝐼𝑚𝑎𝑔𝑒 ← video with maximum overlap
16 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑉 𝑖𝑑𝑒𝑜𝑠 ← 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑉 𝑖𝑑𝑒𝑜𝑠 ∪ {𝑣 𝑖𝑑𝑒𝑜𝐹𝑜𝑟𝐼𝑚𝑎𝑔𝑒}
17 end for
18 return 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑉 𝑖𝑑𝑒𝑜𝑠

The process is designed to work on books with meaningful visual content in images extracted
from the PDF. The idea is to find videos relevant to the domain and subject of the book that can
be associated with a set of images found in the book. The underlying intuition elicited working
with content experts is that the visual content included in the book, like images, is relevant to
identify appropriate video content to create a book trailer.

The algorithm has four main parameters: 𝑘, number of images extracted from the book, it is
also the number of videos provided as output; 𝑙, number of named entities extracted from the
book; 𝑚, number of video results for each keyword and each video search service; 𝑜, number of
labels gathered from the classification of each image. We assume that all the considered books
have at least 𝑘 images.



3.1. Retrieving data for the book

The first important step in the pipeline is to retrieve/extract metadata related to the book itself
(see input metadata and line 1 of Algorithm 1).

We already have implemented an automatic semantic extractor of information from a digital
library called Arca [16, 17, 18] that produces a knowledge graph (KG) [19, 20] with all extracted
information and integrated with KGs of the web, so we decided to use that one. However, it can
be easily replaced or extended with other semantic enrichment tools as long as they process
and extract relevant information from the book. In particular, we perform a SPARQL query1

to the KG and retrieve existing and extracted metadata for a specific book, including the top 𝑙
concepts found as named entities in the book.
It is essential to notice that the whole script can run in batch mode. A web-server has been

built to manage the execution of the whole Storybook process, while also providing metadata
related to the book before, during, and after the process.

3.2. Web Crawling

We consider the book metadata gathered in the previous step during this step, and we run a
web craw looking for relevant videos (lines 2–9 of Algorithm 1). After experimenting with
different sources of video content, we decided to focus on a single source, YouTube2. YouTube
is currently the most extensive database of videos in the world.

In the interface for Storybook, the curator can also specify a keywords’ whitelist and blacklist.
In this way, the curator can try to steer the research of the crawler in different directions. The
crawler uses the whitelist to extend the top concepts retrieved in the previous steps, extending
the different keywords and searches that the crawler will perform. Instead, the blacklist is used
to filter out more videos by excluding certain keywords. For example, depending on the specific
search, sometimes it happens to find videos that explain a particular concept with slides (not
helpful in building a trailer). Using the blacklist, the curator can cancel out some of these videos.
It is crucial to note that some retrieved videos are too long to suit our purpose. Even if

a long video contains a shot valuable for the trailer, searching that shot in hours of videos
would be difficult for the curator. So, we decided to cap the length of the retrieved videos. By
default, the limit is set to be 480 seconds, but the curator can easily change this parameter in
the application’s settings.
We also encountered another problem in searching in such a vast and mixed database. A

lot of the videos uploaded on Youtube have licenses that prohibit reuse; hence they cannot
be used for our purpose of building a trailer. Therefore, we implemented another filter for
retrieving only videos with the Youtube Creative Common license that allows for commercial
use. Nevertheless, we can search and retrieve many videos that fit within the search parameters.
The gathered video content and related metadata will be used in the last step to compose the
draft of a trailer for the book.

1https://www.w3.org/TR/rdf-sparql-query/
2https://www.youtube.com/
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3.3. Image Extraction and Processing

Another fundamental step in the pipeline of Storybook is to extract images from the PDF files
of the books (line 10 of Algorithm 1).
Difficulties arise from the fact that many book publishers compress the PDF, hence losing

the information related to the images. Thus, it is necessary for the algorithm first to detect
whether the PDF file was compressed or not. This detection can be done by looking into the
metadata and searching for the compressor’s sign (often, it leaves a signature). As a result, we
can separate the compressed PDF to pass through an OCR process that includes rebuilding the
images as well; the one we found most efficient was the Adobe Acrobat one3.
Subsequently, whether the PDF was not compressed or had been rebuilt from the OCR, the

next step was to understand the color space in which the image is stored inside the PDF. In
some rare cases, it is not possible to rebuild the color space, so it is impossible without analyzing
the image to know if a 0 means a white or black pixel4. In these cases, we extract both versions
of the image.
Finally, we select the 𝑘 best images of the book. After trying different methods, the easiest

one that yielded good results was sorting the images by their dimensions. We observed that
book publishers tend to let essential images take up more space on the page (thus being more
significant in size once extracted).

3.4. Image Classification

An image classification process is run on each of the best 𝑘 images identified at the previous
step (line 13 of Algorithm 1). In order to speed up the development, instead of implementing
a custom image classification, we went for using an external service, Google Vision AI5. For
each image, we retrieve up to 𝑜 labels, along with their confidence level. In the next step, this
information is used when generating the suggestions for the trailer.

An interesting piece of information is the SafeSearch detection: how likely the image contains
adult, spoof, medical, violent or racy themes 6. We do not use this information directly; however,
it is available for the curator inside a comprehensive JSON file generated at the end of the
process.

3.5. Trailer Composition

The last step of the process consists in filtering videos (lines 14–16 of Algorithm 1) and organising
them in a draft of the final trailer (line 18 of Algorithm 1).

The algorithm assigns each video a multidimensional score (one dimension for each image).
The score increases when there is a match between the image’s labels and the video’s metadata,
such as the description. The confidence of the image-keywords association gives a score’s
weight (as assigned during the classification step). Once each video has a score, the algorithm
matches the highest score per single image, associates that video with the specific image, and

3https://www.adobe.com/acrobat.html
4The opposite applies to 255.
5https://cloud.google.com/vision/
6https://cloud.google.com/vision/docs/detecting-safe-search
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discards all the others. Afterwards, the trailer is generated by interleaving the extracted images,
and their correspondent retrieved videos. This draft of the trailer is generated for compatibility
reasons as an annotated PowerPoint presentation, thus allowing the curator to manipulate the
content as they see fit before the actual video creation. Furthermore, all the data generated along
the pipeline is packaged inside a JSON file that the curator can access to check the intermediates
results and other details on the process.

4. Early evaluation

The system was designed and implemented based on requirements iteratively refined with a
team of curators of a publishing house. In respect to the algorithm parameters, satisfactory
results were reached by choosing 𝑙 = 𝑘 = 𝑜 = 10 and 𝑚 = 12.
Furthermore, the curators gave some general feedback on the system paradigm. They

identified several perceived strengths and potential of the system:

• the transformation of the images of books into information nodes;
• the control of the automatic creation process of a book trailer, through accessible configu-
ration parameters;

• the free access and management of the information output generated by Storybook.

They also expressed some concerns for perceived weaknesses: the scarce availability of videos
of niche topics on the web and the prolonged extraction process duration for searches involving
longer crawler queries.

5. Conclusions and future work

Storybook is a tool for the semi-automatic generation of book trailers. It has been designed with
experts in the field, implemented, and tested on the book catalog of a publishing house. From a
high-level perspective, the main novelty of the approach is that it supports the creation process
while not replacing the human contribution and final choice. An early evaluation shows that
expert users appreciate this aspect and react positively to how relevant videos are collected. A
potential limiting factor has been found in the limited availability of online videos on niche
topics, significantly restricting the search to videos with licenses that allow unrestricted reuse.
For the future, we have planned a formal evaluation of the system with a larger sample of users
and the integration of Storybook into the Arca system mentioned in section 3.1.
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