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A B S T R A C T   

Crop type mapping currently represents an important problem in remote sensing. Accurate information on the 
extent and types of crops derived from remote sensing can help managing and improving agriculture especially 
for developing countries where such information is scarce. In this paper, high-resolution RGB drone images are 
the input data for the classification performed using a transfer learning (TL) approach. VGG16 and GoogLeNet, 
which are pre-trained convolutional neural networks (CNNs) used for classification tasks coming from computer 
vision, are considered for the mapping of the crop types. Thanks to the transferred knowledge, the proposed 
models can successfully classify the studied crop types with high overall accuracy for two considered cases, 
achieving up to almost 83% for the Malawi dataset and up to 90% for the Mozambique dataset. Notably, these 
results are comparable to the ones achieved by the same deep CNN architectures in many computer vision tasks. 
With regard to drone data analysis, application of deep CNN is very limited so far due to high requirements on 
the number of samples needed to train such complicated architectures. Our results demonstrate that the transfer 
learning is an efficient way to overcome this problem and take full advantage of the benefits of deep CNN ar-
chitectures for drone-based crop type mapping. Moreover, based on experiments with different TL approaches we 
show that the number of frozen layers is an important parameter of TL and a fine-tuning of all the CNN weights 
results in significantly better performance than the approaches that apply fine-tuning only on some numbers of 
last layers.   

1. Introduction 

Crop type maps are vital for many applications in land monitoring 
and policy. It includes, but it is not limited to, improvement of crop yield 
models (Kogan et al., 2013), producing accurate agricultural statistics 
(Gallego et al., 2010), and developing hydrological models (Yin and 
Williams, 1997). It can help modelling of flood damage estimation and 
water quality (Foerster et al., 2012) as well as managing food supplies 
and children’s welfare in developing countries (Jensen et al., 2006). In 
this paper, we address the problem of improving the quality of crop 
types maps by using supervised transfer learning (TL) and remote 
sensing (RS) data from drones. 

Supervised machine learning (SML) is the ability of machines to 
learn from data by designing predictive models. For classification 

purposes, descriptive information known as label are associated to each 
feature in the input data and the general task consists of learning an 
unknown predictive function mapping from data to labels. Every pre-
dictive model is characterized by specific parameters (or weights) that 
must be optimized on the input data and labels during the training 
phase. After the training, the model can be used to predict the corre-
sponding label of new input instances. The usage of SML in agriculture 
has been considered in the review studies reported in (Liakos et al., 
2018) and (Kamilaris and Prenafeta-Boldú, 2018). The combination of 
aerial imagery and deep learning for scene and environment monitoring 
has been already proposed and is analysed in (Maktab Dar Oghaz et al., 
2019). Based on the application, five major research groups have been 
identified: vegetation identification, classification and segmentation 
(Fan et al., 2018; Ji et al., 2018; Jin et al., 2018; Rebetez et al., 2016), 
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crop counting and yield predictions (Dijkstra et al., 2019; Rahnemoonfar 
and Sheppard, 2017; Tri et al., 2017), crop mapping (Nijhawan et al., 
2018), weed detection (Dyrmann et al., 2016), and crop disease and 
nutrient deficiency detection (di Gennaro et al., 2016; Mardanisamani 
et al., 2019). 

In the past few years, the concept of TL has been introduced as it 
greatly improves the learning performance on reduced datasets thus 
avoiding time-expensive data-labelling efforts. A precise definition of TL 
is reported in (Pan and Yang, 2010), and can be briefly summarized as 
the ability to use a pre-existent model trained on a given different 
(usually huge) source dataset to improve the prediction on the target 
problem. This operation is often performed by training the given model 
on the target dataset starting from the weights already optimized on the 
pre-existent source problem. TL is emerging as a new learning frame-
work to address SML problems due to the inherit simplification in 
modelling and training. 

In image analysis the most successful TL solutions use deep neural 
networks (DNN) trained on huge computer vision datasets, e.g. Image-
Net (J. Deng et al., 2010), MNIST (L. Deng, 2012), and Open Images 
Dataset (Kuznetsova et al., 2018). The success is based on the observa-
tion that general features are learned at the first layers of DNN regardless 
of the type of image classification task and dataset (Yosinski et al., 
2014). Consequently, learned weights from all or selected layers can be 
copied to the same architecture used for another problem. The most used 
models for transfer learning applied for agriculture scopes are Faster R- 
CNN (Bargoti and Underwood, 2017; Jin et al., 2018; Sa et al., 2016), 
AlexNet (Lee et al., 2015; Mohanty et al., 2016; Nijhawan et al., 2018; 
Reyes et al., 2015; Valente et al., 2019; Yalcin, 2017), GoogLeNet 
(Mohanty et al., 2016; Ramcharan et al., 2017; Tri et al., 2017), SegNet 
(Bosilj et al., 2019), and VGG (Xie et al., 2016). 

With advances in satellite, airborne and ground based RS, reflectance 
data are increasingly being used in agriculture (Wójtowicz et al., 2016). 
Various RS methods designed to optimize profitability of agricultural 
crop production and protect the environment have been developed, e.g. 
ground-based RS, airborne RS, and satellite imagery. Moreover, 
different sensors and technologies can be used, such as digital cameras, 
multispectral cameras, hyperspectral cameras, thermal infrared imagers 
and LiDAR. A comparison of RS platforms, along with their pros and 
cons, is reported in (Pádua et al., 2017), describing how unmanned 
aerial vehicles (UAVs) can complement the established manned aircraft 
and satellite platforms. Precision agriculture based on UAVs represents a 
robust, timely, cost effective way to obtain viable data on the farm to 
improve yields and overall profitability in sustainable farming systems 
(Abdullahi et al., 2015). With this respect, McCabe et al. (2016) reported 
that the high resolution sensing from UAVs is currently more advanta-
geous than RS from Earth-observing satellites when considering latency 
in satellite data processing and delivery as well as the overall manage-
ment costs. Some examples of applications of UAVs for agriculture ap-
plications are classification of maize in complex farming systems (Hall 
et al., 2018; Wahab et al., 2018), land use and vegetation mapping 
(Berni et al., 2009; C. Swain and Uz Zaman, 2012; Heng et al., 2018; 
Senthilnath et al., 2017), crop and weed classification for smart farming 
(Lottes et al., 2017; Peña et al., 2013), phenotyping (Yang et al., 2017), 
automatic identification of plant disease (Boulent et al., 2019). 

To the best of authors’ knowledge, the combination of transfer 
learning (TL) and UAV data for crop type classification has been intro-
duced only very recently, as it is shown in (Chew et al., 2020). The 
authors proposed a TL technique based on VGG16 on a specific region in 
Rwanda but neither a comparison with other models nor a parameter 
analysis has been carried out. The proposed approach is applied on areas 
of Malawi and Mozambique, where a small number of similar studies has 
been carried out so far, e.g. (De Bie et al., 2008; Gumma et al., 2019). 
With respect to the current state of the art, the contributions of this 
paper are:  

1. TL is applied to crop type mapping using UAV data, providing a 
confirmation that TL can be successfully applied reducing the user 
design effort and the computational effort.  

2. The robustness of the TL approach is shown using two different pre- 
trained models, i.e. GoogLeNet and VGG16.  

3. A performance analysis on the results varying the number of frozen 
layers in the models is carried out. 

The rest of the paper is organized as follows. Section 2 deals with the 
description of the study areas in Malawi and Mozambique, while Section 
3 focuses on the analysis of the input datasets. In Section 4 the transfer 
learning approach is described and the results from GoogLeNet and 
VGG16 are reported in Section 5. A critical discussion of the output of 
this study is reported in Section 6 and conclusions are given in Section 7. 

2. Study areas 

In this research, two different datasets are used. Both of them consist 
of drone images and reference data for each crop type collected through 
extensive field visits. One dataset was acquired in Kasungu District 
Malawi, the other in Gaza Province, Mozambique. In both areas, the 
growing season unfolds from October to May with planting viable from 
November and harvests possible from late March onwards. Most of Gaza 
is drier than Kasungu, however its near coastal areas receive plentiful 
rains. In both areas, maize is the heavily dominant crop. 

2.1. Malawi dataset 

The first dataset was collected by drone and field campaigns in the 
Kasungu district in Malawi during May 2018. The dataset includes 40 
orthomosaic maps (each created from about 100–200 single images) 
with RGB spectral bands acquired using a CMOS camera mounted on a 
drone flying on altitude less than 400 m. Each of the mosaics depicts an 
area of about 1 km2 with the ground resolution about 4 cm. Localization 
of the data along with some sample mosaics are presented in Fig. 1. As 
the reader can see, it is noteworthy that each mosaic contains more than 
one cultivated field. Indeed, along with the drone campaign, different 
polygons (shown in red in Fig. 1) are identified and labelled with the 
support of enumerators sent in the areas of drone data acquisitions. On 
average, a little more than 41 polygons were identified in each mosaic. 
Among the different crop types identified with the drone campaign, only 
the five most representative types have been considered in this study, i.e. 
Cassava, Groundnut, Maize, Sweet potatoes, and Tobacco. The fallows 
and minority crops class collects fallows and all the remaining crop 
types, which are: Beans, Cow peas, Pigeon peas and Soya beans. 
Collected information about agricultural fields includes perimeters of 
plots, crop types and general development stages. The overall area and 
the number of samples for each crop type within the input dataset are 
shown in Table 1. One can note that the number of fields and the related 
covered area is not uniform among the five classes. 

2.2. Mozambique dataset 

The second dataset was collected in the south part of Gaza province 
in Mozambique during spring 2019. The dataset includes 30 orthomo-
saic maps with RGB spectral bands acquired using a CMOS camera 
(Sequoia 4.9 with resolution of 4608 × 3456 pixels) mounted on a fixed- 
wing drone flying on altitude of about 200 m. Each of the mosaics de-
picts an area varying from about 0.1 to 0.3 km2 with ground resolution 
of about 1.3 cm. Note that in this drone campaign the ground resolution 
is different with respect to the Malawi campaign, as can be also noted by 
looking at Fig. 1. Crop type reference data were collected and processed 
similarly to the Malawi case described above. In this case, the crop types 
chosen for the classification are Cassava, Maize, and Rice, whereas the 
remaining crop types have been included in the minority crops class. 
Statistics about the reference crop types in the Mozambique datasets are 
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shown in Table 2. As in the previous Malawi dataset, the number of 
fields and the related covered area is not uniform among the three 
classes. 

3. Analysis of the input datasets 

3.1. Preliminary analysis and corrections 

As it is commonly known, the characteristics of the input training 
dataset determine the success of any classification algorithm. Correct 
features with reliable labels are key factors for the success of the training 
procedure. With this regard, a preliminary inspection of the given input 
datasets underlined some accidental labelling errors and co-registration 
shifts. A manual correction of these errors has been carried out in order 
to use a consistent input dataset. Polygons indicating field boundaries 
have been checked and adjusted to fit the real geometry of the cultivated 
field (for instance, the red polygons in Fig. 1). Other manual in-
terventions included corrections of harvested crops marked as standing 
(and vice versa), partially harvested fields marked uniformly as standing 
crops (and vice versa), different crop types within one polygon. 

Another important modification of the original dataset was the 
introduction of a further attribute describing the cultivation stage in 
order to discriminate among cultivated field, post-harvested field, and 
sparse planting. Indeed, only cultivated fields are associated to the crop 
class during the testing and validation process, whereas post-harvested 
and sparse planting fields are merged with the fallows and minority 
crop class to form the “other” class. 

3.2. Challenges of drone-based crop type detection 

The drone images shown in Fig. 1 have been used to generate input 
images for the networks. To be consistent with the input shape default 
parameters of the convolutional networks described in Section 4.2, 
images with dimension 224 × 224 × 3 are sampled from the mosaics, 
where 224 is the number of horizontal and vertical pixel and 3 is the 
number of channels (RGB) (there was no need to change the input shape 
and require additional effort in the fine-tuning process). Some reference 
images are shown in Fig. 2 for the five crop types within the Malawi 
dataset. The reader can notice the differences among the crop type 
looking at the colours and distribution of the plants. It is noteworthy that 

Fig. 1. Localization of drone mosaics within the input datasets. Three examples of mosaics with perimeters of reference agricultural plots are shown.  

Table 1 
Number of reference samples in Malawi dataset.  

Crop type Developing stage 

Cultivated field Post-harvested 
field 

Sparse planting 

Area 
(km2) 

N. of 
items 

Area 
(km2) 

N. of 
items 

Area 
(km2) 

N. of 
items 

Cassava 0.123 32 0 0 0 0 
Groundnut 0.127 78 0.443 123 0.01 6 
Maize 1.068 216 1.328 287 0.0232 5 
Sweet potatoes 0.025 37 0.013 8 0.001 1 
Tobacco 0.142 61 0.390 90 0.099 9 
Fallows and 

minority 
crops 

5.215 km2, 706 items 

Total 9.00 km2, 1659 items  

Table 2 
Number of reference samples in Mozambique dataset.  

Crop type Developing stage 

Cultivated field Post-harvested 
field 

Sparse planting 

Area 
(km2) 

N. of 
items 

Area 
(km2) 

N. of 
items 

Area 
(km2) 

N. of 
items 

Cassava 0.010 16 0 0 0.032 20 
Maize 0.296 110 0.028 17 0.036 14 
Rice 0.317 57 0.001 2 0.002 2 
Fallows and 

minority 
crops 

0.215 km2, 95 items 

Total 0.938 km2, 333 items  
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the images have been collected when a large number of maize fields 
was already harvested or dry. Moreover, the dataset contains images 

collected in different hours during the day, with different lightning 

conditions passing from the morning to the evening. 
Even inside one crop class, the collected images can appear very 

different from each other. Without loss of generality, in Fig. 3 six 

Fig. 2. Example of images for the five classes of crops in Malawi.  

Fig. 3. Examples of different images labelled as cultivated maize fields in the Malawi dataset.  
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different images within the cultivated maize class are shown where the 
reader can appreciate some of the most relevant issues. For instance, in 
Fig. 3(a) a road passes through the cultivated field, whereas in Fig. 3(b) 
shadows from clouds or close trees are observed. In Fig. 3(c) the field is 
partially affected by the presence of weeds. Finally, in Fig. 3(d-e-f) crop 
fields with very different lightning conditions and/or soil states are re-
ported. These issues are denoted for all the crop types used in this study. 
To cope with the problems of distinguish the crop types even in the 
presence of all these disturbances, convolutional neural networks have 
been chosen as they have been designed to identify class objects in 
different pose and light conditions. Indeed, such models are not pixel 
based since they take into account the spatial distribution of the infor-
mation by means of the convolutional operations. In this way, the 
network does not only consider the spectral information contained in the 
colour bands but it takes into account the features distributions such as 
the presence of patterns associated to each different crop (Zhang, 2018). 

4. Transfer learning approach 

Supervised machine learning (SML) is the ability of machines to 
learn from data, x, when provided with descriptive information, y, 
known as label. Given a domain D = {X, P(X)} consisting of a feature 
space X and a marginal probability distribution P(X), where X =

{x1,⋯, xn}⊂X, the task T = {Y, f(⋅)} consists of learning the unknown 
predictive function f(⋅) using the pairs {xi,yi}, where xi ∈ X and yi ∈ Y. 
The function f(⋅) can be used to predict the corresponding label, f(x), of 
a new instance x. 

In these last years, the concept of TL has been introduced as it greatly 
improves the learning performance on reduced datasets thus avoiding 
time-expensive data-labelling efforts. As stated in (Pan and Yang, 2010), 
given a source (S) domain DS and learning task TS, a target (T) domain 
DT and learning task TT, TL aims to help improve the learning of the 

target predictive function fT(⋅) in DT using the knowledge in DS and TS, 
where DS ∕= DT, or TS ∕= TT . In this paper, TL is applied by pre-training 
deep learning models on TS and fine-tuning the same models on TT, i. 
e. using the weights of the pre-trained model as initial guess for the 
weights of the target model. 

The application of the transfer learning approach for DNN from 
computer vision to crop types mapping must take into account the 
following steps: 1) choosing a computer vision dataset, 2) choosing an 
architecture to be pre-trained on this dataset, 3) defining the method for 
transferring learnable weights from the pre-trained network to the target 
one aiming at crop types classification, and 4) applying data augmen-
tation for reduced target datasets. These points are explained in the 
following sections. A flowchart of the proposed transfer learning 
approach is shown in Fig. 4 with details about the required operations 
along with input/output data and involved AI models 

4.1. Computer vision dataset 

Among the different image datasets existing in computer vision 
domain, ImageNet (J. Deng et al., 2010) has now become the standard 
for pre-training image features to be transferred for solving many image 
analysis problems (Huh et al., 2016). This dataset consists of 1.2 million 
of labelled images divided into a thousand classes. The classes are 
organized hierarchically and includes images of natural and artificial 
objects, including animals, plants, devices, goods, vehicles, houses, 
geological structures, etc. Very often the most detailed sub-classes rep-
resented in the dataset are very similar to each other and allow for fine- 
grained recognition between objects (e.g. different plants or different 
breeds of dogs and cats). Using ImageNet, good classification results can 
only be achieved when the DNN can learn very specific image features to 
discriminate images basing on very accurate and detailed analysis. The 
ImageNet database contains some classes that are directly helpful for 

Fig. 4. Flowchart of the proposed transfer learning approach.  
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crop type mapping (e.g. geological formations, plants). 

4.2. Pre-trained architecture 

During the last two decades a lot of network architectures trained on 
ImageNet have been published. In this paper, GoogLeNet and VGGNet 
are adopted. Both of them have already been successfully applied in 
transfer learning problems (Huh et al., 2016; Mehdipour Ghazi et al., 
2017; Xie et al., 2016; Du et al., 2020). Both architectures are examples 
of convolutional neural networks (CNN) which have been inspired by 
the working characteristics of human brain. CNN can successfully 
explore spatial dependencies in images through the ability to learn two 
dimensional features using convolutional filters. 

The GoogLeNet architecture (Szegedy et al., 2015) is a deep and wide 
architecture with 22 layers (only counting convolutional or fully con-
nected layers, see Fig. 5). The number of parameters (about 6.8 million) 
is considerably low compared to other common networks (e.g., AlexNet 
has about 60 million parameters). The core features of GoogLeNet are 
the Inception module and the convolutional layers for dimension 
reduction (i.e. 1 × 1 convolutions followed by Relu also known as 
network in network aiming at enhancing model discriminability for 
local patches within the receptive field (Lin et al., 2013)). Usually, at 
each layer of a traditional convolutional network either a max pooling 
operation or a convolutional operation is found. With the Inception 
module, these two operations are performed in parallel. Indeed, the 
inception module uses parallel 1× 1, 3 × 3 and 5 × 5 convolutions along 
with a max-pooling layer in parallel, hence enabling it to capture a va-
riety of features in parallel. To lower the computation needs, 1 × 1 
convolutions before the above mentioned 3× 3, 5 × 5 convolutions (and 
after the max-pooling layer) are added for dimensionality reduction. 
Finally, a filter concatenation layers concatenates the outputs of all these 
parallel layers. As depicted in Fig. 5, GoogLeNet is composed by nine 
inception modules, three convolutional layers (the second one after the 
input is for dimension reduction), two normalization layers, four max- 
pooling layers, one average pooling, one fully connected layer, and a 
linear layer with softmax activation in the output. During training, 
GoogLeNet connects two auxiliary classifiers to the intermediate layers 
of the network to improve the backpropagation performances thus 

making the earlier stages more discriminative. VGG16 is a convolutional 
neural network model proposed by K. Simonyan and A. Zisserman from 
the University of Oxford (it is also known as VGGNet with 16-layer, see 
configuration D in the original paper, (Simonyan and Zisserman, 2015)). 
The network is represented in Fig. 5. It uses a homogeneous architecture 
to investigate the effects of increased convolutional network depth on 
performance. There are 16 layers with learnable weights, divided into 
13 convolutional layers with 3 × 3 convolutional filters and 3 fully 
connected layers. The number of learnable parameters is 138 million 
(quite bigger than other networks as AlexNet and GoogLeNet). Five max 
pooling layers are introduced to reduce the spatial size of the input 
volume. It is noteworthy that the number of filters doubles after each 
maxpool layer, reinforcing the idea of shrinking spatial dimensions and 
growing in depth. Given the very high number of learnable parameters, 
VGG16 should be trained using GPUs and parallel computation. 

4.3. Transfer learning method 

The DNNs described in the previous section were adapted to the crop 
types mapping problem by applying the TL methodology. However, the 
TL approach can be used in different ways by varying the number of 
‘frozen’ layers. In the frame of this paper, a layer is called frozen when 
the learnable weights are directly taken from the computer vision 
training, i.e. weights are optimized on a different problem and not 
optimised to the target problem. With this regard, the simplest approach 
deals with replacing the last (classification) layer in order to produce the 
desired number of crop types classes instead of the original one thousand 
categories. Accordingly, both in the GoogLeNet and VGG16 architecture 
the fully connected layer with one thousand outputs was removed and a 
new fully connected layer with 6 outputs was inserted (the following 
softmax layer was also changed). All the remaining weights for the rest 
of the layers have been preserved from the computer vision training. 

However, the open question that needs to be addressed is whether it 
will be more profitable to fine tune all the weights or only part of them. 
According to (Yosinski et al., 2014), when the target dataset is small and 
the number of parameters is high it is better to freeze weights in the first 
layers instead of fine-tuning them in order to avoid overfitting. This is 
especially applicable in the present case where only a small dataset is 
available. Indeed typical DNNs requires huge amount of input data 
(dozens or hundreds of thousands samples) to avoid overfitting. How-
ever, the optimal number of first layers to be frozen remains unknown 
and selecting the correct setup is difficult for many reasons. First of all, 
transfer learning is applied between different objectives, starting from a 
much larger classification dataset. Another reason comes from co- 
adapted features that can be found through many consecutive layers 
typically present in pre-trained DNN (Yosinski et al., 2014). Accord-
ingly, a parametric analysis with different numbers of frozen layers is 
performed to empirically select the best condition and investigate if 
there exist any tendency. 

During learning process we used stochastic gradient descent with 
momentum (SGDM) optimizer, batch size was equal to 100. The initial 
learning rate was set to 3e-4 and was constant during all training epochs. 
The networks were trained for 20 epochs in order to assure that the 
plateau in learning curve was reached in every case (an example of 
training and validation loss and accuracy is presented in Fig. 6). Training 
data were shuffled every training epoch. 

4.4. Definition of training and validation datasets 

An accurate definition of training and validation datasets is required 
for the obtainment of good classification scores as well as for a valid 
interpretation of the results. To tackle the problem of spatial autocor-
relation arising in closely distributed features, training and validation 
images have been selected from separate mosaics. For the Malawi 
campaign, training images have been selected from 36 mosaics whereas 
the other 4 mosaics have been used for validation. For the Mozambique 
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Fig. 5. Schematic view of the architecture of GoogLeNet (top) and VGG16 
(bottom). The legend shows the type of layer. 
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campaign, training images have been selected from 26 mosaics whereas 
the other 4 mosaics have been used for validation. The selection of the 
drone mosaics used for validation has been automatically performed 
using a greedy approach assuring that the classes occurrences in the 
validation dataset is as close as possible to the classes occurrences in the 
training dataset. Therefore, the autocorrelation problem is minimized 
while maintaining a good representativeness of the crop type occur-
rences in the validation dataset. 

For the training datasets, 1000 RGB images per class with size 244 ×

244 × 3 have been selected, where the centres of the images were placed 
at 1000 randomly selected points within the crop fields. Note that the 
number of input images is lower than the usual number of samples used 
to train CNNs (Ian Goodfellow, Yoshua Bengio, 2016). This is consistent 
with the transfer learning approach, where only a reduced number of 
new information (related to the new problem taken into account) are 
needed for the fine tuning of the model. 

Due to the strong imbalance in the distribution of the fields, as 
already noted from Table 1 and Table 2, the number of training images 
for each class should be selected carefully. Indeed, if choosing the 
number of images in a proportional way with respect to the data dis-
tribution, a high risk of overfitting is expected during the training phase 
(Buda et al., 2018). Imposing the same number of training samples per 
class improves the network ability to perform an unbiased discrimina-
tion among all classes rather than focusing on the most popular crop 
types only. On the other hand, for the validation dataset, a number of 
images proportional to the real distribution is chosen in order to reflect 
the real output of the model. For instance, the number of validation 
images for the Malawi campaign is 84 for cassava, 83 for groundnut, 542 
for maize, 2216 for other, 12 for sweet potatoes, and 64 for tobacco. In 
this way, the performances evaluation will reflect the real class distri-
bution and provide a consistent and reliable description of the results. 

4.5. Data transformation and augmentation 

Image samples depicting different crop types have been extracted 
automatically using the reference dataset. As already introduced in 
Section 3.1, each crop class is divided into cultivated field, post- 
harvested field, and sparse planting. To obtain more reliable results, 
only cultivated fields are associated to the crop class during the testing 
and validation process. Post-harvested and sparse planting fields are 
merged with the minority crop class to form the “other” class. 

Before inputting image samples to the DNNs, a data augmentation 
approach has been used. Each image training sample was transformed 
using random values of all the considered operations: horizontal 
reflection (50\% of chance), rotation (0 − 360◦ ), translation (up to ±30 
pixels) and scaling (0.9 to 1.1). This kind of augmentation was applied to 
overcome the problems related to low number of polygons, especially 
for minority classes. In this way, the risk that the classifier will distin-
guish a crop type only basing on geometrical features (like the angle of 
plant rows, shadow orientation, and other features related to the specific 
acquisition campaign taken into account) is minimized, enhancing the 
chance to distinguish the crop type looking at more general information 
such as the spectral characteristics (Yu et al., 2017). 

5. Results 

5.1. Definition of the scores and implementation setup 

We conducted a set of experiments on presented method to assess its 
reliability using different evaluation metrics and varying number of 
frozen layers. The macro-averaged evaluations of overall accuracy, 
precision, recall and F1-score have been used to compare the results. 

Given N input classes and the generic confusion matrix with elements 
ci,j (element in the i-th row and j-th column), the total number of input 
sample for the i-th class is defined as summation along the columns, i.e. 

Tc,i =
∑N

j=1
cj,i,

whereas the total number of classified samples for the i-th class is 
defined as summation along the rows, i.e. 

Tr,i =
∑N

j=1
ci,j.

Consequently, the total number of samples is 

T =
∑N

i=1
Tc,i =

∑N

i=1
Tr,i.

Finally, the precision Piand the recall Ri for the i-th class are evalu-
ated as 

Pi =
ci,i

Tr,i
,Ri =

ci,i

Tc,i
.

Note that, in remote sensing applications, precision and recall are 

Fig. 6. An example of training and validation accuracy and loss for the Malawi dataset for 20 epochs.  
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often referred to as user’s accuracy and producer’s accuracy, respec-
tively (Barsi et al., 2018). Basing on these basic definitions, the formu-
lation of the macro-averaged evaluations of overall accuracy, precision, 
recall and F1-score are reported in Table 3. The column related to the 
macro averaged evaluation of the scores simply reports the arithmetic 
mean of the scores given by the single classes. On the contrary, the 
weighted evaluation of the scores is related to a weighted average of the 
scores per single class, thus considering the relative occurrences of the 
classes within the overall input dataset. 

The approach presented in the paper was implemented in Matlab® 
2020 environment. Deep Learning Toolbox was used to download and 
fine-tune pre-trained networks, while Mapping toolbox was used to 
handle geo-referenced data. 

5.2. Results for the Malawi dataset using GoogLeNet 

The GoogLeNet results for the Malawi dataset are reported on the left 
of Fig. 7, where the number of layers is consistent with the layers 
numbering in Fig. 5. First, one can see that the results generally get 
worse increasing the number of frozen layers. When no layer is frozen, 
all the pre-trained weights in every layer are used as initial guess for the 
fine-tuning process and all of them are adapted to the crop detection 
problem. For this campaign, a noteworthy difference in weighted and 
macro-averaged scores is observed, which implies that the imbalanced 
distribution of the classes reported in Table 1 and Table 2 strongly af-
fects the final results. In particular, this result suggests that a relevant 
inhomogeneity characterizes the input dataset. It is quite relevant to 
note that the weighted precision scores in Fig. 7 almost remains constant 
varying the number of frozen layers. The high value of weighted pre-
cision means that a small percentage of false negative is observed, even 
though the lower weighted recall values suggest that, even choosing the 
best values of frozen layers, around 25% of input values are not properly 
recognized. The confusion matrix reporting the recall values for the crop 
types of the Malawi campaign is shown on the left of Fig. 9. The values 
related to the model with highest overall accuracy have been chosen, 
which correspond to the one with 2 frozen layers. As can be seen, 
groundnut represents the most problematic crop type as it is often 
confused with sweet potatoes and tobacco. 

5.3. Results for the Malawi dataset using VGG16 

The VGG16 results for the Malawi dataset are reported on the right of 
Fig. 7. It can be noted that the vertical axes of the two plots in Fig. 7 
cover the same interval and VGG16 presents a similar trend to the one 
given by GoogLeNet. 

As noted in Section 5.2, also in this case results suggest that freezing 
a small number of the layers (or even no freezing at all) is a better so-
lution instead of freezing all of them except the last fully-connected 
layer. Indeed, when the number of frozen layers is 0 or 1, the F1 score 
is greater than 0.85, indicating a very good classification ability of the 
VGG16 model. The confusion matrix for the VGG16 model is shown on 
the right of Fig. 9. The values related to the model with highest overall 

accuracies have been chosen, which correspond to the one with no 
frozen layers. On average, the recall values in this case are a little bit 
better than the ones obtained with GoogLeNet. 

5.4. Results for the Mozambique dataset using GoogLeNet 

The GoogLeNet results for the Mozambique dataset are reported on 
the left of Fig. 8. In this case, the difference between macro-averaged 
and weighted results is pretty much reduced with respect to the previ-
ous Malawi study case. This result suggests that the input classes are 
better distributed in the input dataset. The best results are obtained 
when no layers are frozen, reaching almost 85% in the weighted F1 
score. The recall values for each crop type are reported in the confusion 
matrix shown on the left of Fig. 10. As before, the values related to the 
model with highest overall accuracies have been chosen, which corre-
spond to the one with no frozen layers. The results obtained in this case 
are quite better than the ones reported for the Malawi campaign, and 
this is consistent with the previous comments concerning Fig. 8. 

5.5. Results for the Mozambique dataset using VGG16 

The VGG16 results for the Mozambique dataset are reported on the 
right of Fig. 8. The results seem generally similar to the ones provided by 
the GoogLeNet model, even though in this case more oscillations are 
denoted changing the number of frozen layers. Nonetheless, the per-
formances tend to decrease when the number of frozen layers increases. 
The recall values for each crop type are reported in the confusion matrix 
shown on the right of Fig. 10. The values related to the model with 
highest overall accuracies have been chosen, which correspond to the 
one with no frozen layers. 

5.6. Results without transfer learning 

An important question that is worth to address is to which extent 
results presented in the previous subsections are obtained due to 
knowledge transferred from computer vision. To answer this question, 
we trained DNN from scratch. The same architectures, namely Goo-
gLeNet and VGG16, were used and trained using the same learning 
hyper-parameters to avoid any bias in the methodology. The only dif-
ference was that the networks were initialized with random weights. 
Results obtained in this case were always random considering Malawi 
and Mozambique datasets. Inspection of learning curves reveals that the 
networks were not able to learn features during all the training epochs. 

6. Discussion 

The results show that the proposed approach is meaningful and 
reliable while simplifying the analysis design since pre-existing models 
are used. This research demonstrates that transfer learning from com-
puter vision works when applied to crop type mapping basing on drone 
images. This means, that some knowledge learned for classification of 
computer vision images can be useful for discrimination of crop types in 
drone data. Moreover, having shown that using no frozen layers leads to 
the best classification results, future analyses can take this finding as 
input to further simplify the overall classification effort. 

It is noteworthy that no parametric analysis has been performed for 
the choice of the hyper-parameters such as the learning rate as it was 
beyond the scope of this work. However, opportunely changing these 
parameters can lead to further improvements of the classification re-
sults. It is also interesting that the reported results are in line with other 
similar ones reported in literature, as one can see comparing current 
findings with (Chew et al., 2020). 

The critical comparison between GoogLeNet and VGG16 is beyond 
the goal of this paper. Using fixed hyper parameters, the results 
demonstrate similar performances for the two models, which is most 
probably associated with the deep structure of both GoogLeNet and 

Table 3 
Definition of the evaluation scores.   

Macro averaged 
evaluation 

Weighted evaluation 

Overall 
accuracy OA =

∑N
i=1ci,i

T  
N.A. 

Precision P =
∑N

i=1Pi  Pw =

∑N
i=1

(
Tc,iPi

)

T  
Recall R =

∑N
i=1Ri  Rw =

∑N
i=1

(
Tc,iRi

)

T
=

∑N
i=1ci,i

T
=

OA  
F1 F1 = 2

PR
P + R  

F1w = 2
PwRw

Pw + Rw   
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VGG16. The two models can successfully transfer the knowledge ac-
quired from computer vision tasks to crop-type mapping, needing only a 
fine-tuning of the parameters to adapt to the new problem. However, 
there is no evidence that varying the values of the hyper-parameters 
would not change the resulting validation scores. Consequently, the 
results only suggest that using common values of the hyper-parameters 
the two proposed models work similarly. 

This study demonstrates that one of the usual limitations of remote 
sensing, i.e. the availability of reduced datasets, can be overcome by 
using transfer learning. Indeed, reduced datasets cannot often be used 
with deep learning approaches since overfitting problem arise. How-
ever, using the fine-tuning optimization of the weights associated to the 
transfer learning approach seems to solve this problem. Only a reduced 
number of optimization epochs are required to properly tune the 
weights to the crop type mapping problem. Overfitting is limited 
because the weights are locally optimized around the guess values 
provided by the pre-elaborated tuning performed on the huge computer 
vision dataset. As can be noted comparing the Malawi and Mozambique 

results, the input data quality and distribution strongly affect the clas-
sification ability of the models. Referring to Fig. 3, the recommendation 
for future drone campaigns is to be very careful on guarantying uniform 
lighting conditions, i.e. avoid mixing images captured during the 
morning and during the afternoon. Moreover, the distribution of sam-
ples per class should be as uniform as possible so that the classifier can 
achieve good performances for each of the classes. Indeed, even though 
the training dataset has been composed with the same number of sam-
ples for each class, samples coming from most represented classes are 
more heterogeneous than samples coming from less represented classes. 
This means that the former contains a greater variety of different sam-
ples within class examples than the latter. Hence, the generalization 
ability of the model is greater for most represented classes (such as 
maize) than for less represented classes (such as sweet potatoes for the 
Malawi campaign), as demonstrated by the results obtained on the test 
dataset on both campaigns. This problem can only be slightly overcome 
by the data augmentation strategy, as it can only be fully solved with 
new independent input data containing higher variety of fields for 

Fig. 7. Validation results vs. number of frozen layers for the Malawi dataset and two considered architectures: GoogLeNet (left) and VGG16 (right).  

Fig. 8. Validation results vs. number of frozen layers for the Mozambique dataset and two considered architectures: GoogLeNet (left) and VGG16 (right).  
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minority classes. 
To conclude, it is relevant to comment on one of the most significant 

aspects when dealing with SML and crop mapping, which is the model’s 
generalization ability to adapt to new, previously unseen data. Indeed, it 
is of the utmost interest to know how the proposed TL approach clas-
sifies new data related to different geographical areas or temporal in-
tervals. Differently from other classification problems, this concern is 
not fully addressed via classical (e.g. stratified) training, validation, and 
testing splitting. Not even a standard k-fold cross validation would 
properly answer to the question. As other classification problems in the 
remote sensing domain, crop mapping is affected by the spatial corre-
lation of the data used for training and testing. The same crop type can 
have different spectral signature when looking at far away regions or 
fixed regions over different time intervals (Pohjankukka et al., 2017). 

In this paper, a fixed test dataset has been chosen in order to have a 
distribution of the features similar to the one of the training dataset. This 
is what is commonly done in machine learning problems, where you 
usually want the test and the train dataset to have similar distributions 
of the features. Moreover, to make comparable experiments for different 
number of frozen layers, the same distributions of features in train and 
test datasets is needed. This way, it is easier to avoid better results due to 
better model performances for some specific classes which can be over- 
represented in testing set. Nonetheless, the test dataset has been 

identified with four mosaics which are spatially separated from the train 
dataset, thus reducing the risk of over-estimating the model perfor-
mances due to spatial correlation. Better analysis can be carried out to 
tackle in detail the spatial correlation related to crop mapping (Airola 
et al., 2019), but this goes beyond the present objective of this work. 

7. Conclusion 

This research focused on the application of transfer learning from 
computer vision data to crop type mapping using drone images as input 
data. The paper reports and discusses the successful application of the 
proposed approach. The values of overall accuracy and weighted F1, 
both greater than 0.85 for some numerical experiments, prove that the 
proposed approach is promising and can be used for practical applica-
tion concerning crop type mapping taking advantages of the benefits of 
deep CNN. The important aspect denoted by the authors is that non- 
expert users can use the discussed transfer learning approach without 
needing a deep insight into the properties and characteristics of the 
predicting model. 
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