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#### Abstract

The problem of state estimation for a system of coupled hyperbolic PDEs and ODEs with Lipschitz nonlinearities with boundary measurements is considered. An infinite dimensional observer with a linear boundary injection term is used to solve the state estimation problem. The interconnection of the observer and the system is written in estimation error coordinates and analyzed as an abstract dynamical system. The observer is designed to achieve global exponential stability of estimation error with respect to a suitable norm. Sufficient conditions in the form of matrix inequalities are proposed to design the observer. Numerical simulations support and corroborate the theoretical results.


## I. Introduction

Many distributed physical phenomena can be described through mathematical models based on hyperbolic partial differential equations and conservation laws. Examples of such distributed systems can be found in hydraulic networks [15], multiphase flow [13], transmission networks [17], road traffic networks [18] or gas flow in pipelines [14]. The interest in boundary controllers and boundary observers is motivated by the fact that systems governed by partial differential equations are typically equipped with sensors located at the boundary of the spatial domain, while state variables are not directly measured in the interior. In this regard, conditions for stability, controllability and observability of first-order hyperbolic systems have been largely explored; see for instance [9], [23], [26], [30], [24] and the references therein. More specifically, observer design for linearized first-order hyperbolic systems based on Lyapunov methods has been addressed in [1], where exponential convergence is guaranteed using boundary injections. For quasilinear first-order hyperbolic systems, the tasks of boundary stabilization and state estimation have been considered in [10].

When dynamic boundary conditions are present, a coupled system of PDEs and ODEs arises, this making the structure of the problem particularly rich and interesting. Systems modeled as the interconnection of PDEs and ODEs can be found in numerous applications; see, e.g., [7, Chapter 1], [12], [27]. An interesting approach for stability analysis of the interconnection of a linear ODE and a wave equation is presented in [6] where cross-terms defined through supplementary integral states are introduced. Along the same lines,

[^0]in [29] non-diagonal Lyapunov functionals are considered for stability analysis of coupled systems of scalar PDEs and ODEs. The design of boundary observer for linear and quasilinear conservation laws with static and asymptotically stable dynamic boundary control is proposed in [8], where the authors state sufficient conditions based on matrix inequalities. A design procedure for backstepping observers is proposed in [19], where the solution of an auxiliary set of PDEs is use to determine a suitable change of coordinates. The problem of designing high-gain observers for hyperbolic systems of balance laws, yet with distributed in-domain measurements, has been addressed in [21], [22].

Recently, in [16], we proposed a design technique for boundary observers for linear hyperbolic systems with lowerorder reaction terms and potentially unstable dynamic boundary conditions based on matrix inequalities. In this paper we extend the constructions in [16] to design an exponentially convergent observer for a system of linear conservation laws with Lipschitz nonlinear boundary dynamics; a similar setting is considered in [2]. The class of Lipschitz functions is recognized to include some of the most common nonlinearities in control systems such as saturations or dead-zones, this motivating the interest in such a generalized setup. The design of asymptotic observers for finite-dimensional Lipschitz nonlinear systems via the use of matrix inequalities is a wellestablished research area; see [31], [3], [4] just to mention a few. To address the state estimation problem considered in this paper, we consider an infinite-dimensional observer that is a copy of the system with a linear boundary injection term that needs to be designed. Then, using an integral Lyapunov functional and some upper growth bounds for the nonlinearity, we provide sufficient conditions in the form of matrix inequalities to enforce exponential decay of the state estimation error.

The remainder of the paper is organized as follows. Section II describes the considered setup and establishes some preliminary results on the estimation error dynamics. Section III pertains to stability analysis of the error dynamics and provides sufficient conditions for observer design. Section IV illustrates the application of the proposed observer in a numerical example. Finally, some conclusions are reported in Section V.

## Notation

The sets $\mathfrak{R}_{\geq 0}$ and $\Re_{>0}$ represent the set of nonnegative and positive real scalars, respectively. The symbols $\mathrm{S}^{n}\left(\mathrm{~S}_{+}^{n}\right)$ and $\mathrm{D}_{+}^{n}$ denote, respectively, the set of real $n \times n$ symmetric (symmetric positive definite) matrices and the set of diagonal positive definite matrices. For a matrix $A \in \mathfrak{R}^{n \times m}, A^{\top}$ denotes the transpose of $A$, and $\operatorname{He}(A)=A+A^{\top}$. For a
symmetric matrix $A$, positive definiteness (negative definiteness) and positive semidefiniteness (negative semidefiniteness) are denoted, respectively, by $A \succ 0(A \prec 0)$ and $A \succeq 0$ ( $A \preceq 0$ ). In partitioned symmetric matrices, the symbol • stands for symmetric blocks. The symbol I denotes the identity matrix. Let $X \subset \Re^{n}, Y \subset \mathfrak{R}, x \in X$, and $f: X \rightarrow Y$, the symbol $\nabla f(x)$ denotes the gradient of $f$ at $x$. For a vector $x \in \mathfrak{R}^{n},|x|$ denotes its Euclidean norm. Given $x, y \in \mathfrak{R}^{n}$, we denote by $\langle x, y\rangle_{\mathfrak{R}^{n}}$ the standard Euclidean inner product. Let $X$ and $Y$ be linear normed spaces and $f: X \rightarrow Y$, we denote by $D f(x)$ the Fréchet derivative of $f$ at $x$. Let $k=0,1, \ldots$, the symbol $\mathcal{C}^{k}(X, Y)$ denotes the set of class $\mathcal{C}^{k}$ functions $f: X \rightarrow Y$. Let $U \subset \mathfrak{R}$ and $V \subset \mathfrak{R}^{n}$, and $f, g: U \rightarrow V$. We denote by $\langle f, g\rangle_{\mathcal{L}^{2}(U, V)}=\int_{U} f(x) g(x) d x$, and $\|f\|_{\mathcal{L}^{2}(U, V)}=\sqrt{\langle f, f\rangle_{\mathcal{L}^{2}(U, V)}}$. Let $U \subset \mathfrak{R}$ be open and $V$ be a linear normed space,
$\mathcal{H}^{1}(U ; V):=\left\{f \in \mathcal{L}^{2}(U ; V): f\right.$ is absolutely continuous on $U$,

$$
\left.\frac{d}{d z} f \in \mathcal{L}^{2}(U ; V)\right\}
$$

where $\frac{d}{d z}$ stands for the weak derivative of $f$. Let $X$ be a normed space, $\mathscr{A} \subset X$ be closed, and $x \in X$, the distance of $x$ to $\mathscr{A}$ is defined as $|x|_{\mathscr{A}}:=\inf _{y \in \mathscr{A}}\|x-y\|_{X}$.

## II. Problem Formulation and Outline of the Solution

Let $\Omega:=(0,1)$, we consider a system of $n_{x}$ linear 1-D hyperbolic PDEs with dynamic boundary conditions formally written as:

$$
\begin{array}{ll}
\partial_{t} x(t, z)+\Lambda \partial_{z} x(t, z)=0 & (t, z) \in \mathfrak{R}_{>0} \times \Omega \\
x(t, 0)=C \chi(t) & \forall t \in \Re_{>0}  \tag{1}\\
\dot{\chi}(t)=A \chi(t)+B \Psi(Z \chi(t)) & \forall t \in \mathfrak{R}_{>0} \\
y(t)=M x(t, 1) & \forall t \in \mathfrak{R}_{>0}
\end{array}
$$

where $\partial_{t} x$ and $\partial_{z} x$ denote, respectively, the derivative of $x$ with respect to "time" and the "spatial" variable $z,(z \mapsto$ $x(\cdot, z), \chi) \in \mathcal{L}^{2}\left(0,1 ; \Re^{n_{x}}\right) \times \Re^{n_{\chi}}$ is the system state, $y \in \mathfrak{R}^{n_{y}}$ is a measured output, and $\Psi: \mathfrak{R}^{n_{z}} \rightarrow \mathfrak{R}^{n_{l}}$ is globally Lipschitz continuous with Lipschitz constant $\ell>0$. Namely, for all $z_{1}, z_{2} \in \mathfrak{R}^{n_{z}}$ one has

$$
\begin{equation*}
\left|\Psi\left(z_{1}\right)-\Psi\left(z_{2}\right)\right| \leq \ell\left|z_{1}-z_{2}\right| \tag{2}
\end{equation*}
$$

Matrices $\Lambda \in \mathrm{D}_{+}^{n_{x}}, B \in \mathfrak{R}^{n_{\chi} \times n_{l}}, C \in \mathfrak{R}^{n_{x} \times n_{\chi}}, A \in \mathfrak{R}^{n_{\chi} \times n_{\chi}}$, $Z \in \mathfrak{R}^{n_{z} \times n_{\chi}}$, and $M \in \mathfrak{R}^{n_{y} \times n_{x}}$ are known. Our goal is to design an observer providing an exponentially converging estimate $(\hat{x}(\cdot, z), \hat{\chi})$ of the system state $(x(\cdot, z), \chi)$ from any initial condition. Inspired by [8], [16], we consider the following observer with state $(\hat{x}, \hat{\chi}) \in \mathcal{L}^{2}\left(0,1 ; \mathfrak{R}^{n_{x}}\right) \times \mathfrak{R}^{n_{\chi}}$ :

$$
\begin{align*}
& \partial_{t} \hat{x}(t, z)+\Lambda \partial_{z} \hat{x}(t, z)=0 \\
& \hat{x}(t, 0)=C \hat{\chi}(t) \\
& \dot{\hat{\chi}}(t)=A \hat{\chi}(t)+B \Psi(Z \hat{\chi}(t))+L(y(t)-M \hat{x}(t, 1)) \\
& \quad(t, z) \in \Re_{>0} \times \Omega \tag{3}
\end{align*}
$$

where $L \in \mathfrak{R}^{n_{\chi} \times n_{y}}$ is the observer gain to be designed. At this stage, define the following invertible change of variables

$$
\begin{aligned}
& \varepsilon:=x-\hat{x} \\
& \eta:=\chi-\hat{\chi}
\end{aligned}
$$

which defines the two estimation errors. Then, the interconnection of observer (3) and plant (1) reads as follows

$$
\begin{align*}
& \partial_{t} x(t, z)+\Lambda \partial_{z} x(t, z)=0 \\
& x(t, 0)=C \chi(t) \\
& \dot{\chi}(t)=A \chi(t)+B \Psi(Z \chi(t)) \\
& \partial_{t} \varepsilon(t, z)+\Lambda \partial_{z} \varepsilon(t, z)=0  \tag{4}\\
& \varepsilon(t, 0)=C \eta(t) \\
& \dot{\eta}(t)=A \eta-L M \varepsilon(t, 1)+B \rho(\chi(t), \eta(t)) \\
& \quad(t, z) \in \mathfrak{R}_{>0} \times \Omega
\end{align*}
$$

where for all $(\chi, \eta) \in \mathfrak{R}^{2 n_{\chi}}$ :

$$
\begin{equation*}
\rho(\chi, \eta):=\Psi(Z \chi)-\Psi(Z(\chi-\eta)) \tag{5}
\end{equation*}
$$

In view of the global Lipschitzness assumption on $\Psi$, it easily follows that for all $(\chi, \eta) \in \mathfrak{R}^{2 n_{\chi}}$

$$
\begin{equation*}
\rho(\chi, \eta)^{\top} \rho(\chi, \eta)-\ell^{2} \eta^{\top} Z^{\top} Z \eta \leq 0 \tag{6}
\end{equation*}
$$

## A. Abstract Formulation

Similarly as in [7], in this paper, we focus on mild solutions to (4). To this end, as in [11], [5], [20], we reformulate (4) as an abstract differential equation on the Hilbert space $\mathcal{Z}:=$ $\left(\mathcal{L}^{2}\left(0,1 ; \mathfrak{R}^{n_{x}}\right) \times \mathfrak{R}^{n_{\chi}}\right)^{2}$ endowed with the following standard inner product:

$$
\left\langle\left(a_{1}, a_{2}\right),\left(b_{1}, b_{2}\right)\right\rangle_{\mathcal{Z}}:=\left\langle a_{1}, a_{2}\right\rangle_{\sqrt{\mathcal{Z}}}+\left\langle a_{2}, b_{2}\right\rangle_{\sqrt{\mathcal{Z}}}
$$

where for all $a_{1}=\left(a_{1}^{x}, a_{1}^{\chi}\right), a_{2}=\left(a_{2}^{x}, a_{2}^{\chi}\right) \in \mathcal{L}^{2}\left(0,1 ; \mathfrak{R}^{n_{x}}\right) \times$ $\Re^{n_{\chi}}$ we define:

$$
\left\langle a_{1}, a_{2}\right\rangle_{\sqrt{\mathcal{Z}}}:=\left\langle a_{1}^{x}, a_{2}^{x}\right\rangle_{\mathcal{L}^{2}\left(0,1 ; \Re^{n_{x}}\right)}+\left\langle a_{1}^{\chi}, a_{2}^{\chi}\right\rangle_{\mathfrak{R}^{n_{\chi}}}
$$

In particular, let $\mathcal{S}:=\mathcal{H}^{1}\left(0,1 ; \mathfrak{R}^{n_{x}}\right) \times \mathfrak{R}^{n_{\chi}}$ and $\mathcal{X}:=\mathcal{S}^{2} \subset \mathcal{Z}$. Define

$$
\begin{aligned}
& \mathcal{D}_{1}:=\{(x, \chi) \in \mathcal{S}: x(0)=C \chi\} \\
& \mathcal{D}_{2}:=\{(\varepsilon, \eta) \in \mathcal{S}: \varepsilon(0)=C \eta\}
\end{aligned}
$$

and consider the following operator

$$
\begin{align*}
& \mathcal{F}: \operatorname{dom} \mathcal{F} \rightarrow \mathcal{Z} \\
& \quad(x, \chi, \varepsilon, \eta) \mapsto\left(\begin{array}{cc}
\mathcal{A}_{P} & 0 \\
0 & \mathcal{A}_{O}
\end{array}\right)\left(\begin{array}{l}
x \\
\chi \\
\varepsilon \\
\eta
\end{array}\right) \tag{7}
\end{align*}
$$

for which $\operatorname{dom} \mathcal{F}=\mathcal{D}_{1} \times \mathcal{D}_{2}, \operatorname{dom} \mathcal{A}_{P}=\mathcal{D}_{1}, \operatorname{dom} \mathcal{A}_{O}=\mathcal{D}_{2}$, and

$$
\begin{aligned}
& \mathcal{A}_{P}\binom{x}{\chi}:=\left(\begin{array}{cc}
-\Lambda \frac{d}{d z} & 0 \\
0 & A
\end{array}\right)\binom{x}{\chi} \\
& \mathcal{A}_{O}\binom{\varepsilon}{\eta}:=\left(\begin{array}{cc}
-\Lambda \frac{d}{d z} & 0 \\
0 & A
\end{array}\right)\binom{\varepsilon}{\eta}+\binom{0}{-L M \varepsilon(1)}
\end{aligned}
$$

Let $f: \mathfrak{R}^{2 n_{\chi}} \rightarrow \operatorname{dom} \mathcal{F}$ be defined for all $\pi=(\chi, \eta) \in \mathfrak{R}^{2 n_{\chi}}$ as:

$$
f(\pi):=\left(\begin{array}{c}
0 \\
B \Psi(\chi) \\
0 \\
B \rho(\chi, \eta)
\end{array}\right)
$$

Then, the error dynamics can be formally written as the following abstract differential equation on the Hilbert space $\mathcal{Z}$ :

$$
\left(\begin{array}{c}
\dot{x}  \tag{8}\\
\dot{\chi} \\
\dot{\varepsilon} \\
\dot{\eta}
\end{array}\right)=\mathcal{F}\left(\begin{array}{l}
x \\
\chi \\
\varepsilon \\
\eta
\end{array}\right)+f(\chi, \eta)
$$

In particular, following the lines of [5], [25], we consider the following notion of (mild) solution for (8):

Definition 1. Let $\mathcal{I} \subset \mathfrak{R}_{\geq 0}$ be an interval containing zero. A function $\varphi=\left(\varphi_{x}, \varphi_{\chi}, \varphi_{\varepsilon}, \varphi_{\eta}\right) \in \mathcal{C}^{0}(\mathcal{I}, \mathcal{Z})$ is a solution to (8) if for all $t \in \mathcal{I}$

$$
\begin{align*}
& \int_{0}^{t} \varphi(s) d s \in \operatorname{dom} \mathcal{F} \\
& \varphi(t)=\varphi(0)+\mathcal{F} \int_{0}^{t} \varphi(s)+\int_{0}^{t} f\left(\varphi_{\chi}(s), \varphi_{\eta}(s)\right) d s \tag{9}
\end{align*}
$$

Moreover, we say that $\varphi$ is maximal if its domain cannot be extended and complete if $\mathcal{I}=[0,+\infty)$.

Remark 1. In [25], mild solutions to nonlinear evolution equations are defined by relying on the semigroup generated by the linear operator underlying the evolution equation. In this paper, inspired by [5], we follow a different approach and consider a definition of (mild) solution that is formulated directly on the data of the system, i.e., the operator $\mathcal{F}$ and the function $f$. On the other hand, it can be shown that when $\mathcal{F}$ generates a $\mathcal{C}_{0}$-semigroup on $\mathcal{Z}$ and and $f$ is Lipshchitz continuous the two definitions are equivalent.

## B. Existence and uniqueness of solutions

In this subsection, we illustrate existence and uniqueness of the solutions to (8).

Proposition 1 (Existence, uniqueness, and regularity of solutions). Let $\zeta=\left(x_{0}, \chi_{0}, \varepsilon_{0}, \eta_{0}\right) \in \mathcal{Z}$. Then, there exists a unique maximal solution $\varphi=\left(\varphi_{x}, \varphi_{\chi}, \varphi_{\varepsilon}, \varphi_{\eta}\right)$ to (8) such that $\varphi(0)=\zeta$. Furthermore $\varphi$ is complete. In addition, if $\zeta \in \operatorname{dom} \mathcal{F}$, then $\varphi$ is a classical solution to (8), i.e:

$$
\begin{array}{ll}
\varphi \in \mathcal{C}^{1}\left(\mathfrak{R}_{>0}, \mathcal{Z}\right) & \\
\varphi(t) \in \operatorname{dom} \mathcal{F} & \forall t \in \mathfrak{R}_{>0}  \tag{10}\\
\dot{\varphi}(t)=\mathcal{F} \varphi(t)+f\left(\varphi_{\chi}(t), \varphi_{\eta}(t)\right) & \forall t \in \mathfrak{R}_{>0}
\end{array}
$$

Sketch of the proof. As a first step, notice that $\mathcal{F}$ generates a $\mathcal{C}_{0}$-semigroup $\mathscr{T}$ on the Hilbert space $\mathcal{Z}$. This can be proven, e.g., following an approach wholly similar as in the proof of [16, Proposition 1]. Using this fact, it can be easily shown that maximal solutions to (8) correspond to maximal solutions to the following integral equation:

$$
\begin{equation*}
\varphi(t)=\mathscr{T}(t) \varphi(0)+\int_{0}^{t} \mathscr{T}(t-s) f\left(\varphi_{\chi}(s), \varphi_{\eta}(s)\right) d s \tag{11}
\end{equation*}
$$

In particular, for all $\zeta \in \mathcal{Z}$, [25, Theorem 1.2, page 184] ensures that there exists a unique maximal solution to (11) such that $\varphi(0)=\zeta$ and that such a solution is complete. The last part of the statement, i.e., $\varphi$ satisfies (10) when $\zeta \in \operatorname{dom} \mathcal{F}$, follows directly from [25, Theorem 1.7, page 190].

Now we are in a position to state the problem we solve in this paper. To this end, since the objective is to ensure that the estimation error goes to zero as $t$ approaches infinity, we define the following closed subset of $\mathcal{Z}$ :

$$
\begin{equation*}
\mathscr{A}:=\{(x, \chi, \varepsilon, \eta) \in \mathcal{Z}: \varepsilon=0, \eta=0\} \tag{12}
\end{equation*}
$$

and observe that for all $\xi=(x, \chi, \varepsilon, \eta) \in \mathcal{Z}$, one has

$$
\begin{equation*}
|\xi|_{\mathscr{A}}=\sqrt{\langle\varepsilon, \varepsilon\rangle_{\mathcal{L}^{2}\left(0,1 ; \Re^{n_{x}}\right)}+\langle\eta, \eta\rangle_{\Re^{n_{\chi}}}} \tag{13}
\end{equation*}
$$

Problem 1. Given $A \in \mathfrak{R}^{n_{\chi} \times n_{\chi}}, C \in \mathfrak{R}^{n_{x} \times n_{\chi}}, M \in$ $\mathfrak{R}^{n_{y} \times n_{x}}, \Lambda \in \mathrm{D}_{+}^{n_{x}}, B \in \mathfrak{R}^{n_{\chi} \times n_{l}}, Z \in \mathfrak{R}^{n_{z} \times n_{\chi}}$ and let $\mathscr{A}$ be defined as in (12). Design $L \in \mathfrak{R}^{n_{\chi} \times n_{y}}$ such that each solution $\varphi$ to (8) satisfies

$$
\begin{equation*}
|\varphi(t)|_{\mathscr{A}} \leq \kappa e^{-\lambda t}|\varphi(0)|_{\mathscr{A}} \quad \forall t \in \operatorname{dom} \varphi \tag{14}
\end{equation*}
$$

for some (solution independent) $\kappa, \lambda \in \Re_{>0}$.
Notice that due to completeness of maximal solutions to (8), (14) ensures that the estimation error approaches zero exponentially along maximal solutions.

## III. Sufficient Conditions for Observer Design

In this section we propose sufficient conditions for the solution to Problem 1. To this end, let us recall the following result from [16] whose role will be clarified later in the proof of Theorem 1.
Proposition 2. Let $P_{1} \in \mathrm{D}_{+}^{n_{x}}, P_{2} \in \mathfrak{R}^{n_{\chi} \times n_{x}}, P_{3} \in \mathrm{~S}_{+}^{n_{\chi}}$, and $\mu \in \mathfrak{R}$. Define

$$
\begin{align*}
& \mathbb{G}:[0,1] \rightarrow \mathrm{S}^{n_{x}+n_{\chi}} \\
& \quad z \mapsto\left[\begin{array}{cc}
e^{-\mu z} P_{1} & P_{2}^{\top} \\
\bullet & P_{3}
\end{array}\right] \tag{15}
\end{align*}
$$

For all $(\varepsilon, \eta) \in \operatorname{dom} \mathcal{A}_{O}$ one has

$$
\begin{align*}
& 2 \int_{0}^{1}\left\langle\mathbb{G}(z)\left[\begin{array}{c}
\varepsilon(z) \\
\eta
\end{array}\right], \mathcal{A}_{O}\left[\begin{array}{c}
\varepsilon(z) \\
\eta
\end{array}\right]\right\rangle_{\mathfrak{R}^{n_{x}+n_{\chi}}} d z= \\
& \int_{0}^{1}\left[\begin{array}{c}
\varepsilon(z) \\
\varepsilon(1) \\
\eta
\end{array}\right]^{\top} \mathbb{M}(z)\left[\begin{array}{c}
\varepsilon(z) \\
\varepsilon(1) \\
\eta
\end{array}\right] d z \tag{16}
\end{align*}
$$

where for all $z \in[0,1], \mathbb{M}$ is defined in (17) (at the top of the next page).

The following fact somehow extends Proposition 2 to the setting considered in this paper.

$$
\mathbb{M}(z)=\left[\begin{array}{ccc}
-e^{-\mu z} \mu \Lambda P_{1} & -P_{2}^{\top} L M & P_{2}^{\top} A  \tag{17}\\
\bullet & -\Lambda P_{1} e^{-\mu z} & -\Lambda P_{2}^{\top}-M^{\top} L^{\top} P_{3} \\
\bullet & \bullet & \operatorname{He}\left(P_{3} A+P_{2} \Lambda C\right)+C^{\top} \Lambda P_{1} C
\end{array}\right]
$$

Fact 1. Let $P_{1} \in \mathrm{D}_{+}^{n_{x}}, P_{2} \in \mathfrak{R}^{n_{\chi} \times n_{x}}, P_{3} \in \mathrm{~S}_{+}^{n_{\chi}}, \mu \in \mathfrak{R}$, and $\rho: \mathfrak{R}^{2 n_{\chi}} \rightarrow \mathfrak{R}^{n_{l}}$ be defined as in (5). Then, for all $(\varepsilon, \chi, \eta) \in$ $\mathcal{L}^{2}\left(0,1 ; \mathfrak{R}^{n_{x}}\right) \times \mathfrak{R}^{2 n_{\chi}}$ one has:

$$
\begin{align*}
& 2 \int_{0}^{1}\left\langle\mathbb{G}(z)\left[\begin{array}{c}
\varepsilon(z) \\
\eta
\end{array}\right],\left[\begin{array}{c}
0 \\
B \rho(\chi, \eta)
\end{array}\right]\right\rangle_{\mathfrak{R}^{n_{x}+n_{\chi}}} d z= \\
& \int_{0}^{1}\left[\begin{array}{c}
\varepsilon(z) \\
\eta \\
\rho(\chi, \eta)
\end{array}\right]^{\top}\left[\begin{array}{ccc}
0 & 0 & P_{2}^{\top} B \\
\bullet & 0 & P_{3} B \\
\bullet & \bullet & 0
\end{array}\right]\left[\begin{array}{c}
\varepsilon(z) \\
\eta \\
\rho(\chi, \eta)
\end{array}\right] d z \tag{18}
\end{align*}
$$

$\diamond$
Theorem 1. Assume that there exist $P_{1} \in \mathrm{D}_{+}^{n_{x}}, P_{2} \in \mathfrak{R}^{n_{\chi} \times n_{x}}$, $P_{3} \in \mathrm{~S}^{n_{\chi}}, L \in \mathfrak{R}^{n_{\chi} \times n_{y}}, \iota \geq 0$, and $\mu \in \mathfrak{R}_{>0}$ such that:

$$
\begin{align*}
& {\left[\begin{array}{cc}
P_{1} e^{-\mu} & P_{2}^{\top} \\
\bullet & P_{3}
\end{array}\right] \succ 0}  \tag{19}\\
& \mathbb{K} \prec 0 \tag{20}
\end{align*}
$$

where the matrix $\mathbb{K}$ is defined in (27). Then, any maximal solution to (8) satisfies (14) with

$$
\begin{equation*}
\lambda=\frac{\alpha_{3}}{2 \alpha_{2}}, \quad \kappa=\sqrt{\frac{\alpha_{2}}{\alpha_{1}}} \tag{21}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha_{1}:=\lambda_{\min }\left(\left[\begin{array}{cc}
P_{1} e^{-\mu} & P_{2}^{\top} \\
\bullet & P_{3}
\end{array}\right]\right), \quad \alpha_{2}:=\lambda_{\max }\left(\left[\begin{array}{cc}
P_{1} & P_{2}^{\top} \\
\bullet & P_{3}
\end{array}\right]\right) \\
& \alpha_{3}:=\left|\lambda_{\max }(\mathbb{K})\right| \tag{22}
\end{align*}
$$

Sketch of the proof. Let $\mathbb{G}$ be defined as in (15). Consider the following Lyapunov functional candidate defined on $\mathcal{L}^{2}\left(0,1 ; \mathfrak{R}^{n_{x}}\right) \times \mathfrak{R}^{n_{\chi}}:$

$$
V(\varepsilon, \varphi):=\int_{0}^{1}\left\langle\left[\begin{array}{c}
\varepsilon(z)  \tag{23}\\
\varphi
\end{array}\right], \mathbb{G}(z)\left[\begin{array}{c}
\varepsilon(z) \\
\varphi
\end{array}\right]\right\rangle_{\mathfrak{R}^{n_{x}+n_{\chi}}} d z
$$

In particular, observe that for all $(x, \chi, \varepsilon, \varphi) \in \mathcal{Z}$ one has

$$
\begin{equation*}
\alpha_{1}|(x, \chi, \varepsilon, \varphi)|_{\mathscr{A}}^{2} \leq V(\varepsilon, \eta) \leq \alpha_{2}|(x, \chi, \varepsilon, \varphi)|_{\mathscr{A}}^{2} \tag{24}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are strictly positive thanks to (19). We show that the above results holds true for any classical solution to (8). The extension of the proof to mild solutions is discussed briefly at the end. Assume that $\varphi(0) \in \operatorname{dom} \mathcal{F}$. Then, from Proposition 1: $\varphi \in \mathcal{C}^{1}(\operatorname{int} \operatorname{dom} \varphi, \mathcal{Z}), \varphi(t) \in \operatorname{dom} \mathcal{F}$ for all $t \in \operatorname{int} \operatorname{dom} \varphi$, and

$$
\begin{equation*}
\dot{\varphi}(t)=\mathcal{F} \varphi(t)+f\left(\varphi_{\chi}(t), \varphi_{\eta}(t)\right) \quad \forall t \in \operatorname{int} \operatorname{dom} \varphi \tag{25}
\end{equation*}
$$

For all $t \in \operatorname{int} \operatorname{dom} \varphi, \varphi$ being differentiable, one has

$$
\begin{aligned}
& \dot{V}(t):=\frac{d}{d t} V\left(\varphi_{\varepsilon}(t), \varphi_{\eta}(t)\right)=D V\left(\varphi_{\varepsilon}(t), \varphi_{\eta}(t)\right)\left[\begin{array}{l}
\dot{\varphi}_{\varepsilon}(t) \\
\dot{\varphi}_{\eta}(t)
\end{array}\right]= \\
& 2 \int_{0}^{1}\left\langle\mathbb{G}(z)\left[\begin{array}{c}
\left(\varphi_{\varepsilon}(t)\right)(z) \\
\varphi_{\eta}(t)
\end{array}\right],\left[\begin{array}{c}
\left(y_{\varepsilon}(t)\right)(z) \\
y_{\eta}(t)
\end{array}\right]\right\rangle_{\mathfrak{R}^{n_{x}+n_{\chi}}} d z
\end{aligned}
$$

where for convenience we denoted:

$$
\mathcal{L}^{2}\left(0,1 ; \mathfrak{R}^{n_{x}}\right) \times \mathfrak{R}^{n_{\chi}} \ni\left(y_{\varepsilon}, y_{\eta}\right):=\mathcal{A}_{O}\left[\begin{array}{l}
\varphi_{\varepsilon}(t) \\
\varphi_{\eta}(t)
\end{array}\right]
$$

Hence, by using Proposition 2 and Fact 1, it follows that for all $t \in \operatorname{int} \operatorname{dom} \varphi$

$$
\dot{V}(t)=\int_{0}^{1}\left[\begin{array}{c}
\left(\varphi_{\varepsilon}(t)\right)(z) \\
\left(\varphi_{\varepsilon}(t)\right)(1) \\
\varphi_{\eta}(t) \\
\rho\left(\varphi_{\chi}(t), \varphi_{\eta}(t)\right)
\end{array}\right]^{\top} \mathbb{H}(z)\left[\begin{array}{c}
\left(\varphi_{\varepsilon}(t)\right)(z) \\
\left(\varphi_{\varepsilon}(t)\right)(1) \\
\varphi_{\eta}(t) \\
\rho\left(\varphi_{\chi}(t), \varphi_{\eta}(t)\right)
\end{array}\right] d z
$$

where for all $z \in[0,1]$

$$
\mathbb{H}(z):=\left[\begin{array}{cc}
\mathbb{M}(z) & \Gamma \\
\bullet & 0
\end{array}\right]
$$

with

$$
\Gamma:=\left[\begin{array}{c}
P_{2}^{\top} B \\
0 \\
P_{3} B
\end{array}\right]
$$

At this stage notice that in view of (6), for all $\iota \geq 0$ and all $t \in \operatorname{int} \operatorname{dom} \varphi$, the following bound holds:

$$
\dot{V}(t) \leq \int_{0}^{1}\left[\begin{array}{c}
\left(\varphi_{\varepsilon}(t)\right)(z) \\
\left(\varphi_{\varepsilon}(t)\right)(1) \\
\varphi_{\eta}(t) \\
\rho\left(\varphi_{\chi}(t), \varphi_{\eta}(t)\right)
\end{array}\right]^{\top} \mathbb{Q}(z)\left[\begin{array}{c}
\left(\varphi_{\varepsilon}(t)\right)(z) \\
\left(\varphi_{\varepsilon}(t)\right)(1) \\
\varphi_{\eta}(t) \\
\rho\left(\varphi_{\chi}(t), \varphi_{\eta}(t)\right)
\end{array}\right] d z
$$

where for all $z \in[0,1]$

$$
\mathbb{Q}(z):=\left[\begin{array}{c}
\mathbb{M}(z)+\iota \ell\left[\begin{array}{c}
0 \\
0 \\
Z^{\top}
\end{array}\right]\left[\begin{array}{lll}
0 & 0 & Z
\end{array}\right] \\
\bullet \\
\bullet
\end{array}\right.
$$

Thus, since for all $z \in[0,1], \mathbb{Q}(z) \preceq \mathbb{K}$, by using (20) one has that for all $t \in \operatorname{int} \operatorname{dom} \varphi$

$$
\begin{aligned}
\dot{V}(t) & \leq-\alpha_{3} \int_{0}^{1}\left|\left[\begin{array}{ll}
\left(\varphi_{\varepsilon}(t)\right)(z)^{\top} & \left(\varphi_{\varepsilon}(t)\right)(1)^{\mathrm{T}} \\
\varphi_{\eta}(t)^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}\right|^{2} d z \\
& \leq-\alpha_{3}|\varphi(t)|_{\mathscr{A}}^{2}
\end{aligned}
$$

the latter, thanks to (24), by standard manipulations yields for all $t \in \operatorname{dom} \varphi$

$$
\begin{equation*}
|\varphi(t)|_{\mathscr{A}} \leq \sqrt{\frac{\alpha_{2}}{\alpha_{1}}} e^{-\frac{\alpha_{3}}{2 \alpha_{2}} t}|\varphi(0)|_{\mathscr{A}} \tag{26}
\end{equation*}
$$

which reads as (14) with $\lambda=\frac{\alpha_{3}}{2 \alpha_{2}}$ and $\kappa=\sqrt{\frac{\alpha_{2}}{\alpha_{1}}}$. The same bound can be established for solutions, defined as in Definition 1, by relying on a density argument and on (11).

Remark 2. Condition (20) is a bilinear matrix inequality (BMI). As such, the numerical solution to (20) can be challenging when the size of the unknown matrices gets large. This is of course a limitation of the proposed approach and

$$
\mathbb{K}=\left[\begin{array}{cccc}
-e^{-\mu} \mu \Lambda P_{1} & -P_{2}^{\top} L M & P_{2}^{\top} A & P_{2}^{\top} B  \tag{27}\\
\bullet & -\Lambda P_{1} e^{-\mu} & -\Lambda P_{2}^{\top}-M^{\top} L^{\top} P_{3} & 0 \\
\bullet & \bullet & \operatorname{He}\left(P_{3} A+P_{2} \Lambda C\right)+C^{\top} \Lambda P_{1} C+\iota \ell^{2} Z^{\top} Z & P_{3} B \\
\bullet & \bullet & \bullet & -\iota \mathbf{I}
\end{array}\right]
$$

we are currently working to overcome this drawback. On the other hand, it is worth stressing that, as opposed to [8], where conditions in the form of linear matrix inequalities are given for the design of observer (3), the feasibility of (20) does not require asymptotic stability of the ODE dynamics. This aspect is connected to the selection of the non-block diagonal structure of the Lyapunov functional (23). Indeed, although such a functional enables to relax the assumptions on the ODE dynamics, it introduces some bilinear terms in (20).

## IV. NUMERICAL Example

Consider a system of the form (1) defined by the following data

$$
\begin{aligned}
\Lambda & =\left[\begin{array}{ll}
\frac{3}{2} & 0 \\
0 & 2
\end{array}\right], A=\left[\begin{array}{rr}
-1 & 2 \\
2.05 & -4
\end{array}\right], B=\left[\begin{array}{l}
0 \\
\frac{1}{2}
\end{array}\right] \\
Z & =\left[\begin{array}{ll}
1 & 1
\end{array}\right], C=\mathbf{I}, \quad M=\left[\begin{array}{ll}
1 & 1
\end{array}\right], \Psi(z)=\mathrm{dz}(z)
\end{aligned}
$$

where for any $z \in \mathfrak{R}$, the function dz: $\mathfrak{R} \rightarrow \mathfrak{R}$ is defined as $\mathrm{dz}(z)=0$ if $|z| \leq 1$ and $\mathrm{dz}(z)=\operatorname{sign}(z)(|z|-1)$ otherwise. Obviously, dz is Lipschitz continuous and, in particular, $\ell=1$. It is worth stressing that, while the PDE dynamics are stable, the boundary dynamics are not, i.e. the matrix $A$ is not Hurwitz. Let us now design an observer according to the structure (3). With the objective of searching for a feasible solution to (19)-(20), we employed an heuristic algorithm wholly similar to [16, Algorithm 1]. In particular, for this example a feasible solution to (19)-(20) is as follows:

$$
\begin{array}{ll}
P_{1}=\left[\begin{array}{cc}
11.76 & 0 \\
0 & 16.24
\end{array}\right] & P_{2}=\left[\begin{array}{cc}
-6.904 & -7.157 \\
-4.254 & -2.427
\end{array}\right] \\
P_{3}=\left[\begin{array}{cc}
14.4 & 4.976 \\
4.976 & 7.52
\end{array}\right] & L=\left[\begin{array}{l}
0.4593 \\
0.2025
\end{array}\right] \\
\mu=0.4 & \iota=3.335
\end{array}
$$

To validate our theoretical findings, next we present some simulations of the proposed observer ${ }^{1}$.

In Fig. 1, we report the evolution of the Lyapunov functional (23) (a logarithmic scale is employed on the $y$-axis) along the solution to (8) from the following initial condition:

$$
\begin{array}{ll}
x_{1}(0, z)=\cos (2 \pi z) & \forall z \in[0,1] \\
x_{2}(0, z)=-2 \cos (4 \pi z) & \forall z \in[0,1] \\
\chi(0)=(1,-2) &  \tag{28}\\
\hat{x}(0, z)=0 & \forall z \in[0,1] \\
\hat{\chi}(0)=(0,0) &
\end{array}
$$

Fig. 1 clearly shows that $V$ converges exponentially to zero. Exponential state reconstruction is confirmed by Fig. 2, and Fig. 3 where the evolution of $\varepsilon$ and $\eta$, respectively, are reported.

[^1]

Fig. 1: Evolution of the Lyapunov functional (23) (on a loglinear scale) along the solution to (8) from the initial condition in (28).

## V. Conclusion

In this paper, we considered the problem of designing an observer to estimate the state of a system of linear conservation laws with Lipschitz nonlinear boundary dynamics. The observer we propose is a copy of the plant augmented with a linear output injection term. The interconnection of the plant and the observer is analyzed via abstract differential equations tools. The observer is designed to induce global exponential stability of a closed set in which the estimation error is equal to zero. By pursuing a Lyapunov approach, the observer design problem is recast into the feasibility problem of some bilinear matrix inequalities. Numerical simulations are used to illustrate the effectiveness of the proposed observer design strategy in an example.

Future research directions include the derivation of computationally affordable design algorithms for the observer based on linear matrix inequalities.
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[^1]:    ${ }^{1}$ Numerical integration of hyperbolic PDEs is performed via the use of the Lax-Friedrichs (Shampine's two-step variant) scheme implemented in Matlab ${ }^{\circledR}$ by Shampine [28].

