
Simone Di Cataldo, BSc, MSc

Ab initio materials design of
superhydrides: a quest to high-Tc

superconductivity at room pressure

PhD Thesis
to achieve the university degree of

Doctor of Philosophy

PhD degree programme: Physical Sciences

submitted to

Graz University of Technology
Sapienza University of Rome

Supervisors

Univ.-Prof. Dr. Lilia Boeri
Univ.-Prof. Dipl.-Ing. Dr.rer.nat. Wolfgang von der Linden

Institute of Theoretical and Computational Physics
Head: Univ.-Prof. Dipl.-Ing. Dr.rer.nat. Wolfgang von der Linden

Dipartimento di Fisica
Head: Univ. Prof. Dr. Paolo Mataloni

Roma, October 2021



A�davit

I declare that I have authored this thesis independently, that I have not
used other than the declared sources/resources, and that I have explicitly
indicated all material which has been quoted either literally or by content
from the sources used. The text document uploaded to tugrazonline is
identical to the present PhD thesis.

Date Signature

ii

Simone



Don’t you understand that we need to be

childish in order to understand? Only a

child sees things with perfect clarity,

because it hasn’t developed all those

filters which prevent us from seeing things

that we don’t expect to see.

Dirk Gently’s Holistic Detective Agency -

Douglas Adams

Sometimes science is more art than

science, Morty. Lot of people don’t get

that

Rick Sanchez - Rick and Morty, S1E6
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Abstract

This thesis presents a collection of my main results I obtained studying high-pressure superhydrides,

using first-principles methods for crystal structure prediction and superconductivity. Superhydrides,

i.e. compounds which under high pressure (over a million atmospheres) incorporate a large amount

of hydrogen in their crystal structure, are extremely exciting. Among them, superconductors with

critical temperatures (Tc’s) close to, or even above room temperature were found. In less than one

decade, the study of superhydrides has achieved ground-breaking results, and have given rise to a

very active research community. This rapid progress was largely driven by an extremely successful

synergy between first-principles calculations based on Density Functional Theory and high-pressure

experiments.

During the course of my thesis, the focus of the field shifted from finding materials with higher

and higher superconducting Tc’s, to the search for ambient-pressure high-Tc superconductors, which

may find their way into technological applications. In this regard, the attention is shifting from

binary to ternary hydrides, containing two elements other than hydrogen.

This thesis, based on the results contained in four papers published in 2018-2021, presents my

research e�orts in this direction. The main research goal was to deepen the understanding of the

essential features that lead to the formation of high-Tc hydride superconductors, with the overar-

ching goal of reaching high-Tc superconductivity at ambient pressure. After a general introduction

to the history and open questions in the field, I discuss in some detail the theoretical foundations

of methods for crystal structure prediction and superconductivity employed in the thesis. These

methods are applied in the second part of the thesis to the study of three di�erent systems: sodalite-

like yttrium hydrides, calcium boron hydrides, and lanthanum ternary hydrides. The hope of the

author is that some of the ideas outlined in this thesis will stimulate future research in ternary

hydrides.



Kurzfassung

Diese Dissertation umfasst eine Sammlung der wichtigsten Ergebnisse, die ich bei der Untersuchung

von Hochdruck-Superhydriden mithilfe von Ab-initio-Methoden für die Kristallstrukturvorhersage

sowie für die Supraleitung erzielt habe. Superhydride sind äußerst interessante Verbindungen,

die unter hohem Druck (über eine Million Atmosphären) eine große Menge Wassersto� in ihre

Kristallstruktur einbauen. Unter ihnen wurden Supraleiter mit kritischen Temperaturen (Tc) nahe

oder sogar oberhalb der Raumtemperatur gefunden. In weniger als einem Jahrzehnt wurden bei

der Untersuchung von Superhydriden bahnbrechende Ergebnisse erzielt, die zur Bildung einer sehr

aktiven Forschungslandschaft geführt haben. Dieser rasche Fortschritt wurde maßgeblich durch eine

extrem erfolgreiche Synergie zwischen dichtefunktionaltheoriebasierten Ab-initio-Berechnungen und

Hochdruckexperimenten ermöglicht.

Im Laufe meiner Arbeit verlagerte sich der Forschungsschwerpunkt von der Suche nach Mate-

rialien mit immer höheren supraleitenden Tc-Werten auf die Suche nach Umgebungsdruck-Hoch-

temperatursupraleitern, die Einzug in technische Anwendungen finden könnten. In diesem Zusam-

menhang verlagert sich der Fokus von binären zu ternären Hydriden, die neben Wassersto� zwei

andere Elemente enthalten.

Die vorliegende Dissertation beruht auf den Ergebnissen von vier verö�entlichten Artikeln aus

den Jahren 2018 bis 2021 und stellt meine Forschungsbemühungen in diesem Fachgebiet dar. Das

Hauptforschungsziel bestand darin, das Verständnis über die entscheidenden Faktoren zu vertiefen,

die zur Bildung von Hochtemperatursupraleitern führen, mit dem übergeordneten Ziel, Hochtem-

peratursupraleitung bei Umgebungsdruck zu erreichen. Nach einer allgemeinen Einführung in die

Geschichte und die o�enen Fragen dieses Gebiets werden die theoretischen Grundlagen der in dieser

Arbeit verwendeten Methoden im Detail erläutert. Die beschriebenen Methoden zur Kristallstruk-

turvorhersage sowie zur Berechnung der supraleitenden Eigenschaften werden im zweiten Teil der

Arbeit auf drei verschiedene Systeme angewandt: Sodalith-artige Yttriumhydride, Calcium-Bor-

Hydride und ternäre Lanthanhydride. Der Autor ho�t, dass einige der in dieser Arbeit dargelegten

Ideen die künftige Forschung im Bereich der ternären Hydride anregen werden.



Chapter 1

Introduction

In this thesis, I1 will present the results of my research of high-temperature superconductivity in

hydrogen-rich systems at high pressure (superhydrides), obtained with state-of-the-art methods for

crystal structure prediction and superconductivity; superhydride research is an extremely lively

field, in which I worked during a period characterized by many exciting discoveries.

Superconductivity is a physical state of matter characterized by zero DC resistivity and perfect

diamagnetism. This phenomenon appears below a certain critical temperature (Tc), which for most

materials is of the order of a few Kelvins. Very few phenomena were able to align the interests of

applied and fundamental research as much as superconductivity. On one hand, it is a marvelous

phenomenon where a coherent quantum state manifests on a macroscopic scale. On the other hand,

there is a large number of technological applications which rely on the transport and magnetic

properties of superconductors or would benefit from them, such as devices for nuclear magnetic

resonance, fusion reactors, lightweight electrical motors, lossless power cables, or even coils for

energy storage. The main obstacle to the large-scale commercialization of these technologies is

the extremely high refrigeration cost, and this explains why so much e�ort has gone towards the

research of high-temperature superconductors (high-Tc), i.e. compounds with a Tc higher than 77

K, which is the boiling point of liquid nitrogen.

Superhydrides, in particular, are one of the few systems which realize high-Tc superconductivity:

several compounds with Tc’s close to, or even above, room temperature were discovered in the last

six years only, such as H3S (203 K), LaH10 (260 K), and CxSyHz (287 K) [1–6]. For the first time in

the history of superconductors, superhydrides were discovered thanks to a strong synergy between

theory and experiment: computational studies based on crystal structure prediction methods and

Density Functional Perturbation Theory, were able to indicate to experimentalists the materials
1I chose to write the thesis using the first singular pronoun I, which I find much clearer, albeit less formal. The

results, interpretation, and decisions described in this thesis were all made as a group e�ort, under the supervision of
Prof. Boeri, and with the collaboration of my esteemed colleagues. The choice of using the first person throughout
the thesis is a merely stylistic one, and should not be interpreted as a claim of ownership.
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where high-Tc could be found, dramatically accelerating the rate of discovery. In contrast to the

two other classes of known high-Tc superconductors, i.e. cuprates and Fe-based superconductors,

hydrides are phonon-mediated superconductors, described by conventional Migdal-Éliashberg the-

ory, and hence their superconducting properties can be predicted entirely from first principles using

Density Functional Perturbation Theory. Together with methods for crystal structure prediction,

this o�ers the remarkable possibility of designing superconductors entirely from first principles.

In this thesis I report the results of my research work on superhydrides over the years between

2018 and 2021; a period of time during which LaH10 and CxSyHz were discovered, and new questions

arose. In general, the main research goals of my thesis can be summarized as follows: 1) the

development of an intuition on how the high-Tc/low-pressure results from the elementary properties

of atoms (size, electronegativity, valence) and 2) the prediction of a high-Tc superconductor at

room pressure. The first goal is motivated by curiosity, trying to explain how the complex and

wonderful behavior of nature emerges from the simple properties of elements; the second is driven

by the profound impact that the use of high-Tc superconductors could have in many sectors, from

healthcare to climate change. During the course of this thesis it became clear that high-Tc can be

found in several binary hydrides, but only at very high pressure, hence the major challenge is the

stabilization of high-Tc hydrides at ambient pressure.

Among all compounds investigated, a crucial role in the stabilization of superconducting struc-

tures seems to be played by the size of the non-hydrogen atoms, e.g. their covalent radius, while

their valence and electronegativity is less crucial, as long as the electronegativity is less than that

of hydrogen. Although I did not find an ambient-pressure hydride superconductor, I predicted the

formation of a high-Tc ternary hydride (LaBH8) at a pressure much lower than previously known

hydrides, which leads me to believe that the research I have carried out goes in the right direction.

In the next years, interest on ternary hydrides is most likely going to grow, especially if hydride

superconductors are predicted at low or ambient pressure, so that experiments will be accessible to

many more worldwide groups.

1.1 Structure of the thesis

As shown in Fig. 1.1, the thesis is divided into two parts, .

Part I supplies the relevant experimental and theoretical background information. After a

brief historical introduction of the theoretical and experimental advances leading to the discov-

ery of superconductivity in superhydrides (Chapter 2) I will review the main theoretical methods

employed in the thesis: crystal structure prediction (Chapter 3) and the theory of conventional

superconductivity (Chapter 4).

Part II of this thesis contains my original results on ab initio materials design of superhydrides,

2



Figure 1.1: Structure of this PhD thesis

which form the basis of the four research articles listed in Appendix A [7–10]. The final goal is

the realization of conventional high-Tc superconductivity at room pressure, which necessarily has

to go through the understanding of how the basic properties of elements a�ect the formation of

high-temperature superconductors.

In Chapter 8, I will draw the conclusions, and shortly discuss future outlooks.

Further details are given in the Appendices. In particular, in Appendix A I list the pa-

pers published during this thesis, in Appendix B I review the derivation for the Morel-Anderson

pseudopotential, in Appendix C I reported the computational details of the studies reported in

Chapters 5-7, and in Appendix D I reported two sample input files for programs I employed for

crystal structure prediction (Uspex), and for solving the anisotropic Migdal-Éliashberg equations.

A summary of the Chapters is given below.

Part I: Background

Chapter 2 contains a historical review of the evolution of the field of superconductivity, leading

to the discovery of superhydrides. The research field of superconductivity in hydrides is extremely

recent, but the idea that hydrogen-rich materials could exhibit high-Tc superconductivity is rather

old. It was first pointed out in 1968/1969 by Neil Ashcroft [11] and Vitaly Ginzburg [12] that, ac-

cording to BCS theory, an atomic phase of hydrogen should be a high-temperature superconductor.

3



In fact, due to the light atomic mass and the lack of screening from core electrons, a hypothetical

metallic hydrogen phase would exhibit at the same time high phonon frequencies, and relatively

strong electron-phonon coupling. Such a phase had been predicted to form at high pressure by

Wigner and Huntington at about 35 GPa [13], but metallization of hydrogen turned out to require

pressures at least one order of magnitude higher, and has been a major experimental challenge for

over fifty years. In the last five years, several groups have reported hints of metallization [14–16].

Nevertheless, in the 70s Ashcroft’s hypothesis inspired some early research on metallic hydrides

(first hydride rush), with Tc’s up to 16 K [17, 18]. A few years later, Cohen and Anderson, using

empirical arguments based on the theory of conventional superconductivity, calculated a maxi-

mum value of about 25 K for the Tc of any phonon-mediated superconductor [19], discouraging

research of high-Tc superconductors, with the notable exception of the Soviet Union [20]. The

Cohen-Anderson limit was not disproved by the discovery of high-Tc cuprates in 1986 [21], since in

this case superconductivity is of unconventional origin. A crucial turning point in the history of

conventional superconductivity was the discovery of superconductivity at 39 K in magnesium di-

boride [22], for two reasons. First, because it disproved the Cohen-Anderson limit. Second, because

it represented a crucial test for the accuracy of computational methods that had been developed for

conventional superconductors. The theory of phonon-mediated superconductivity, extended to the

strong-coupling limit, had been fully developed already in 1960 by Migdal and Éliashberg [23, 24].

However, until the late 90’s the spectral distribution of electron-phonon interactions (also called

Éliashberg function) could not be calculated from first principles, due to the lack of computational

power. The first large-scale calculation of superconducting properties of elemental metals dates to

1996 (Savrasov and Savrasov [25]). In MgB2, not only the Tc was reproduced with considerable

accuracy, but also its nature of a two-gap superconductor was correctly predicted by DFT and

then measured [26]. First-principles calculations also permitted to identify the mechanism leading

to its relatively high Tc, as originating from metallic covalent bonds [27]. The return of the re-

search interest on hydrides can be dated back to 2004 with a second publication by Ashcroft [28],

who conjectured that hydrogen-rich materials could behave similarly to atomic hydrogen but at

much lower pressure, as the other elements would induce a form of chemical precompression, by

favoring the dissociation of the molecular H2 bond, whose strength represents the main obstacle to

metallization. Thanks to the progress in experimental and theoretical methods, it was possible to

test this hypothesis, leading to the first ab initio studies on hydrides, such as silicon and gallium

hydrides (second hydride rush) [29–33].

Following Ashcroft’s predictions, one of the first materials to be investigated was silane (SiH4)

[29, 30]. The experiments found evidence of superconductivity with a Tc of 17 K at 96 GPa [34],

although the origin of the measured Tc was debated [35].

Using crystal structure prediction and Density Functional Perturbation Theory (DFPT), re-

4



searchers had a reproducible and unbiased method to identify the crystal structure, and predict its

Tc. Then, experimentalists would focus on the most interesting materials; moreover, the develop-

ment of the Diamond Anvil Cell (DAC) had streamlined the experimental investigation of materials

under high pressure. It was following this approach that, in 2014, a structure with H3S composition

and a Tc of 203 K at 200 GPa was discovered by the group of Mikhail Eremets [1,2]. This discovery

decisively disproved the Cohen-Anderson limit, and proved the value of ab initio calculation as a

mean of accelerating discoveries. Following the discovery of H3S, the computational exploration

of all possible binary hydrides was completed in less than five years, leading to the experimental

discovery of many more hydride superconductors (LaH10, YH6, ThH10, CeH10, UH7) [4, 5, 36–41].

The experimentally measured Tc’s versus time are summarized in Fig. 1.2. The discovery of LaH10

was particularly significant. It demonstrated that H3S was not an isolated case, and consolidated

superhydrides as the most exciting research field for superconductivity, marking the start of the

third hydride rush, which lasts until today. During the last two years, the focus of research has

shifted towards ternary hydrides. Indeed the spectacular result of room-temperature superconduc-

tivity (287 K) was measured in a hydride of carbon, sulfur and hydrogen [6]. Ternary hydrides

currently represent the frontier of materials research, pushing the computational methods to their

limit, and very few ab initio studies have been performed on ternaries [8,9,42,43], two of which are

reported in this thesis. The presence of a third element greatly increases the complexity and the

computational cost of crystal structure prediction, and improvements in this direction represent

one of the leading edges of research.

Figure 1.2: Red dots: experimentally measured critical
temperatures for superhydrides since 2010. Blue X:
prediction of high-Tc superconductivity in LaBH8: a
significant result I obtained during my PhD.

In Chapter 3 I describe the main

ideas and developments of the field of

crystal structure prediction, which were

instrumental to the superhydride discov-

ery. In essence, crystal structure predic-

tion consists in the identification of the

ground-state crystal structure given only

the chemical composition as initial input.

Early attempts to solve this problem date

back to the late 90s [44–46], and were typ-

ically based on molecular dynamics. They

were followed by less physical, but more

e�ective approaches such as evolutionary

algorithms and particle swarm optimiza-

tion [30,47–49], which are inspired by bio-

logical systems. More recently, some of these algorithms were also generalized to compute simulta-
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neously the stable structures and the stable compositions, with a significant gain in computational

e�ciency. A special focus will be given to evolutionary algorithm as implemented in Uspex, as it is

the method employed throughout this thesis work.

In Chapter 4 I describe the theoretical methods used to compute the Tc’s of conventional

superconductors. I will start by describing the main ideas and derivations of Bardeen, Cooper

and Schrie�er and Migdal-Éliashberg theory, and then move on to explain how the many-body

Migdal-Éliashberg theory can be combined with first-principles calculations (DFT + DFPT) to

evaluate the superconducting properties of actual materials. I will also show that, in contrast to

common knowledge, current ab initio theories for superconductivity can correctly take into account

the e�ect ot the residual Coulomb interaction. Although not used in this thesis, I will also shortly

review Density Functional Theory for Superconductors (SCDFT).

Part II: Original Results

The second part of the thesis contains my original results. The main goal was to contribute to

the discovery of high-Tc superhydrides, possibly at, or close to, room pressure. More specifically,

this goal required 1) understanding the mechanisms that led to high-Tc in newly-discovered com-

pounds in terms of the properties of their constituting elements, 2) understanding the causes of the

instability of high-Tc hydrides at low pressure, elaborating strategies to decrease the stabilization

pressure, and 3) using the accumulated knowledge to predict new, better superhydrides. The four

research papers presented in this thesis reflect the rapid evolution of the field: while the main goal

remained unchanged, the specific compound under investigation changed rapidly.

In Chapter 5 I will present my results on sodalite-like yttrium hydride clathrates. At the

end of 2018, LaH10 had just been discovered. While it was clear in H3S the mechanism leading

to high-Tc was a strong electron-phonon interaction associated to the covalent S-H bond, driven

metallic by the high pressure, such a mechanism in sodalite-like hydrides had not been identified.

In particular, lanthanum is an electropositive atom, and should not form covalent bonds with

hydrogen, so a common explanation for the high-Tc of LaH10 was to consider it a realization of

atomic hydrogen. In addition, the unusual structure of sodalite-like hydrides and their extremely

high-Tc superconductivity required testing the validity of commonly held assumptions, such as

the role of Coulomb repulsion, which was claimed to be unusually high, and the quality of Tc

calculations. Finally, the fact that analogous structures were predicted to form with other guest

atoms (Ca, Y) gave rise to the question of whether it was possible to optimize the stability to

lower pressure or the Tc with a careful choice of elements. To address these questions, I studied

the superconducting properties of two sodalite-like yttrium hydrides, YH6 and YH10. The choice

of yttrium was motivated by the fact that it is chemically similar to lanthanum (they do form the

6



same superhydrides), but it does not have f orbitals near the Fermi energy, which are problematic

to handle in DFT. At 300 GPa I predicted a Tc of 290 K for YH6 and 310 K for YH10 using

fully anisotropic Migdal-Éliashberg theory. I found a rather isotropic superconducting gap, despite

a very anisotropic distribution of H-derived states over the Fermi surface. This unequivocally

pointed to a strong interorbital (interband) interactions (Y-H), which wash out the anisotropy, and

disproves the idea that sodalite-like hydrides are a realization of atomic hydrogen: if they were, the

interorbital Y-H interactions should be absent, or negligible, and the gap should be anisotropic.

The Morel-Anderson Coulomb pseudopotential, calculated from first principles, is µ
⇤ = 0.11 for

both YH6 and YH10, very close to the value assumed for most conventional superconductors, and

at odds with previous claims [50]. In addition, I identified a precise relation between the size of

the hydrogen cage, and the volume occupied by the atom in the middle, which determines its

dynamical instability at low pressure: when the average radius of the cage becomes larger than the

covalent radius of yttrium, the cage becomes dynamically unstable. On the other hand, the H-H

distance positively correlates with both the Tc and the cage size. The optimal compromise between

stability and Tc is realized in YH6, which is predicted to be dynamically stable down to 72 GPa.

While clathrate hydrides are tunable in some sense, their tunability is limited by the few elements

of the periodic table which form them. In order to further improve the superconducting properties

one has to consider ternary hydrides, where the presence of two elements increases the number

of combinations to over 6000 possible choices, and introduce additional flexibility in the elements

sizes/valence/electronegativity, potentially allowing for new, undiscovered types of superhydrides.

The two following chapters of the thesis adopt two di�erent strategies for the choice of the elements.

In Chapter 6, I will discuss the calcium-boron-hydrogen system. The choice of calcium-boron-

hydrogen was suggested by reasoning on the chemistry of the elements. The Ca-B-H system had

been already studied extensively at ambient pressure for its possible application as hydrogen storage

material, but had never been investigated under pressure. It was shown that the low-pressure

structures contain insulating molecular crystals with BH�
x anions (x = 2, 3, 4), that resembled

the equivalent hydrocarbons: polyethylene, ethane, and methane, respectively. This suggested

that Ca-B-H could form hydrogen-rich structures, with covalent B-H bonds. The idea of our

study was that a combination of a weak (Ca) and a strong (B) hydrogen former would reduce the

metallization pressure, thanks to the charge transfer/self-doping from calcium to boron; the thus

formed metallic B-H bonds would drive high-Tc superconductivity, in a manner similar to H3S. To

test this hypothesis I calculated the stable compositions for the calcium-boron-hydrogen (Ca-B-H)

system as a function of pressure, using evolutionary algorithms for crystal structure prediction.

In particular, I carried out an extensive structural search to identify all stable compositions and

structures at 0, 50, 100, and 300 GPa. I described in detail how pressure a�ects the bonding

pattern of boron and hydrogen, transforming structures from insulating to metallic at a pressure
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slightly above 100 GPa. In addition, I identified a high-symmetry metastable phase with CaBH6

composition with a Tc of about 110 K at 300 GPa, which remains dynamically stable down to 100

GPa. The outcome of this study was not particularly exciting. While I did find a superconductor,

its Tc is lower than that of binary hydrides, and its metallization pressure is higher.

In Chapter 7 I will discuss my research on lanthanum ternary hydrides (La-X-H). As opposed

to the study described in the previous chapter, this study was inspired by experiments. The original

goal was to identify the crystal structure of a hot superconductor with a Tc of 550 K that had been

reported in the literature [51]. Based on the elements present in the DAC during the experiment,

and the hypothesis of a ternary hydride phase, I reduced the plausible candidates to six: La-B-

H, La-N-H, La-Ga-H, La-C-H, La-Pt-H, and La-Au-H. I calculated the convex hull for these six

compounds using variable-composition evolutionary algorithms, and found that only La-B-H and

La-N-H system could form stable ternary hydrides, and only boron and gallium formed hydrogen-

rich structures that could exhibit a high-Tc. None of the structures found, however, could explain

the hot superconductivity, but I serendipitously found a structure with LaBH8 composition which

is even more interesting. In fact, while it does form at high pressure, it is dynamically stable down

to 50 GPa, where it exhibits a Tc of over 126 K. This results in a figure of merit (Pickard et al. [52])

of S = 2 for this structure, which surpasses H3S and LaH10 (S = 1.3), and CxSxHx (S = 1.1). The

LaBH8 crystal structure realizes an extremely e�cient packing of La-B atoms, which I pinpointed

as the cause of the low-pressure stabilization of the hydrogen sublattice, which is in turn responsible

for the high Tc. The prediction of the low-pressure stability of LaBH8 is extremely exciting, and

raised a lot of interest in the research community [53–55]. The pressure stabilization of LaBH8, 50

GPa, is still high from the point of view of experimentalists and practical realization, but represents

a remarkable computational success, as it is about 150 GPa less than H3S and LaH10.

Overall, my results demonstrate that the research of superconductivity in superhydrides is a

very lively field, with high chances of producing research with impact from both a fundamental and

applied perspective. In the Conclusions and Outlook (Chapter 8), I will give my perspective on

the field, suggesting potential future research.
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Chapter 2

High-pressure Hydrides: History

and State-of-the-Art

In this chapter I will review the most important advances in the field of superconductivity leading

to the discovery of high-Tc superconductivity in superhydrides. The field of superconductivity in

general is exceptionally broad, and it would be impossible to review all of it exhaustively. Thus,

I will only briefly mention unconventional superconductors (non phonon-mediated), and instead I

will focus on the key steps which led to the birth of superconductivity in hydrides, which is the

topic of this thesis. In particular, I will discuss the discoveries, the methodological developments

(theoretical and numerical), and the development of the field of high-pressure science. I will describe

these discoveries in chronological order, as it o�ers a useful, broader perspective. In this chapter I

will discuss:

1. The early discoveries in the field of superconductivity.

2. The arguments which led to the hypothesis that hydrogen would of key importance for high-Tc

superconductivity (first hydride rush).

3. The most important non-hydride superconductors: Cuprates, iron-pnictides, and covalent

metals, stressing the di�erence between conventional (phonon-mediated) and unconventional

superconductors.

4. The development of experiments at high pressure and ab initio methods for crystal structure

prediction and calculation of superconducting properties

5. Computational research on hydrogen-rich metal alloys (second hydride rush)

6. The recent discoveries of superconductivity in H3S and LaH10, which led to the third hydride

rush, which is likely to continue throughout this decade [56].
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Figure 2.1: History of Superconductivity: experimentally measured critical temperatures for di�er-
ent families of superconductors. Vertical dashed lines mark the di�usion of significant theoretical
or computational developments.

2.1 Early History

The history of the most important classes of superconductors is summarized in Fig. 2.1. The points

follow a slowly increasing, quasi-linear trend, interrupted by three abrupt increases: cuprates,

iron-based superconductors, and hydrides. Superconductivity was experimentally discovered by

Heike Kamerlingh Onnes in 1911 while investigating the resistivity of mercury at extremely low

temperatures: at 4.2 Kelvin degrees, he observed that the resistivity exhibited a sudden drop to

a value of exactly zero [57, 58]. The other distinctive characteristic of superconductors, perfect

diamagnetism, was discovered later, in 1933 by Meissner and Ochsenfeld [59]. The many important

technological implications of this phenomenon were clear since the very beginning, so much that

Onnes himself already tried to build an electromagnet with superconducting windings, but found

that magnetic fields also destroyed superconductivity. The first real commercial production of a

superconducting wire had to wait until 1962, when an intermetallic alloy, Nb-Ti, was discovered [60].

Nb-Ti is still used in many superconducting magnets worldwide, as it can bear large currents before

losing its superconducting properties and, even more importantly, is easy to manufacture.

In 1957, Bardeen, Cooper and Schrie�er introduced the first phenomenological theory of su-

perconductivity, now called BCS theory, which finally described the phenomenon in terms of con-

densation of pairs of electrons (Cooper pairs), held together by an e�ective attractive interaction

provided by phonons (lattice vibrations). Only a few years later, BCS theory was extended to the

strong-coupling case by Migdal and Éliashberg [23, 24]. An important theoretical result is the fa-
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mous McMillan formula (as it appears in Ref. [61]), where the critical temperature of a conventional

superconductor is expressed in terms of three simple parameters [61,62]:

Tc =
!log

1.2
exp


�1.04(1 + �)

�(1� 0.62µ⇤)� µ⇤

�
(2.1)

Where � is an average measure of the electron-phonon (e-ph) coupling, !log is an average of the

phonon frequency, weighted with the e-ph coupling, and µ
⇤ is the so-called Morel-Anderson pseu-

dopotential, measuring the residual Coulomb repulsion between electrons in a Cooper pair. See

Chapter 4 for further details. The above formula is extremely useful for two reasons: 1) it provides

a way to predict the Tc of a conventional superconductor from the knowledge of its e-ph spectrum,

2) its simplicity allows one to understand intuitively how the coupling and the phonon energies

a�ect the Tc.

In 1968, both Neil Ashcroft and Vitaly Ginzburg independently noticed that, according to BCS

theory, a metallic phase of solid hydrogen should be a superconductor with very high Tc [11, 12],

due to the extremely high phonon frequencies (!log) and the strong electron-phonon coupling (�)

due to the absence of screening from core electrons. This argument can be understood by looking

at eq. (2.1): high-energy phonons increase the prefactor !log, while unscreened phonons and a large

density of states at the Fermi level contribute to increase �. This work set the first cornerstone

of the research field of hydrides, suggesting that high-energy phonons might by a key to achieve

high-temperature superconductivity. Early attempts to find hydrogen-based superconductors date

back to these years [17,18], to what J. Flores-Livas et al. named the first hydride rush [63]. These

attempts were largely based on heuristics and intuition, and were not successful. For instance,

in 1971 J. Gilman proposed an hypothetical LiH2F structure, where hydrogen atoms occupy the

interstitial sites of a Li-F rock-salt structure. In hindsight, this was a very insightful hypothesis, but

experience has shown that novel materials, especially under pressure, tend to defy the traditional

rules of valence, which guide researchers’ intuition.

Coeval to the early research on superconductivity, metallization of hydrogen is another ambitious

goal in condensed matter, intertwined with that of room-temperature superconductivity. Hydrogen

is an extremely reactive element, which in nature is found in the form of covalently-bonded H2

dimers. In 1935 Wigner and Huntington first estimated that molecular hydrogen would dissociate

into an atomic phase at 25 GPa, with metallic properties [13]. At the time a pressure of 25 GPa was

beyond any experimental possibility, but the challenge of compressing hydrogen into this metallic

phase was seen as a holy grail of high pressure physics. It was later demonstrated by experimental

and theoretical work that the metallization pressure of hydrogen is actually much higher [64, 65],

and its precise nature remains still object of intense debate [15,16,66].

Since its very discovery, the futuristic practical applications of superconductivity were already

clear, and by the end of the 1960s the phenomenon had been understood, as a microscopic descrip-
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tion had been found. However, the extremely low temperatures required to induce the supercon-

ducting state have always been the main limiting factor to its commercial applications, as the need

for cooling raises the costs, and limits the applicability. The question whether superconductivity

could ever be found at higher temperatures kept inspiring researchers, even though according to

eminent theoreticians (Cohen and Anderson) a Tc higher than 25 K should not be possible [19].

Metallic hydrogen seemed an exciting material to investigate, but the pressure required was too

high, and many did not believe Ashcroft and Gintzburg’s hypotheses. Fortunately, as I will discuss

in the following, Cohen and Anderson were spectacularly wrong.

In 1986, Bednorz and Müller discovered superconductivity with a Tc of about 30 K in an

experiment on the Ba-La-Cu-O system [21]. This was the first of a new class of superconductors

called cuprates, which quickly drew a lot of attention from researchers, and were intensely studied in

the following decades. Cuprates are a family of high-temperature superconductors based on copper

oxide layers (CuO2), alternated with spacing layers. Indeed, only one year after the discovery

of superconductivity in Ba-La-Cu-O, a Tc of 93 K was measured in the Y-Ba-Cu-O system [67],

and Bednorz and Müller were awarded the Nobel prize for their discovery [68]. In the following

years many more cuprate superconductors were identified, with the record temperatures of 133

K being found in the Hg-Ba-Ca-Cu-O system, which reaches up to 156 K under pressure [69].

Cuprates hold the record for the highest-temperature superconductor at room pressure. Unlike all

superconductors encountered before them, Cuprates are so-called unconventional superconductors,

i.e. superconductivity is not mediated by phonons1. The behavior of cuprates is extremely complex,

and still to date object of intense debate.

Iron-based superconductors are the second class of unconventional superconductors to be dis-

covered after cuprates. They were first discovered in 2006 [70], although they became a hot topic

only after 2008, when a Tc of 26 K was found in F-doped LaOFeAs [71]. Iron-based superconductors

share some similarities with cuprates: they are both unconventional superconductors with strong

correlations. Going into the details of the complex physics of cuprates and iron-based superconduc-

tors is beyond the scope of this thesis, which will instead focus on conventional superconductors.

The interested reader is referred to the excellent existing reviews [72–78].

In 1985, Kroto et al. serendipitously discovered that upon graphite vaporization, carbon could

form large aromatic molecules with C60 composition [79]. These peculiar clusters take the form of

a truncated icosahedron with 60 vertices, and were named buckminsterfullerenes after the architect

Buckminster Fuller, who designed similar structures. Carbon fullerenes can condense into weakly-

bound, insulating solids named fullerite, with fcc packing. Due to their extremely high electron

a�nity, fullerite can be easily doped by intercalation of alkali and alkaline earth atoms into its

interstitial sites, which turn the structure into a metal, and a superconductor [80]. At room pres-
1Since cuprates are unconventional superconductors the Cohen-Anderson limit to Tc was still holding. It was

MgB2 first, and H3S second that disproved it.
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sure, the highest Tc, 33 K, was reported in Cs2Rb1C60 [81], and 40 K were reached in compressed

Cs3C60 [82]. Albeit originally debated, it is now accepted that doped fullerides are phonon-mediated

superconductors, although in the strong-coupling molecular limit [83, 84]. Conventional supercon-

ductivity from intercalation of electropositive atoms was also achieved in graphite, with CaC6 and

YbC6 (2005) exhibiting a Tc of 11.5 K [85].

2.2 Magnesium Diboride and covalent metals

In 2001, a Tc of 39 K at ambient pressure was measured in magnesium diboride (MgB2) [22], and

in 2004 boron-doped diamond a Tc of 4 K was measured [86]. Unlike cuprates and iron-based, these

two materials are conventional superconductors. This enabled researchers to understand which

features of the chemical bonding could lead to high-Tc. Indeed, both are examples of covalent

metals, i.e. metallic materials with covalently bonded elements. In MgB2 the crystal structure is

characterized by a very simple unit cell, consisting of alternated hexagonal layers of covalently-

bonded boron and triangular layers of ionized magnesium atoms. The in-plane orbitals of boron

(s, px, py) form a partially unfilled electronic band with � character, which is extremely sensitive

to changes in the B-B distance. In other words, metallic covalent bonds are characterized by a

uniquely large electron-phonon matrix element, which responsible for a relatively strong coupling

(See eq. (4.57)) [27]. Moreover, boron is a light element, hence phonons are highly energetic, and

!log is large. These aspects combined explain Tc [87], which was record-high for a conventional

superconductor. The exact same principle was shown to be responsible for superconductivity at 4

K diamond doped with boron at 3%, arriving up to 7 K with successive experiments with doping

at 10% [88–92]. The hole doping causes the Fermi energy to shift into the top of the valence band,

which causes phonons around the Brillouin zone center, associated with C-C stretching, to strongly

couple with electrons.

The discovery of superconductivity in covalent metals demonstrated that it is possible to over-

come the Cohen-Anderson limit in conventional superconductors, and gave a precise combination

of requirements for this to be achieved: a covalent metal with high-energy phonons. Unfortunately,

materials with these properties combined are rather rare in nature, as covalent materials usually

are characterized by closed electronic shells, which make them insulators. Insulating covalent bonds

are common at ambient conditions, but they can be turned metallic by changing two important

thermodynamic parameters: temperature and pressure. High pressures, in particular, can be used

to tune the interatomic interaction by directly changing the overlap between orbitals.
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2.3 The Birth of High-Pressure Research

High-pressure science dates back to the beginning of the 20th century, with the pioneering work

of Percy Bridgman who was awarded the Nobel Prize in 1946 for the invention of an apparatus

to produce extremely high pressures, and for the discoveries he made therewith in the field of high

pressure physics [93]. The most important invention in this field, however, is the diamond anvil

cell (DAC), introduced by Weir et al. in 1959 [94]. The design of this device has been constantly

improved since then, enabling researchers to reach pressures of up to 1000 GPa (ten millions of

atmospheres) [95]. Moreover, since diamond is transparent to electromagnetic radiation in most of

its energy spectrum, it also permits all sort of spectroscopic techniques to be used directly during

the experiments.

The DAC is in principle very simple, a schematic is shown in Fig. 2.2. It consists of two opposing

anvils made of single crystal diamonds. A metal gasket, with a central hole, is placed in between

the diamonds. The gasket holds the sample firm and provides a smooth contact surface between the

two diamond facets. When the two diamonds are brought together, they squeeze the sample in the

gasket. The pressure inside is measured by looking either at the fluorescence of a micrometer-sized

ruby, whose frequency depends linearly on pressure, or by directly measuring the highest-frequency

Raman mode of diamond, whose pressure dependence is well characterized [96]. The DAC can

be modified depending on the quantity of interest. For instance, when performing experiments on

superconductors, electrical contacts can be etched directly onto the gasket to measure resistivity.

The first important experiment on superconductivity at high pressure dates back to 1968, when

it was shown that above 5 GPa elemental cerium loses its magnetic properties, and becomes su-

perconductive with a Tc of 1.3 K [98]. Similarly, superconductivity was also found in barium and

strontium [99, 100] (Tc = 3-4 K). After the 90s the DAC became commercially available, and the

field of high-pressure materials science flourished. Pressure was shown to enhance superconductiv-

ity in other elements such as [101, 102], iron (after magnetism is suppressed) [103], yttrium [104],

and calcium, which exhibits the highest Tc among all elements: 25 K at 161 GPa [105,106]. As of

today, all pure elements have been investigated – a summary of Tc’s for the whole periodic table

was published by Hamlin [107].

In parallel with high-pressure experiments, modern crystal structure prediction methods also

started to be developed at about the same time. Indeed, a crucial aspect of the analysis of high-

pressure experiments is the identification of the newly formed crystal structures, which can be

extremely hard given only the X-Ray pattern. This is even more important in hydrides, as hydrogen

is a very weak X-Ray scatterer. The information on the Bravais lattice and on the position of the

other atoms, however, is usually su�cient to unambiguously identify the crystal structure using

first-principles calculations. From a thermodynamical point of view, the structures that form are

those that minimize the relevant thermodynamic potential – enthalpy, in the case of experiments
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Figure 2.2: Simple schematics of a diamond anvil cell. The sample (green) and the ruby (red) are
placed in a metal gasket (grey) and sandwiched among two anvil-shaped diamonds (blue). Two
screws are used to bring the diamonds close, and increase the pressure on the sample. Image from
Ref. [97].

under pressure. Crystal structure prediction methods are essentially optimization algorithms, which

are able to find the minimum e�ciently. In most cases, they rely on Density Functional Theory

to calculate the enthalpy (although other methods are possible); even in the structure search of

a simple element the self-consistent equations of DFT are solved thousands of times. During the

second half of 2000s, three key factors made crystal structure prediction possible:

1. Ab initio methods based on Density Functional Theory were fully established, and easily

available. In particular, robust transferable pseudopotentials were available.

2. The cost of computing power had decreased to the point that high-throughput DFT total-

energy calculations were possible.

3. Smart search algorithms had been developed, making structural searches reproducible and

a�ordable.

All the most important codes for crystal structure prediction date back to this decade [30, 47–49].

Ab initio calculations rapidly turned into an invaluable tool to interpret the experimental results,

determine the crystal structure observed, and characterize its properties. For instance, a high-

pressure structure of CaCO3 [108], and the phase III of hydrogen [65] were identified, in excellent

agreement with the experimental data. Experiments at extreme pressures started to rely on crystal
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structure prediction for the data interpretation. Sodium, which is a metal at ambient conditions,

becomes insulating and transparent above 200 GPa [109], while boron turns into an ionic solid

above 20 GPa [110]. In both these cases the experimental X-Ray pattern alone would not have

been su�cient to reconstruct the crystal structure: its identification was only possible by comparing

the phase diagram, predicted by ab initio calculations, and the experimental spectra.

Another aspect of high-pressure physics that emerged at this time, was the so-called forbidden

chemistry, i.e. the idea that the textbook rules of valence and chemistry can be bent and broken un-

der high pressure. This unexpected behavior results from a competition between the energy term,

which depends on the electronic orbitals of the elements, and the PV term, which is introduced

by pressure, and is minimized by diminishing the volume. So, for instance, sodium becomes insu-

lating, or sulfur becomes trivalent, as a result of extreme pressures. Forbidden chemistry makes ab

initio predictions even more relevant, as scientists cannot use their knowledge of the room-pressure

chemistry to infer the high-pressure behavior. Fortunately such was the predictive power of crystal

structure prediction based on DFT, that calculations soon began to even anticipate experiments.

As of today, crystal structure prediction has become a staple of materials research [111].

2.4 Superconductivity in Hydrides

The second hydride rush started in 2004, again motivated by a paper published by Neil Ashcroft

[112]. Inspired by the results on pressurized lithium and on magnesium diboride, he suggested that

hydrogen-rich materials under pressure might become high-temperature superconductors. He fore-

saw that, when bound to a second element, hydrogen would become metallic and superconducting

at a pressure much lower than what is required to metallize pure hydrogen, thanks to what he

named a chemical precompression. At the same time, the interest on hydrogen-rich materials was

already high, as they were being studied for hydrogen storage [113].

Ashcroft’s hypothesis was followed by several calculations showing that silane (SiH4) would

become metallic and superconducting under pressure [29–31]. Similar predictions were made for

GeH4 and SnH4 [32, 114]. In 2008, M. Eremets group a reported Tc of 17 K at 96 GPa, following

a high-pressure experiment on silane [34]. However, the phase experimentally proposed, with P63

symmetry, was dynamically unstable. Thermodynamically more stable phases were suggested in

further computations [35, 115, 116]. Degtyareva et al. proposed a di�erent interpretation, showing

that hydrogen released by silicon could react with the platinum electrodes to form a PtH phase,

which at that pressure would be thermodynamically stable and superconducting [117–120], and

also matched the experimental X-ray spectrum.

The interest on silane drew some attention to the field, and research groups started to compu-

tationally search for thermodynamically-stable hydrides [118, 121, 122], and to re-examine known
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hydrogen-rich systems [123]. At the same time, structure prediction methods were improved to

simultaneously sample multiple compositions [122,124].

The first systematic computational study on the formation of superconducting hydrides was

performed in the Lithium-Hydrogen system [33]. Unlike previous work, here the stable structure

for each composition was determined using a crystal structure prediction algorithm, and the ther-

modynamical stability of the single composition was examined up to 300 GPa, setting a standard

for subsequent research. The authors discovered that charge transfer from lithium to hydrogen and

impurity bands of H� anions can dramatically reduced the metallization pressure in hydrogen-rich

systems, and found a structure with LiH6 composition, stable above 140 GPa. This structure

was characterized by the presence of slightly stretched H2 molecules, and was found to be metal-

lic. The fact that the LiH6 composition is stable is extremely interesting, as it is an example of

forbidden chemistry in which a superhydride is formed, i.e. a material with an unusually high

hydrogen content. Later experimental work on lithium hydrides under pressure [125] was able to

synthesize a LiH6 phase, which was found to be insulating up to 215 GPa. Although it might be

possible that this structure does turn superconductive at even higher pressure, in this case the met-

allization pressure due to band overlap was probably underestimated, as a Perdew-Burke-Enzerhof

exchange-correlation functional was employed.

At the end of 2014, Defang Duan and coworkers published a computational study of the sulfur-

hydride system under high pressure [126]. Sulfur and hydrogen form a H2S molecular phase at

ambient pressure, but the H3S composition was predicted to become stable with respect to decom-

position into H2S+1/2H2 above 120 GPa. Its crystal structure is predicted to form a phase with a

hexagonal lattice (R3̄m space group), which above 150 GPa transitions into a body-centered-cubic

Bravais lattice, with sulfur six-coordinated to hydrogen, with which it formed a covalent bond. The

H3S structure was predicted to be a superconductor, with a Tc of 204 K at 200 GPa, an unprece-

dentedly high value. Only one month after the prediction, Mikhail Eremets’s group published the

experimental confirmation: they had been working on the same material and had already found a

high-Tc superconductor [1,2,127], with a Tc that matched well the predicted value. When Duan’s

prediction was presented, Eremets’ group immediately decided to publish their results, which they

had been double-checking until then2.

The discovery of superconductivity in sulfur hydride represented a huge breakthrough for three

main reasons:

1. It demonstrated that computational crystal structure prediction methods can be used to

predict the formation of materials which defy physical intuition.

2. It set a new record of high-Tc superconductivity in a conventional superconductor, proving

that Ashcroft’s intuitions were correct, and definitely disproving the Cohen-Anderson limit.
2This anecdote was recently shared by M. Eremets in a review article [56]
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Figure 2.3: Number of papers published on superconductivity in hydrides in a 5-years interval from
1970 to 2020, indexed in Web of Science. Data obtained from the Web of Science analytics tools
using the query: TOPIC = superconductivity AND (hydrogen OR hydride)

3. It showed that the methods used to calculate the Tc in conventional superconductors had

become accurate enough for quantitative predictions.

The factors underlying the record Tc were quickly identified to be an optimal combination of those

encountered in MgB2: high-phonon frequencies (large !log), and metallic covalent bonds (large

�) [27, 128]. The covalent S-H bond is driven metallic by pressure [128], and is responsible for the

very large electron-phonon coupling, with sulfur being close to having the ideal electronegativity

that maximizes the Tc [129]; the small mass of hydrogen causes phonon frequencies to be high;

the peculiar crystal structure, which has sizable farther-neighbor hopping, induces a van Hove

singularity right below the Fermi energy, which contributes to a large density of states at the Fermi

level [130]; and the shape of the Éliashberg function is near the optimum to maximize Tc [131].

In addition, the calculations were further refined with the inclusion of anharmonic and quantum

e�ects [132,133], which were found to be quite important in hydrogen-rich systems [134], as 1) they

tend to favor the formation of high-symmetry phases, and improve the prediction of the stabilization

pressure, and 2) they can strongly renormalize the phonon frequencies, and also further improve

the agreement between the predicted Tc and the experiment.

The years following the discovery of H3S saw an rapid increase of the research output in hydrides.

As shown in Fig. 2.3, the number of papers about superconductivity in hydrides more than doubles

when going from the 2010-2015 to the 2016-2020 period. The main research question in this period

was whether other superconducting hydrides existed, which could surpass the properties of sulfur

hydride. The candidates were those chemically similar to sulfur, such as phosphorous, selenium, and

tellurium. Hydrides with these three elements were all predicted to be high-Tc superconductors,
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albeit worse than H3S [135–138]. In particular, phosphorous hydrides only exhibit superconductivity

in their metastable phases, but were successfully synthesized in experiment [139]. To put things in

perspective, a summary of the experimentally measured Tcs in hydrides is shown in Fig. 1.2.

It is important to notice that at this point a shift had occurred in the way research was being

carried out. The exploration of combinations of hydrogen with all the other elements in the periodic

table was performed computationally, using ab-initio crystal structure prediction methods, and

experiments were performed only after interesting candidates were published [111]. The years from

2014 to 2019 saw the computational exploration of all possible binary hydrides, i.e. a combination

in any proportion of hydrogen with one other element.

In 2012, a computational study predicted the formation of a new class of superconductors

in calcium hydrides [121], named sodalite-like clathrates. In 2017, similar structures were also

predicted for lanthanum and yttrium hydrides [140]. A newfound structural prototype, with LaH10

(YH10) composition, is characterized by a dense network of hydrogen atoms forming a polyhedral

cage around the central metal ion, analogously to sodalite crystals, hence the name sodalite-like

hydrides. This structure was predicted to form at a pressure around 200 GPa, and to exhibit a Tc

around 280 K, only 20 degrees below the conventional value for room temperature. The prediction

was confirmed, only one year later, with the independent measurement of a Tc of about 260 K in

LaH10 at 130 GPa, carried out independently by two di�erent research groups [3–5].

The discovery of LaH10 encouraged researchers to look for other high-Tc sodalite-like hydrides,

and to examine which were the key details of its electronic structure leading to its high-Tc. Sodalite-

like hydrides were experimentally confirmed for yttrium: YH6 and YH9, with a Tc of 227 and 243

K, respectively [37,38]; and ThH10, with a Tc of 161 K [39], in CeH10 (115 K) [40], and in UH7 (66

K) [41].

Like sulfur hydride, sodalite-like hydrides were thoroughly examined in several computational

studies, and the mechanism leading to their formation was essentially identified. They are char-

acterized by a network of metallic and weakly-covalent hydrogen-hydrogen bonds [141]. The H-H

weakly-covalent bond forms as a result of the charge transfer from the metal ion, which weakens

the bond of the H2 molecules by occupying their anti-bonding orbitals [33, 121]. In addition, the

large heavy ion pressurizes the hydrogen sublattice, stabilizing it [7]. The result is a dense hydrogen

network which behaves like atomic hydrogen, but at a much lower pressure. Chapter 5 is dedicated

to the research I carried out on sodalite-like hydrides [7].

LaH10 also served as a test for the accuracy and the limits of the current computational methods.

According to standard DFT the high-Tc structure only forms above 250 GPa, and undergoes small

distortions below, while in experiments it is measured down to 130 GPa [142]. The inclusion of

anharmonicity and the quantum nature of the proton was successful in reconciling theory and

experiment [143]. Other e�ects, such as a magnetic contribution from the La-d and f states might
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as well be important.

After about five years of intense research, the high-pressure phase diagram of all possible bi-

nary hydrides had been computationally explored, and high-Tc candidates identified. A clear

division emerged of high-Tc hydrides into two main classes: (i) covalent hydrides (SH3, PH3), in

which H and the other element X form a network of covalent bonds, driven metallic by the high

pressure [126–129, 132, 135, 138, 144, 145], and (ii) metallic hydrides with electropositive elements

(alkaline metals or rare earths), such as LaH10, which form high-symmetry, hydrogen-rich struc-

tures reminiscent of sodalite structures [4, 5, 7, 36, 121, 140, 146, 147]. In class (i), the occurrence

of high-Tc superconductivity depends on the degree of covalency of the H–X bonds, and X=S was

demonstrated to be a nearly optimal choice [126–129,132,135,138,144,145]; in class (ii), the dense

hydrogen sublattice is characterized by weak metallic covalent H-H bonds [141], as opposed to the

strong H2 molecule covalent bond. The H-H bonds are characterized by strongly-coupled and high-

frequency modes of vibration, which are responsible for the high-Tc. The electropositive guest acts

as a charge donor and as a spacer, and stabilizes the hydrogen network, without directly bonding

to it; but it dictates the stability pressure [3, 7, 39,121,147,148,148,149].

Despite the consistent successes, there were a few notable failures of computational structure

prediction. The Fm3̄m phase of YH10 was predicted to form [148], but the experimentally stable

phases commonly accepted are YH6 and YH9 [37, 38]. Even in the very-well studied H3S sys-

tem, the state-of-the-art calculations including quantum and anharmonic e�ects underestimates

the transition to the high-Tc Im3̄m-phase by about 50 GPa [2,133]. Since in general crystal struc-

ture prediction works extremely well, its failures most likely come from one or more of the e�ects

that are normally not included in the calculations, such as:

1. The contribution of the ground-state vibrational energy to the total energy (so-called zero-

point energy), and of temperature to the free energy

2. Presence of localized, strongly-correlated states, which may be ill-described in standard DFT

3. E�ects such as alloying, vacancies, local distortions, which do not appear in small unit cells

4. Presence of metastable phases, protected by decomposition by high potential barriers

While point 1) is sometimes included in the most accurate studies, the other three are part of the

the leading edge of research, and are typically not included in automated structural searches.

A similar argument also applied to the calculation of the critical temperature. E�ects that are

normally not included may lead the results obtained with standard Éliashberg theory to be under-

or overestimated. In particular, it was shown in H3S that several e�ects, such as anharmonicity,

finite-bandwidth e�ects, and high-order vertex corrections are all equally important [150], and other

e�ects such as competition with magnetism have not been studied in detail.

21



2.5 Current Status

As discussed, the computational and experimental exploration of binary hydrides was extremely

successful, but has essentially been completed by 2019 [151–153]. The next natural step is the

study of ternary, or even more complex hydrides, which brings new exciting possibilities and new

challenges. In particular: with two elements other than hydrogen, there is much more freedom in the

choice of atoms with di�erent sizes and/or electronegativities. On the other hand, the complexity

of first-principles calculations increases drastically, as in ternary hydrides the number of possible

compositions grows like the square of the number of atoms in the unit cell – See Chapter 3. In

addition, when exploring ternary hydrides there are 6903 possible choices of elements, as opposed

to only 118 for binaries.

As of today, there is still limited published research on ternary hydrides. These published papers

go either in the direction of trying to find above room-temperature superconductivity at very high

pressures, or in that of reducing the stabilization pressure, even if that implies a lower Tc. In one

of the very first publications on the topic, Kokail et al. examined the Li-B-H system in an attempt

to lower the metallization pressure with respect to H3S. The authors predicted the formation of a

structure with Li2BH6 composition, characterized by metallic covalent B-H bonds, with a predicted

Tc of 98 K down to 100 GPa. A rather spectacular result was obtained for the Li-Mg-H system,

in which a structure with Li2MgH16 composition was predicted to be a hot superconductor, with

a Tc of 473 K at 250 GPa, although this superconducting phase is not thermodynamically stable,

but might be metastable – for a discussion of metastability see Chapter 3.

Another promising high-Tc superconductor was identified in the C-S-H system [154], where a

structure with CSH7 composition was predicted to exhibit a Tc of 181 K at 100 GPa. Only a

few months later, in the Summer of 2020, Ranga Dias’s research group reported the measurement

of room-temperature superconductivity in a carbonaceous sulfur hydride, with a measured Tc

of 288 K at 267 GPa [6]. This publication was received with great enthusiasm from both the

research community and the mainstream media [155]. As of today, neither the composition nor

the crystal structure have been identified, despite a few attempts from both the computational

[156] and experimental side [157]. The problem of which phase, and which mechanism, leads to

room-temperature superconductivity is still under investigation. A doping mechanism of the H3S

structure via SH3!CH3 or SH3!CH4 substitution was proposed by Wang et al. [158], and is the

most probable.

The great successes in the field of hydrides and the very fast pace of discoveries continue to make

research on hydrides extremely promising. The main questions driving research remain whether a

high-Tc hydride can be synthesized at room pressure. In a recently published roadmap, the leading

experts in the field have shared their viewpoints, which are overall quite optimistic [159]. Ternary

hydrides are regarded as a promising class of materials, and an interesting question is whether
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they will divide into the same two classes as simpler hydrides, i.e. covalent and sodalite-like, or an

entirely new behavior will be found. The search for more complex superconducting materials will

also require a methodological e�ort: there is need for more e�cient strategies to search for new

materials. In particular, interatomic potentials based on machine learning could achieve the same

accuracy as DFT as a reduced computational cost, enabling the study of much larger cells [160–162].

Other desirable advancements would be the modeling of unconventional channels for the electron-

electron pairing, such as plasmons, excitons, and paramagnons, and their integration in the available

programs, to explore more types of superconductors. Meanwhile, studies on ternary hydrides can

already be performed. An important question will be whether the formation of promising ternary

phases can be inferred from the behavior of the simpler, and well-studied, binary ones, as was

demonstrated to work for nitrides [163]. Using the vast amount of data produced on binary hydrides

to guide future research, even by data-driven approaches, is certainly a promising strategy.

In this chapter I focused on the most important literature relevant to the field of superconduc-

tivity in hydrides, for a complete review see Ref. [52, 56, 151, 164]. In Part II, I will describe my

own contributions to research on superhydrides.
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Chapter 3

Crystal Structure Prediction

3.1 Thermodynamical stability

In this chapter I will describe the process through which one can predict, fully from first principles,

the spatial arrangement that a certain combination of atoms will assume when they condense

in crystalline (or molecular) form. In more technical terms this means predicting which crystal

structure is stable for a given chemical composition. I will start by defining the meaning of stable,

and of crystal structure. Then I will give a mathematical definition of stability for a crystal structure,

and mention a few algorithms which can be used to determine which structure is the most stable.

In particular, I will focus on genetic algorithms as implemented in the USPEX code, because it was

the method that has been used throughout this thesis work.

In general terms, the stability of a system is determined by its thermodynamic state, which

can be in- or out-of-equilibrium. A system at equilibrium is thermodynamically stable, which

means that its macroscopic properties do not change over an extended period of time. In order to

describe the thermodynamic state e�ectively, it is useful to introduce the thermodynamic potentials;

i.e. scalar quantities which describe the state of the system in a single number. Several possible

potentials exist: internal energy (E), Helmholtz free energy (F = E�TS), Enthalpy (H = E+PV ),

and Gibbs free energy (G = E � TS + PV ), all related by Legendre transforms. In general, an

equilibrium state corresponds to the minimum of the relevant thermodynamic potential. In the

next paragraph I will shortly discuss the four potentials and their use.

The internal energy E represents the energy of a given configuration of the elementary con-

stituents of the system. In the context of the stability of crystals and molecules, the dominant term

is the electronic energy resulting from a specific arrangement of the atoms in the system, plus the

repulsion between the ions. A closed system, with constant external parameters (e.g. volume) and

entropy, always evolves in such a way that its internal energy is minimized. Therefore, if I find the
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configuration for which E is minimum, I find the stable configuration of the system. This principle

can be generalized using the other thermodynamic potentials. In particular, when the temperature

is held constant, the Helmholtz free energy is minimized; when the pressure is held constant, the

enthalpy is minimized, and when pressure and temperature are held constant, the Gibbs free energy

is minimized. To simplify the notation, I will generally use the term energy when talking about

thermodynamical stability, although depending on the presence of pressure and temperature terms

one should use the appropriate thermodynamic potential.

In principle, all the thermodynamic potentials can be computed from first principles for a

crystalline system. However, the e�ect of temperature on stability can usually be neglected at the

temperatures at which superconductivity takes place (0 to 300 K), as it is typically too small to

change the energy ranking of structures. On the other hand, the e�ect of high pressure on the

crystal structure and chemical bonding is prominent. For instance, at 100 GPa the PV term is of

the order of 100 meV/atom, which is the same energy scale at which di�erent structures are ranked.

When predicting the thermodynamical stability for crystal structures, enthalpy is normally used,

and if needed the free energy term is included as a correction [138].

Crystalline solids are materials in which atoms are arranged in a periodic microscopic pattern

which extends in all directions up to a macroscopic scale. Common examples are diamonds, table

salt, or sugar. The building block of a crystal is called a unit cell, i.e. the smallest portion of the

crystal which has all the symmetries of the crystal; An example is shown in Fig. 3.1. A crystal

can be fully described by repeating the unit cell along three directions, named unit cell vectors (~aj ,

j = x, y, z). The set of points that is generated by all possible integer combinations of the crystal

axes is called the Bravais lattice, defined by ~R = nx~ax + ny~ay + nz~az, where (nx, ny, nz) is a set of

any three integers. The positions of the atoms in the unit cell are defined by the basis vectors ~⌧i,

with i = 1, .., N .

The periodic arrangement of the atoms in its structure is the most important feature of a crystal,

which lays the foundation for its mathematical description. In fact, one only needs to specify the

position of the atoms in the unit cell (the basis) to fully describe the whole crystal, as the rest follows

from periodicity. The knowledge of the crystal structure of a material is the essential prerequisite

to any further calculation, regardless of the method employed. In practice, predicting the structure

of a crystal translates into determining the Bravais lattice and the atomic positions for which the

structure is thermodynamically stable. In the next paragraph I will discuss how this applies to the

case of a crystal structure.

3.1.1 The potential energy surface: stable and metastable structures

I will now describe how the internal energy is defined for crystalline systems, and how it is related

to the internal degrees of freedom of a crystal. Let me start by recalling that within the adiabatic
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Figure 3.1: Sample crystal structure with five nonequivalent atoms per unit cell. The unit cell is
translated along the ax axis direction by a lattice vector ~R1.

approximation the total energy of the crystal structure is a parametric function of the atomic

positions and Bravais lattice vectors, i.e.

E = E(~aj , ⌧i) (3.1)

The specific method used to calculate the energy from the atomic positions can change: force

fields [165, 166], machine-learned interatomic potentials [162, 167, 168], Density Functional Theory

[169,170], or tight-binding total-energy [171], are all viable methods. The following discussion holds

regardless of the method chosen.

Consider equation 3.1 for a three-dimensional unit cell containing N atoms, and no symmetries.

There are a total of 3N+6 degrees of freedom, due to the 3N atomic coordinates and three lattice

vectors1, therefore E (or H) realizes a hypersurface in a (3N+7)-dimensional space. As previously

discussed, a stable crystal structure corresponds to one set of ~⌧i, ~aj for which the energy has a

minimum.

See Fig. 3.2 for a simplified illustration of this concept. Each choice of ~⌧i and ~aj represents

a single crystal structure, and is represented schematically as a point along the xy plane. To

each point corresponds an energy value E, and the minima coincide with structures which are

stable with respect to small perturbations, i.e. small displacements of the atoms. In general, the

structure corresponding to the absolute minimum is the ground-state, and is thermodynamically

stable, whereas those corresponding to local minima are called metastable structures, implying that
1The three lattice vectors can be described in terms of their length a, b, and c, and the angles ↵, �, and �, between

the b� c, a� c, and a� b axes, respectively. This totals to six degrees of freedom for a triclinic unit cell.
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they may form and remain stable for a certain amount of time, although they should, in principle,

always tend to return to the absolute minimum.

Figure 3.2: Qualitative representation: a potential energy surface with three local minima, one
global minimum, and one local maximum. The x and y axes represent two spatial degrees of
freedom of the system, while the E axis represents the total energy.

To generalize the concept for enthalpy (H) and free energy (G), one needs a way to calculate

pressure (P) and entropy (S). Pressure can be calculated easily from the relation P0 � dE/dV .

Entropy in principle has one contribution from the electronic degrees of freedom, and another from

the occupation of the vibrational states. Except for very low temperatures (below 10 K), the phonon

contribution is the dominating one [172], and can be calculated as the entropy of a boson ensemble:

Fph = NkBT
R1
0

ln

h
2sinh

⇣
~!
kBT

⌘i
F (!)d!, where F (!) is the phonon density of states [173].

Crystal structures corresponding to local minima are called metastable. In principle, a system

prepared into a metastable state should spontaneously transition to the configuration of the global

minimum in a finite time. This implies that the system will have to move from the local minimum

to the global minimum (or to another intermediate local minimum), by going through a transition
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state, where it crosses a maximum (or a saddle point). The di�erence in energy from the starting

point to the maximum is the so-called potential barrier for the transition. The rate at which the

transition is realized depends on the ratio between the potential barrier and temperature. If the

potential barrier is su�ciently high, the transition might be inhibited altogether. The most famous

example of an infinitely long-lived metastable state is diamond. At ambient conditions the ground

state of pure carbon is graphite, but the potential barrier between diamond and graphite is so high

that diamonds are notoriously forever.

The determination of transition states and potential barriers from first-principles is a demand-

ing task, and calculations have been performed only for very simple systems [174]. A promising

approach for solid state physics is the Nudged Elastic Band method (NEB) [175], and its extension

to variable-cell calculations (VCNEB) [176], which allows one to find the minimum energy path

(MEP) between two given minima.

3.2 Phase Diagram

The most interesting parameter in the study of hydrides is pressure, and one is interested in knowing

which structure is the most stable as a function of pressure. This information is usually summarized

in the form of a phase diagram, which in general lists the most stable structure as a function of the

relevant thermodynamic variable (typically temperature and/or pressure).

At fixed composition, it is typically su�cient to list the space group to refer to a structure, and

show the transitions with di�erently colored bars, as shown in Fig. 3.3. For each pressure, the

enthalpy of possible candidates is calculated, and the lowest-enthalpy structure is determined. The

ensemble of pressures for which each structure is stable determines the phase diagram.

The composition is another interesting parameter: as the relative content of the elements in the

cell changes, one obtains a di�erent structure. This parameter introduces a complication, as one

has to display the structures as a function of composition, as summarized by their chemical formula,

e.g. H2O. Not all compositions are stable. In fact, it might be energetically more favorable for a

material to undergo a chemical reaction and decompose into structures with di�erent compositions.

To calculate the stability of a composition, one has to consider the energy (enthalpy) variation with

respect to all possible decomposition routes. For example, to establish whether H2O decomposes

into its constituent elements, H2+O2, one computes the di�erence: �HH2O = HH2O � (HH2 +

1/2HO2). The result is negative, so H2O does not spontaneously decompose into H2+O2. In this

procedure, the enthalpy for each composition (e.g. HH2O)) is that of the ground-state structure, so

for each composition the minimum of the potential energy surface should be determined.

Mathematically, the set of stable compositions is the smallest convex set that contains all other

compositions. This can be easily visualized by constructing a diagram where the enthalpy of each
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Figure 3.3: Enthalpy as a function of pressure
H(P ) and calculated phase diagram as a func-
tion of pressure for LaBH8. The colored bar
marks the pressure range at which each crystal
structure is stable. The di�erent structures are
identified by their space group.

Figure 3.4: binary convex hull for the La-H sys-
tem at 100 GPa. Red squares and orange dots
represent thermodynamically unstable and sta-
ble composition, respectively. Each point corre-
sponds to a single crystal structure.

structure is shown as a function of composition, and the convex hull containing all points is drawn,

as in Fig. 3.4. The abscissa represents the possible compositions, as defined by the LaxH(1�x)

equation, while the ordinate is the enthalpy di�erence with respect to the pure elements (formation

enthalpy). Every point represents a crystal structure, and the convex hull is the smallest line traced

between points so that all the other points are contained. This diagram allows one to see at a glance

which compositions are stable.

To reduce confusion, I will name phase diagram the fixed-composition phase diagram, and convex

hull the variable-composition phase diagram.

3.3 Methods For Crystal Structure Prediction

As discussed, crystal structure prediction consists in determining the stable structure at given

pressure conditions, knowing only the chemical formula. To tackle this formidable task, several

approaches were proposed: topological approach which constructs structures with the simplest

topology that satisfies the preexisting knowledge on their bonding pattern (e.g. assuming sp
3

hybridization) [177, 178], data mining based on correlation with other similar structures [179],

and computational optimization, which involves the explicit calculation (and minimization) of the

appropriate thermodynamic potential, and its exploration [180]. Compared to the other two, com-

putational optimization has the dramatic advantage of being completely unbiased: it makes no

assumption on the system, and has completely superseded the others. In practice, it uses an ab

initio code to calculate the energy of a given configuration of atoms, and uses an optimization

algorithm to minimize it. The problem of finding the minimum (or maximum) of a function over a
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N-dimensional space belongs to the general class of optimization problems, which have been widely

studied in computer science, mathematics, and economics, as well as physics. Over the early 2000s,

several methods have been proposed and used successfully [180]:

• Simulated annealing [44] is based on a set of random walkers that explore the potential

energy surface. At each step, the walkers have a probability of accepting/refusing a move

between two states which depends on their energy di�erence, and on temperature. In par-

ticular, if Ei+1 < Ei the move is accepted, while if Ei+1 > Ei the move is accepted if

exp(�(Ei+1 � Ei)/T ) � r, where r is a uniformly distributed random number, and T is

temperature. The commonly used approach consists in starting the calculation at high tem-

perature, and slowly reduce it throughout the calculation. The underlying idea is that at

high temperature the system melts, i.e. is allowed to visit high-energy states and overcome

potential barriers between minima. Then, if the cooling is su�ciently slow, it will crystallize

in the most stable form, i.e. reach the minimum of the potential energy surface. The main

advantage of simulated annealing is that it finds a minimum of the thermodynamic poten-

tial which is kinetically stable, meaning that the structure found is likely to remain stable

at finite temperature. However, the ideal starting temperature, and the cooling rate are not

known and in general not predictable. For instance, this algorithm was applied to alkali metal

hydrides (LiBr, LiCl), where metastable structures were predicted and later experimentally

synthesized [181–183].

• Metadynamics [184,185] was described as "filling the free energy wells with computational

sand" [45]. It is based on the assumption that a small set of numbers, called collective variables,

can be used to describe univocally the state of the system. The method uses molecular

dynamics or Monte Carlo to simulate the evolution of a system under certain thermodynamic

conditions. In addition, it introduces a penalty function in the thermodynamic potential by

adding a Gaussian function to previously-visited states. By stacking up the penalty factor

each time a state is visited, the system is forced to leave an already-visited minimum, and

to transition to a di�erent state. Once all of the possible states have been explored, the

overall shape of the potential energy surface can be reconstructed as the opposite of the total

penalty. The metadynamics approach is able, in principle, to describe not only the minima

of the potential energy surface, but also the transition states in-between two minima. In real

systems, however, other e�ects such as impurities, defects, surface states, which are too costly

to be included in the simulation, may act as nucleation sites for the transition.

• Minima hopping [186,187] aims at evolving a crystal structure in time so that it reaches the

global minimum. It combines two strategies. Starting from a local minimum, the algorithm

performs a molecular dynamics evolution with a certain temperature Ti, and the energy is
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monitored. The evolution stops after the system has visited N local minima of the potential

energy surface. Then, the system undergoes a standard structural optimization (T = 0),

bringing it to the closest minimum. Three scenarios are now possible: 1) if the system is

in the same minimum as in the previous step Ei = Ei�1 then the temperature is increased

and the molecular dynamics restarts; 2) if the system is now in a di�erent minimum which

has been visited before, the temperature is increased and the molecular dynamics restarts; 3)

if the system is in a di�erent minimum that has never been visited before then it is added

to the history, and the temperature is lowered. The main idea is to push the structure

away from already-visited minima, by gradually increasing the temperature. In this way the

system should hop from one minima to the next while going through the lowest potential

barrier. In fact, according to the Bell-Evans-Polanyi principle, the lowest-energy saddle point

of the potential energy surface corresponds to the one going towards a lower-energy minimum.

In addition, the molecular dynamics restarts with velocities in the direction in which the

curvature of the potential energy surface is small, which grants a higher probability to reach

a new minimum in a small number of steps. This method was e�ective in determining the

structure of silicon clusters [46,188], or studying gold nanoclusters [189], phosphorous hydrides

[138], and many more.

• Ab initio Random Structure Searching [190] can be summarized in three steps: 1) ran-

domly generate structures; 2) perform structural optimization to the nearest local minimum;

3) repeat until the minimum does not improve for a certain number of steps (convergence).

The structure generation can benefit from information on the system, such as excluding un-

reasonable bond lengths. This method has the advantage of being computationally very

simple and easy to implement; it is available in the AIRSS code [190]. However it is normally

less e�cient than other methods which use the information gained during the run itself to

refine the generation of new candidates. It was used successfully to predict the high-pressure

structures of silane (SiH4) [30], CaC6 [191], and solid hydrogen [65], to name a few.

• Particle-Swarm Optimization [48] is a type of genetic algorithm which mimics the be-

havior of an intelligent swarm. Each structure represents an individual of a swarm. At each

optimization step, the atomic positions within each crystal structure are changed, depending

on how much it di�ers from the one with the lowest energy. The underlying idea is that

each individual shares the information on its energy with the others, hence each member of

the swarm moves in the general direction of the global minimum, with the addition of some

degree of randomness to its trajectory. The Particle-Swarm Optimization is implemented in

the CALYPSO code, where additional features are used to improve the e�ciency of the search.

In particular, the code generates high-symmetry structures to reduce the number of degrees

of freedom of the system, and restrict the search space. In addition, similarity between struc-
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tures can be evaluated by checking the first- and second-nearest neighbor distances and bond

types. This information is used to discard quasi-identical structures, and increase e�ciency.

Particle-Swarm Optimization has been used in the prediction of crystal structures for hydrides

at high pressure [43,121,192].

• Evolutionary Algorithms are a type of optimization algorithm based on the concept of

survival of the fittest. This algorithm is implemented in two di�erent codes: XTalOpt [49] and

USPEX (Universal Structure Predictor: Evolutionary Xstallography) [47,124]. Throughout my

PhD I have extensively used Evolutionary Algorithms, as implemented in the USPEX code to

predict the stable compositions and crystal structures. Since it was my method of choice, I

will be describe it in more detail in the following section.

3.3.1 Evolutionary Algorithm for crystal structure prediction

Evolutionary algorithms are a class of optimization algorithms inspired by the biological concept of

evolution. The object which evolves is the population, i.e. a set of individuals, and the goal is to find

the individual which maximizes a fitness function. In the context of crystal structure prediction

a single set of positions and cell vectors ({~⌧i,~aj}) is an individual, and the fitness function is the

total energy (or the relevant thermodynamic quantity, if temperature/pressure are included). The

evolutionary algorithm is iterative, and each step is called a generation. The steps are summarized

below:

• Initialization: randomly generate the initial population

• Iteration: repeat the following until exit conditions are satisfied:

1. Evaluate the fitness of each individual

2. Select the N fittest individuals (parents)

3. Remove the least-fit individuals

4. Breed new individuals from mutation or crossover of the parents (o�spring)

The algorithm is conceptually simple, but its technical implementation for crystal structure

prediction is not obvious. In particular, two main questions arise: how is each individual represented

and identified? How are mutation and crossover implemented in practice? More than one choice is

possible, and led to di�erent implementations in competing software codes [47,49,193,194]. In the

following I will describe the USPEX implementation.

In USPEX, each crystal structure is represented by the collection of its fractional atomic co-

ordinates ~⌧i, and lattice vectors ~aj . The fitness is the relevant thermodynamic quantity (energy,
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enthalpy), calculated using a first-principles method (DFT or a force field). The selection of par-

ents is operated by choosing among the fittest individuals with a probability that increases with

the fitness. The child structures are produced from the parents applying three main operations:

heredity, mutation, and permutation, which will now be described.

Heredity: two unit cells are combined together to produce a new unit cell. The challenge is

to combine the two parent crystals in a meaningful way. The process, shown in Fig. 3.5 works as

follows: one of three lattice vectors ~ach is chosen randomly. Atoms in the unit cell are shifted along

the ~ach direction by a random fraction between 0 and 1. Fractional coordinates exceeding 1 are

folded back to the primitive cell by subtracting one. Then, a value x between 0 and 1 is determined

randomly, and the child structure is created by taking every atom with a coordinate projection

along ~ach which is less than x from the first parent (slice 1), and every atom with a coordinate

projection which is between x and 1 from the second parent (slice 2). Then, if there are too many

atoms, the number is adjusted by removing a few of the atoms in excess at random, while if there

are too few, one (or more) atoms are taken from one of the parent structures, and placed in the

corresponding slice.

The lattice vectors of the child structure are the weighted average of the lattice vectors of the

two parents, with a random weight.

Figure 3.5: Heredity algorithm at work. From left to right: parent 1 structure is chosen, parent
1 structure is shifted by a random amount ~ach along the z axis, and a certain value x is chosen
(green plane), parent 2 structure is chosen, atoms from one side of parent 1, and from the other
side of parent 2 are selected, and atoms in excess are removed.

Mutation: one unit cell is distorted to generate a di�erent unit cell. In particular, the lattice

vectors ~a are transformed to new vectors ~a0 by applying the deformation:

[I + ✏ij ] =

2

6664

1 + ✏11 ✏12/2 ✏13/2

✏21/2 1 + ✏22 ✏23/2

✏31/2 ✏23/2 1 + ✏33

3

7775
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The ✏ij values random numbers with a gaussian distribution with zero mean. This operation is

equivalent to applying a stress tensor  !✏ to the unit cell.

Permutation: A single individual is used to generate a new one by swapping the positions of

two atoms of di�erent types. This is done a variable number of times, and can only be done when

atoms of di�erent types are present.

The individuals generated by the three variation operators, are then tested against three hard

constraints. First, the interatomic distance cannot be less than a certain threshold, which depends

on the two atomic species and on the pressure. Second, the ↵, � and � angles between the lattice

vectors cannot be too large or too small (i.e. they cannot deviate too much from 90o). Third,

the lattice vectors cannot be shorter than a certain threshold. These three constraints ensure the

stability of the subsequent calculations, as they remove candidate structures that could give rise

to numerical errors. In addition, they reduce the size of the search space, by excluding structures

which exhibit unphysical bond lengths.

The evolutionary algorithm employing the operations described above is incredibly e�cient,

and enabled many important computational discoveries [9,39,110]. Its impressive e�ciency derives

from the fact that it exploits the locality of the interatomic interactions. The underlying idea is

that the best structures of each generation must have some local fragments in common with the

real minima. The variation operators randomly act on crystal structures that are rich in locally

optimal fragments, and re-combine them. Generation after generation, the best individuals will be

rich in locally optimal fragments, and the probability of randomly combining them in the optimal

structure will increase until convergence. Another powerful tool employed by Uspex is its fingerprint

function, i.e. numerical function which uniquely characterizes a crystal structure, based only on

information on the structure itself. The di�erence between two fingerprint functions can be used to

define an abstract distance between two structure. Uspex employs an e�ective fingerprint function

to add a penalty to the fitness of structures that have been already sampled, so that the algorithm

does not become trapped in local minima [124,195].

So far I have described the evolutionary algorithm implemented in USPEX, together with the

three main variation operators. Implicitly I assumed that the composition of my crystal was kept

fixed during the search, which allowed me to define the potential energy surface E(~⌧i,~aj). The

evolutionary algorithm thus defined allows me to determine the optimal crystal structure for a

given chemical composition. This is extremely useful for pure elements, or for systems where

one already knows the stable chemical composition from experiment. However, this is clearly an

important limitation to the goal of materials discovery.

An ambitious goal is to determine, from a given choice of atoms, which are the stable com-

positions, and for those to determine the crystal structure. This could be done, in principle, by

performing one fixed-composition calculation and determine the minimum energy for each compo-
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sition. Once this is done, one can construct the convex hull diagram, as described before. The

disadvantage of this approach is that out of hundreds of possible compositions only very few are

stable, and sampling all of them with the same accuracy is computationally very expensive, and

also extremely ine�cient. A much more e�cient approach is represented by variable-composition

search algorithms. In this case, the stable composition and the corresponding stable crystal struc-

ture are predicted simultaneously. In USPEX, the variable-composition algorithm is introduced as

an extension of the fixed-composition one, with the following changes:

• Start with random structures with random composition, which sample sparsely the phase

space of interest.

• Allow variation operators to modify also the chemical composition. This is achieved by

removing the correction for the number of atoms in the heredity operator, and by introducing

a new operator called chemical transmutation, which changes one randomly selected atom

into one of the other atomic species present. The permutation operator remains unchanged.

• The fitness function is replaced by the energy per atom minus the energy of the most stable

mixture of already sampled structures which gives the same composition.

As mentioned before, variation operators tend to mix and match locally optimal fragments. If a

stable structure for a stable composition exists, I can expect its fragments to appear not only for this

composition, but also for similar ones, causing close-to-optimal compositions to be sampled more.

Conversely, the compositions which are away from stability will tend to be discarded frequently,

and as a result will be sampled less frequently. This procedure greatly improves the e�ciency of

the algorithm, by allowing it to spend less resources to sample unstable compositions, and more on

stable ones.

The revolutionary aspect of this approach is that it allows an unbiased and unconstrained search

of stable new materials under any thermodynamic condition. The main limitation is represented

by the so-called curse of dimensionality. This expression, originally coined by Richard Bellman,

refers to the fact that in some problems the volume of the search space increases so fast that the

amount of data required to achieve statistical significance becomes too large. This principle applies

to variable-composition structural searches, and can be seen in action by considering the increase

in the number of possible compositions with the increase of number of elements.

Consider a unit cell containing N atoms, and a choice of M possible elements. The number of

possible compositions corresponds to the combinatorial problem of calculating how many noniden-

tical combinations can be made by taking N elements of out M, where each element can be taken

more than once. This follows the relation:

✓
N +M � 1

M � 1

◆
=

(N +M � 1)!

N !(M � 1)!
(3.2)
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Consider, for example, a unit cell with N = 16 atoms. In a binary system, i.e. constituted by

the combination of two elements, there are
�
17

1

�
= 17 possible compositions. In such systems, the

algorithm is normally able to identify the stable compositions and structures by a sampling about

one thousand structures. Now consider a ternary system, with the same unit cell. Using again eq.

(3.2), I get
�
18

2

�
= 153 possible compositions. In this case tens of thousands of structures have to

be sampled in order to get to a reliable result. As the number of possible compositions exhibits a

factorial increase, the exploration of quaternary (2907 combinations), or even more complex systems

is prevented by the sheer size of the search space.

The possible strategies to overcome this problem can be divided into two main categories:

1) reduce the cost of a calculation and 2) develop a more e�cient search strategy. The first

category requires a method for calculating the total energy (or enthalpy) using less computational

resources than Density Functional Theory. One way is using machine-learned interatomic potentials,

which promise to achieve an accuracy comparable to DFT at a fraction of the computational

cost [160–162]. Another possibility would be to train a deep neural network to directly estimate

the energy from the atomic configuration. The second category is more di�cult. One possibility

could be to construct a set of prototypical structures which encode the most information on the

di�erent types of bonding and compositions, to be used as the starting population. If this set

contains a few structures which are similar to the optimum, it should be able to give a variable-

composition search algorithm a significant head start. This will probably be the major challenge

in the field of crystal structure prediction for the far future.
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Chapter 4

Ab-initio Theory of

Superconductivity

In this chapter, I will give an overview of the theoretical description of superconductivity. In the

first section I will shortly discuss the Barden-Cooper-Schrie�er theory (BCS), which o�ered the first

microscopical description of superconductivity; in the second section I will describe in detail the

Migdal-Éliashberg theory, which extends BCS theory to the case of non-instantaneous interaction,

and discuss how, in combination with Density Functional Perturbation Theory, it can be used to

predict the superconducting properties of materials from first principles. I will also shortly discuss

Density Functional Theory for Superconductors (SDCFT), an alternative theory for the description

of superconductivity based on the introduction of auxiliary densities for ions and Cooper pairs.

4.1 BCS theory

The first microscopic description of superconductivity was published in 1957 by Barden, Cooper and

Schrie�er [196]. The so-called BCS theory was soon recognized to describe correctly the essential

phenomena observed in superconductors: the opening of a superconducting gap of the order of a

few tens of meV in the electronic spectrum below a critical temperature, and the isotope e�ect, i.e.

the fact that the critical temperature changes with the mass of the crystal lattice ions M following

the relation:

Tc /M
�↵ (4.1)

Where ↵ is material-dependent, but typically ↵ ⇠ 0.5. BCS theory is based on a set of assumptions.

Cooper demonstrated that two electrons outside the Fermi surface form a bound state (Cooper pair)

if an arbitrarily weak attractive interaction is present [197]. Cooper pairs are pairs of electrons of

opposite spins and momentum. BCS theory is based on the key idea that electrons near the Fermi
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surface experience an e�ective attractive interaction mediated by a boson, hence form a coherent

state of Cooper pairs.

The starting point is the BCS Hamiltonian Hbcs = H0 + Hred, where H0 is the tight-binding

Bloch Hamiltonian, and Hred is the BCS reduced hamiltonian, which describes the scattering

between electrons of opposite momentum.

H0 =
X

~k�

✏~kc
†
~k�

c~k�

Hred =
X

~k~k0

V~k~k0(c
†
�~k0#

c
†
~k0"

)(c~k"c�~k#)
(4.2)

Where c
†
~k�

and c~k� are creation and destruction operators that act on electrons with momentum
~k and spin �. The potential V~k~k0 represents the e�ective attractive interaction between electrons

with momentum ~k and ~k0, and pairs only electrons of opposite spin and momentum. In practice,

V~k~k0 can describe di�erent types of interaction mediated by a boson (phonons, spin fluctuations,

plasmons, etc.).

In conventional superconductors the attraction is a result of the polarization of the lattice,

i.e. the boson which mediates the interaction is a phonon. In the following, I will only discuss

conventional, i.e. phonon-mediated, superconductivity.

To find the ground-state of the BCS Hamiltonian, Schrie�er introduced an ansatz for the wave

function [198]

| bcsi =
Y

~k

e
g~kc

†
~k"

c†
�~k# |0i (4.3)

Where g~k is a parameter yet to be determined from variational minimization. Using the fact

that c
†
~k"
c
†
�~k#

c
†
~k"
c
†
�~k#

= 0, eq. (4.3) can be rewritten using the Taylor expansion of the exponential.

The resulting normalized wavefunction is:

| bcsi =
Y

~k

1 + g~kc
†
~k"
c
†
�~k#p

1 + |g~k|
2

|0i (4.4)

Expanding the product in eq. (4.4) one can see that  bcs has nonzero amplitude for all even

numbers of electrons. The average number of electrons N0 however depends on the choice of

g~k, with a fractional fluctuation about N0 proportional to (N0)
�1/2. One finds g~k by variational

minimization of the energy with the additional constraint that the number of electrons is fixed at

N0. The quantity to be minimized is:

h bcs|Hbcs � µN0 | bcsi =
X

~k

2(✏~k � µ)v2~k +
X

~k~k0

V~k~k0u~kv~ku~k0v~k0 (4.5)
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With u~k =
1p

1 + |g~k|
2

and v~k =
g~kp

1 + |g~k|
2

. Then, from the minimization of eq. (4.5) with

respect to u~k and v~k one finds:

u
2

~k
=

1

2

✓
1 +

✏~k � µ

E~k

◆
(4.6)

v
2

~k
=

1

2

✓
1�

✏~k � µ

E~k

◆
(4.7)

u~kv~k =
�~k

2E~k

(4.8)

E~k =
q
(✏~k � µ)2 +�2

~k
(4.9)

Where E~k is the energy spectrum of the quasiparticles in the superconducting state, which exhibits a

gap of width 2�~k, also called superconducting gap. The superconducting gap satisfies the equation:

�~k =
X

~k0

V~k~k0
�~k0

2E~k0
(4.10)

With the constraint that 2
P

~k v
2

~k
= N0. In order to obtain an explicit expression, one needs

to explicitly specify the interaction V~k~k0 . Starting from the idea that the interaction is phonon-

mediated, the approximation introduced in the original BCS paper is the BCS potential:

V~k~k0 =

8
<

:
� V < 0 for |✏~k| and |✏~k0 | < ~!c

0 otherwise
(4.11)

Where ~!c is an energy characteristic of the phonon energy scale of the system, such as the Debye

frequency !D
1. This means that the attractive potential only a�ects electrons within a shell of

±~!c of the Fermi energy. The potential V describes the electron-phonon interaction (ep). Using

the approximate V~k~k0 in eq. (4.10) one obtains an expression for the superconducting gap:

�~k =

8
><

>:

�0 = 2!c exp


�

1

N(✏F )V

�
for |✏~k| < ~!c

0 otherwise
(4.12)

Where N(✏F ) is the DOS at the Fermi level in the normal state. The product N(✏F )V is also

defined as �, i.e. the mean e-ph interaction parameter. These results can be also extended to finite

temperature, as I will now discuss. An insightful method to describe the quasiparticle excitation

energies is the one introduced by J. Valatin [199,200], which aims to find a new set of operators �†,
1The Debye frequency is a characteristic frequency of the system defined as the frequency at which the integral of

the DOS of a linear dispersion with slope c equals the number of atoms in the unit cell, where c is the sound velocity
at ! = 0
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� which create and destroy excitations that are still eigenstates of Hbcs defined in eq. (4.2). Trying

to find the exact operators results in a series up to infinite order, but a closed form can be found

by truncating it up to a certain order – in practice it is su�cient to consider linear combinations

of c† and c. One introduces the operators �† and �:

�
†
~p" = u~pc

†
~p" � v~pc�~p#R

† (4.13)

��~p# = u~pc�~p# � v~pRc
†
~p" (4.14)

Where the R
† operator transforms a N-particle state |Ni into a N+2-particle one |N + 2i, and the

R operator transforms a N+2-particle state into a N-particle one. The �†/� operators satisfy Fermi

anticommutation relations, and create/destroy non-interacting Fermion excitations when applied

to the N-particle ground state |0, Ni. Following this approach one arrives at the same result of eqs.

(4.6)-(4.9), and can write the relation:

h0, N + 2| c†~k"c
†
�~k#

|0, Ni = u~kv~k =
�~k

2E~k

(4.15)

Where |0, Ni and |0, N + 2i is the ground state of the N- and N+2 particle state. It is straightfor-

ward to introduce the e�ect of temperature by considering instead the matrix element calculated

on a thermal ensemble. Considering the diagonalized Hamiltonian: Hd =
P

~k E~k�~k�
†
~k
, and recalling

that �† creates non-interacting Fermion excitations, one has the partition function:

Z =
Y

~k

(1 + e
��E~k) (4.16)

One can invert eq. 4.13 to write c
†
~k"
c
†
�~k#

in terms of �†/�. Note that the �†�† and �� terms do not

contribute, as they create orthogonal states. Hence one can write the thermal average:

P
n hn,N + 2|u~kv~k

⇣
��~k#�

†
�~k#
� �

†
~k"
�~k"

⌘
e
��

P
~k E~k�~k�

†
~k |n,Ni

Z
= u~k(T )v~k(T ) =

�~k

2E~k

⇣
1� f~k" � f�~k#

⌘

(4.17)

The sum over n is considered to be over all possible quasiparticle excitations (see Ref. [201] for

details), and f~k" is the Fermi distribution function:

f~k =
1

1 + e

E~k
kBT

(4.18)

which here describes the expectation value of the occupation number �~k��
†
~k�

for the quasiparticles
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at temperature T . Using eq. (4.18) into eq. (4.17), one obtains:

u~k(T )v~k(T ) =
�~k

2E~k

tanh

✓
E~k

2kBT

◆
(4.19)

This enters the equation for the gap (eq. (4.10)), which becomes:

�~k =
X

~k0

V~k~k0
�~k0

2E~k0
tanh

✓
E~k

2kBT

◆
(4.20)

Again, this equation can be solved by specifying the potential V~k~k0 . Choosing the potential in eq.

(4.11), one obtains an equation for the gap as a function of temperature �(T )

1

N(✏F )V
=

Z ~!c

0

d✏p
✏2 +�2(T )

tanh

 p
✏2 +�2(T )

2kBT

!
(4.21)

The superconducting gap �0 decreases as T increases, and it becomes zero at the critical temper-

ature Tc. An analytical formula for the Tc can be obtained from eq. (4.21) in the weak coupling

limit, i.e. �⌧ 1 by imposing �(T ) = 0, and integrating by parts:

kBTc = 1.14!c exp


1

N(✏F )V

�
(4.22)

Using the same approximation on eq. (4.21) in the case of T=0 one also obtains �(T = 0), from

which the famous BCS ratio is derived:

2�(T = 0)

kBTc
= 3.52 (4.23)

Which appeared to be a universal ratio in weak-coupling superconductors. The ratio 2�(T=0)

kBTc
, also

called BCS ratio, can be used as an estimate of coupling strength, as values significantly larger

are an indication that a superconductor is in the strong coupling regime. BCS theory essentially

describes all type I superconductors, but fails for compounds with a higher Tc, which often exhibit

larger BCS ratios. From eq. (4.22) one can also justify the isotope e�ect, as the Tc is proportional to

!D, which in elemental superconductors it is proportional to the inverse square root of the atomic

mass.

BCS theory was able to explain several experimentally observed e�ects: the existence of a

superconducting gap [202, 203], and the related jump in the specific heat near the critical tem-

perature [204], as well as the e�ect of the superconducting state on the nuclear spin relaxation

time [205], and on acoustic waves propagating in the crystal [206].
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4.2 Migdal-Éliashberg Theory

Despite BCS theory being undeniably successful, the Tc equation (eq. (4.22)) fails with many

superconductors. The fault is not in the approximation needed to arrive to eq. (4.22), but rather in

the starting model, as the Hamiltonian in eq. (4.2) considers an instantaneous pairwise interaction

between electrons, which does not describe well the electron-phonon physics [207]. In particular,

the e-ph interaction causes a mass enhancement of electrons near the Fermi energy, and a finite

lifetime of electron quasiparticle states. These e�ects can be quite strong, and have to be accounted

for.

A theory which goes beyond BCS can be constructed using Feynman-Dyson perturbation theory,

including the e�ect of retardation in the interaction. This theory is based on Migdal’s theorem [23],

who showed that as long as the phonon energy scale is much smaller than the electronic one

(!D � ✏F ), high-order corrections to the vertexes can be neglected. The theory was developed by

Éliashberg [24] and is called Migdal-Éliashberg theory.

In this section I will first introduce the Migdal-Éliashberg theory of superconductivity within

the Nambu-Gor’kov formalism. I will first define the relevant quantities in the metallic state, and

then show how they are generalized to the superconducting case. The normal state of the electron

quasiparticles is described by their interacting temperature-dependent Green’s function G

G(~k, ⌧) = �hT⌧ c~k�(⌧)c
†
~k�

(0)i (4.24)

Where T⌧ is the time-ordering operator. In absence of spin-dependent interaction the spin variable

� can be omitted to make the notation more compact. As G is anti-periodic in time, its Fourier

transform is a discrete sum over Matsubara frequencies.

G(~k, ⌧) =
1

�

+1X

n=�1
exp�i!n⌧ G(~k, i!n) (4.25)

Where !n = (2n+ 1)⇡/� are the fermionic Matsubara frequencies and � = 1

T .

In addition to the electron Green’s function G, one also needs to define the analogous phonon

Green’s function D

D↵�(~q, ⌧) = �hT⌧u~q↵(⌧)u�~q�(0)i (4.26)

Where u~q↵ is a displacement operator with momentum ~q, and Cartesian component ↵, i.e. a linear

combination of phonon destruction and creation operators a
†
~qi/a~qi, with branch index i

~u~q =
X

i

� ~
2NM!~qi

�1/2
~✏~qi(a~qi + a

†
�~qi) (4.27)
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G(~k0, i!n � i!⌫)

Dµ(~k � ~k0 i!⌫)

Figure 4.1: The Feynman diagram for the electron-phonon contribution to the electronic self-energy
according to Migdal theory. The wavy line is a phonon Green’s function D with momentum ~k�~k

0

and branch index µ, and the double solid line is a renormalized electron Green’s function G. Each
vertex introduces an electron-phonon matrix element |g

µ
~k~k0 |

Where ~✏ is the phonon polarization. D is periodic in ⌧ and thus its Fourier transform is obtained

summing over bosonic Matsubara frequencies !⌫ = 2⌫⇡/�:

D↵�(~q, ⌧) =
1

�

+1X

⌫=�1
e
�i!⌫⌧D↵�(~q, i!⌫) (4.28)

The electron self-energy ⌃ is defined by the Dyson’s equation:

G(~k, i!n) = G
�1

0
(~k, i!n)� ⌃(~k, i!n) (4.29)

Migdal’s theorem guarantees that the electron-phonon part of ⌃ (⌃ep) can be expressed using

only the lowest-order Feynman diagram, shown in Fig. 4.1. In fact, it shows that higher-order

graphs that are not implicitly included in Fig. 4.1 by the use of the self-consistent Green’s function

are smaller by a factor !D/✏F , which is of the order of 10�2-10�3.

The electronic self-energy includes a contribution from the electron-phonon and one from the

electron-electron interaction. The second term is assumed to be absorbed in the electronic quasi-

particle energies ✏~k�. The residual repulsive Coulomb interaction, i.e. not causing a simple renor-

malization of the electronic spectrum, negatively a�ects the formation of electron-electron pairs in

superconductivity. Fortunately this e�ect is small, and is usually represented with the so-called

Morel-Anderson pseudopotential, as I will discuss later in this section.

The electron-phonon self energy diagram is shown in Fig. 4.1. The corresponding expression is:

⌃ep(~k, i!n) = �
1

�

X

~k0,⌫,µ

|g
µ
~k~k0 |

2
Dµ(~k � ~k

0
, i!⌫)G(~k0, i!n � i!⌫) (4.30)

Where g
⌫
~k~k0 is the electron phonon (e-ph) matrix element between two Bloch states with momentum
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~k and ~k0 and a phonon with branch µ and momentum ~k � ~k
0, and

Dµ(~q, i!⌫) =
2!~q,µ

(i!⌫)2 � !2

~q,µ

(4.31)

The calculation of the matrix element g is discussed in more detail in section 4.3. In practice, by

combining eq. (4.29) and (4.30) the normal state properties can be calculated. Before moving on,

it is useful to rewrite eq. (4.30) in term of the electron-phonon spectral function ↵
2
F , also called

Éliashberg function, which is a crucial quantity in electron-phonon theory:

⌃ep(~k, i!n) = T

X

~k0,⌫

Z 1

0

↵
2
F (~k,~k0,⌦)

N(✏F )

✓
2⌦

!2
⌫ + ⌦2

◆
G(~k0, i!n � i!⌫) (4.32)

with ↵
2
F defined as:

↵
2
F (~k,~k0,⌦) =

X

µ

N(✏F )|g
µ
~k~k0 |

2
�(⌦� !~k�~k0,µ) (4.33)

The Éliashberg function is a dimensionless measure of the amount of e-ph coupling between a

phonon of energy ⌦, and momentum ~k � ~k
0, and two electrons with momentum ~k and ~k0.

In order to describe the superconducting state, each of the quantities so far defined in the

normal state has to be generalized to the superconducting phase. In essence, this generalization

constitutes Éliashberg theory. The generalization of eq. (4.24) can be written in a compact way

using the notation introduced by Nambu [208]. The superconducting state will be characterized by

a generalized Green’s function Ĝ:

Ĝ(~k, ⌧) = �

0

@ hT⌧ c~k"(⌧)c
†
~k"
(0)i hT⌧ c~k"(⌧)c ~�k#(0)i

hT⌧ c
†
�~k#

(⌧)c†~k"(0)i hT⌧ c
†
�~k#

(⌧)c�~k#(0)i

1

A (4.34)

Intuitively it can already be observed that while G only propagates electrons, the o�-diagonal term

of eq. (4.34), also called anomalous Green’s function F , creates or destroys pairs of electrons. The

o�-diagonal term is nonzero only below the superconducting critical temperature —above Tc, Ĝ

becomes identical to G, and the normal state is recovered.

The self-energy for the generalized Green’s function Ĝ is still defined by Dyson’s equation

Ĝ
�1(~k, i!n) = Ĝ

�1

0
(~k, i!n)� ⌃̂(~k, i!n) (4.35)

At this point it is useful to expand the self-energy ⌃̂ in a basis of Pauli matrices, which constitute

a complete and orthornomal set:

⌧̂0 =

0

@1 0

0 1

1

A ,⌧̂1 =

0

@0 1

1 0

1

A ,⌧̂2 =

0

@0 �i

i 0

1

A ,⌧̂3 =

0

@1 0

0 �1

1

A , (4.36)
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The self-energy thus re-written takes the general form:

⌃̂(~k, i!n) = i!n

h
1� Z(~k, i!n)

i
⌧̂0 + �(~k, i!n)⌧̂3 + �(~k, i!n)⌧̂1 + �̄(~k, i!n)⌧̂2 (4.37)

Where Z, �, �, and �̄ are four independent and, in principle, arbitrary functions. The generalized

Green’s function can be written in the same way.

Ĝ(~k, i!n) =
⇥
i!nZ ⌧̂0 � (✏~k + �)⌧̂3 � �⌧̂1 � �̄⌧̂2

⇤
/ det(Ĝ�1) (4.38)

The physical meaning of Z, �, �, and �̄ can be deduced from eq. (4.38): Z is the electron quasipar-

ticle mass renormalization, � is a phonon-induced shift in the ground-state electron quasiparticle

energies ✏~k, while � is the order parameter for the superconducting state (i.e. the density of Cooper

pairs). Z and � are determined by the normal-state self-energy, and are present both above and

below Tc, while � is characteristic of the superconducting state, and is non-zero only for T < Tc.

The next step is to rewrite the self-energy Feynman diagram for the anomalous Green’s function.

In Fig. 4.1 I only considered the electron-phonon interaction. For the sake of simplicity, I will neglect

the contribution of impurities (non-magnetic and paramagnetic), which leaves only the contribution

of electron-phonon and Coulomb interaction. The electron-phonon part can be directly generalized

by considering ⌧̂3Ĝ⌧̂3 instead of G in eq. (4.30).

At this point, it is useful to separate the summations in ~k into a sum over angular functions

J , and an integral over energies ✏, following the procedure described by Allen and Mitrovic [207].

Assuming that there is a complete and orthonormal set of functions F such that

X

~k

FJ(~k)FJ 0(~k)�(✏~k � ✏) = �JJ 0N(✏) = �JJ 0

X

~k

�(✏� ✏~k) (4.39)

Where N(✏) is the Density of States. In the case of a spherical energy surface these are spherical

harmonics, and for a general case they are named Fermi surface harmonics [209], and will depend

on the specific Fermi surface. It follows that a generic function A(~k) can be written as

A(~k) =
X

J

AJ(✏)FJ(~k) (4.40)

The benefit of this approach is that it permits a more intuitive reasoning in terms of energy scales.

Using this notation, it is useful to rewrite the generalization of the electron-phonon term of the

self-energy ⌃̂ep:

⌃̂ep(✏, i!n, J) = T

X

J0,⌫

Z 1

�1
d✏

0 N(✏0)

N(✏F )

Z 1

0

d⌦↵2
FJ,J0(✏, ✏0,⌦)

2⌦

!2
⌫ + ⌦2

⌧̂3ĜJ 0(✏0, i!n � i!⌫)⌧̂3

(4.41)
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When discussing the normal state it was assumed that part of the Coulomb interaction was

already included in the renormalization of the electronic eigenenergies ✏~k, hence is already included

in the diagonal part of Ĝ. In the treatment of the superconducting state the quantity to be

considered is the residual Coulomb interaction, i.e. the o�-diagonal part of the electronic self-

energy. Although the Coulomb interaction is in general strong, its contribution to the o�-diagonal

part of the self-energy is quite small, and can be recast into a small parameter using the so-called

Morel-Anderson approximation [210]. The main idea is to exploit the fact that the energy scale of

superconductivity is much smaller than that of Coulomb interaction. So one introduces a cuto�

energy !cut on the Matsubara frequencies, and shows that

• For !n > !cut the Coulomb interaction is the only relevant term in the self-energy ⌃̂. Since

this term is the dominant one, this sum can be performed separately from the others by

introducing a Coulomb pseudopotential which incorporates the sum

• For !n < !cut the Coulomb interaction does not depend significantly on energy, and can be

regarded as constant and isotropic

Using these approximation, the residual Coulomb interaction can be written as:

⌃̂C(i!n) = �T

|!n0<!cut|X

J 0,n0

µ
⇤(!cut)

Z 1

�1
⌧̂3Ĝ

od
J 0 (✏, i!n0)⌧̂3 (4.42)

Where µ
⇤ is a constant, named the so-called Morel-Anderson pseudopotential [210], as it describes

the residual Coulomb interaction between Cooper pairs, accounting for the e�ect of screening and

retardation. In real materials, µ⇤ is typically found to be between 0.08 and 0.20. A more detailed

derivation of eq. (4.42) is given in Appendix B.

At this point, a common approximation is to remove the energy dependence from eq. (4.41).

This approximation is justified by the argument that we wish to know the self energy ⌃J(✏, i!n)

with ✏ and !n within !D of the Fermi energy. ↵
2
F (J,H 0

, ✏, ✏
0
,⌦) is bound in ⌦, and thus it its

integral in ✏ is important only in a small range around ✏F . Except for extremely narrow bands, the

DOS N(✏) is also approximately constant in this range, hence this approximation is referred to as

constant DOS approximation. Thus one approximates eq. (4.41) as:

⌃̂ep(i!n, J) = T

X

J 0,⌫

Z 1

0

d⌦↵2
FJ,J0(⌦)

2⌦

!2
⌫ + ⌦2

Z 1

�1
⌧̂3ĜJ0(✏0, i!n � i!⌫)⌧̂3 (4.43)

The ✏ integral over Ĝ in eq. (4.42) and (4.43) can be evaluated using eqs. (4.37) and (4.38),
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with the consideration that the implicit dependence on ✏ of Z, � and � is negligible. The result is

Z 1

�1
d✏

0
ĜJ 0(✏0,!0

n) = �⇡
X

~k

2

664
i!n0Z(~k, i!n0)⌧̂0 + �(~k, i!n0)⌧̂1⇢h
!n0Z(~k, i!n0)

i2
+ �(~k, i!n0)2

�

3

775

1/2

FJ(~k)�(✏F � ✏~k)

N(✏F )
(4.44)

Then, by combining eqs. (4.38), (4.41), and (4.42), and det(Ĝ�1) = (i!nZ)2 � (✏~k + �)2 � �2 one

obtains a set of three equations to be solved self consistently (the gauge with �̄ = 0 is chosen),

named Éliashberg equations. Within the constant DOS approximation of eq. (4.43), the coe�cient

for ⌧̂3 becomes zero, hence the third equation is �J(i!n) = 0 [211].

ZJ(i!n) = �J0 +
⇡T

|!n|

X

n0

�J0 (n� n
0) sign(!n)sign(!n0) (4.45)

�J(i!n) = ⇡T

X

J 0n0

[�J,J0(n� n
0)� µ

⇤(!co)]
�J 0(i!n0)

|!n0 |
(4.46)

Where

�J 0(i!n0) =
�J(i!n)

ZJ(i!n)
(4.47)

is the superconducting gap, and

�JJ 0(n� n
0) =

Z 1

0

d⌦↵2
FJJ 0(⌦)

2⌦

(!n�n0)2 + ⌦2
(4.48)

is the electron-phonon interaction function. Equations (4.45)–(4.46) are the two most important

equations which take into account all the details on the electronic and phonon spectrum. The

only substantial approximation was done in neglecting the possibility that Coulomb e�ects could

enhance the Tc through plasmonic e�ects. Through the solution of the two integral equations as

a function of temperature, one obtains the superconducting gap �, and the mass-enhancement

parameter Z along the imaginary axis, whence their analytic continuation onto the real axis can

be calculated. The Migdal-Éliashberg equations in J-space are simpler than their equivalent in
~k-space, and present a computational advantage, as typically only few J values are needed to

accurately describe the superconducting gap [212].

The equivalent Migdal-Éliashberg equations in ~k space can be obtained from eq. (4.40), and

are [211]:

Z(~k, i!n) = 1 +
⇡T

|!n|

X

~k0n0

�(✏~k0 � ✏F )

N(✏F )
⇥ �(~k,~k0;n� n

0)sign(!n)sign(!n0) (4.49)

Z(~k, i!n)�(~k, i!n) = ⇡T

X

~k0n0

�(✏~k0 � ✏F )

N(✏F )|!n0 |
⇥

h
�(~k,~k0;n� n

0)� µ
⇤(!co)

i
�(~k0, i!n0) (4.50)

47



4.2.1 Isotropic gap equations

In most cases, the superconducting gap is fairly isotropic with a few notable exceptions, such as

MgB2 or CaC6 [213, 214]. Once the approximation of isotropy is made, i.e. it is assumed that the

superconducting gap is uniform in ~k-space, the Éliashberg equations (eqs. (4.49), (4.50)) become

largely simplified, without significant loss in accuracy. Assuming that the gap is isotropic, one can

eliminate all sums over ~k-space and substitute them with the corresponding average value.

�(~k, i!n) = h�(i!n)iFS (4.51)

Z(~k, i!n) = Z(i!n) (4.52)

and eqs. (4.49), (4.50) become:

Z(i!n) = 1 +
1

|2n+ 1|

X

n0

[�(n� n
0)] sign(!n)sign(!n0)

�(i!n)Z(i!n) =

|!n0 |<!cutX

n0

1

|2n0 + 1|
[�FS(n� n

0)� µ
⇤]�(i!n)

(4.53)

The elimination of the integrals over the Fermi surface represents an enormous advantage in the

numerical solution of these two equations.

4.2.2 Approximate solution: McMillan/Allen-Dynes formula

If one is only interested in the critical temperature, the Migdal-Éliashberg equations can be solved in

a linearized form. Excellent approximate equations for Tc have been discussed in the literature. The

most famous is the McMillan formula, as it is quoted by Allen and Dynes at the start of Ref. [61].

The formula was originally derived semi-empirically by McMillan in 1968 [62], and modified in

1975 by Allen and Dynes to correctly reproduce the Éliashberg limit for large values of � [61]. The

formula is:

Tc =
!log

1.2
exp


�1.04(1 + �)

�(1� 0.62µ⇤)� µ⇤

�
(4.54)

where

� = 2

Z 1

0

d⌦
↵
2
F (⌦)

⌦

!log = exp

✓
2

�

Z 1

0

d⌦↵2
F (⌦)

ln(⌦)

⌦

◆ (4.55)

The equation, in its original form, can be derived from the real-axis continuation of eqs. (4.49) and

(4.50), by assuming that �(n�n0) is constant for small n and n
0, and zero whenever 2⇡(n+1/2)Tc �
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!D. The result has a functional form similar to eq. (4.54), and was later adjusted by McMillan

to match the numerical solution of the isotropic Éliashberg equations for a model ↵2
F , hence the

semi-empirically. The formula is very accurate for values of � up to around 1.5, while for higher

values it starts to underestimate the Tc [61].

As mentioned McMillan/Allen-Dynes equation is very transparent with respect to its param-

eters: !log, �, and µ
⇤. !log is a logarithmic average of the phonon frequency, weighted by the

Éliashberg function, which in the formula appears as a pre-factor. High-energy phonons are, in

fact, crucial ingredient for conventional superconductivity. � is the integral of the Éliashberg func-

tion times the inverse frequency, i.e. a measure of the total electron-phonon coupling strength. As

a consequence of the inverse frequency dependence, high-frequency modes tend to contribute less,

and low-energy modes tend to contribute more. The e�ect of µ⇤ is to decrease the Tc by e�ectively

decreasing � in the denominator of the exponential. Its e�ect is more important in weakly-coupled

superconductors, as the Tc in eq. (4.54) increases steeply when � goes from 0 to 1.5, while increasing

less for higher values.

In the case of strong coupling the Tc, the critical field, and the gap at T = 0 deviate significantly

from the BCS values. An approximate generalization the for 2�0/kBTc ratio to the strong-coupling

regime was introduced by MitroviÊ et al. [215,216], who found

2�0

kBTc
= 3.53

"
1 + 12.5

✓
Tc

!log

◆2

ln

✓
!log

2Tc

◆#
(4.56)

Hence, the deviation of the 2�0
kBTc

from 3.53 can be used to evaluate whether a superconductor is in

the strong-coupling regime.

An insightful approximate formula for � in transition metals was presented by Hopfield in

1969 [217]:

� =
N(✏F )

M

h|g|
2
i

h!2i
(4.57)

Where h!2
i is the mean phonon frequency, M is the ion mass, N(✏F ) is the DOS at the Fermi

level, and h|g|2i is the average matrix element. Eq. (4.57) also has the merit of being extremely

transparent. It suggests that in order to increase the e-ph coupling, one has to either increase

the DOS at the Fermi level or the matrix elements. On the other hand the ion mass does not

significantly a�ect �, as a decrease in M is compensated by an increase in h!2
i.

4.3 Ab-initio Calculations

The solution of Éliashberg equations, eqs. (4.49) and (4.50) (or their isotropic version), requires the

prior knowledge of the Éliashberg function. At the time when Migdal-Éliashberg theory was devel-

oped, the quantities needed by the theory could not be computed from first principles. Typically
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the Éliashberg function would be extracted from tunneling experiments. A formidable result of the

last twenty years, was the implementation of first-principles methods based on Density Functional

Theory and its extensions to compute the ground-state properties of electrons, phonons and the

electron-phonon coupling. In Fig. 4.2 I show a summary of the quantities required by Migdal-

Éliashberg theory, and the computational method with which it can be computed. In the following,

I will shortly discuss Density Functional Theory and its extension, and specify how the relevant

quantities are computed.

Figure 4.2: Summary of each quantity required by Migdal-Éliashberg theory, and the corresponding
method based on DFT to calculate it from first principles.

Electronic Spectrum To describe the electronic spectrum, one can use the eigenenergies ✏i of

the Kohn-Sham wavefunctions �i, which are obtained as solution of the Kohn-Sham self-consistent

equations, within Density Functional Theory (DFT). In this section I will briefly introduce how the

Kohn-Sham eigenenergies are computed.

The starting point is the all-electron Hamiltonian within the Born-Oppenheimer approximation,

which states that the dynamics of electrons and ions can be decoupled due to the very large mass

disparity [218].

H = Te + Vee + Vei (4.58)
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Where

Te = �
1

2

NX

i=1

r
2

i (4.59)

Vee =
1

2

X

i 6=j

e
2

|~ri � ~rj |
(4.60)

Vei = �
X

i,I

ZIe
2

|~ri �RI |
(4.61)

In principle, all the information on the N-electron system can be obtained by solving the

Schrödinger’s equation for the N-electron Hamiltonian of eq. (4.58), i.e. determining the eigen-

functions and the eigenvalues. Finding an exact solution for a large number of electrons, however,

is practically impossible. DFT consists in transforming this problem into the one of identifying the

functional form of the electron density n(~r), i.e. the probability of finding one of the N electrons

in the point ~r. DFT is based on the Hohenberg and Kohn theorems [169]. The first theorem states

that in a system of N interacting electrons subject to an external potential Vext(~r, ~R), with a given

ground-state electron density nGS(~r), the external potential Vext is unique up to an additive con-

stant. In the context of condensed matter, typically Vext is the electron-ion potential (Vei), and ~r

and ~R represent all the electronic and ionic coordinates, respectively (omitting the indexes for each

electron/ion). A given nGS uniquely defines Vext, which uniquely defines the N-electron Hamilto-

nian. The second theorem states that the Hamiltonian and the ground-state wavefunction can be

written as unique functionals of the electron density, and the total energy of the electronic ground

state, which is also a functional of the electron density nGS , is variational in n, hence E [n] � EGS ,

and E [n] = EGS only if n = nGS .

The next step is to introduce an auxiliary system of N noninteracting electrons. This con-

struction was introduced by Kohn and Sham [170]. Since the electrons in the auxiliary system are

noninteracting, one can write the N-electron wavefunction in terms of single-particle states, also

named Kohn-Sham orbitals. Kohn and Sham orbitals will obey the Schrödinger equation:

✓
�
1

2
r

2 + vscf (~r)

◆
�i(~r) = ✏i�i(~r) (4.62)

Where �i are the Kohn-Sham single-particle wavefunctions, and vscf is an external potential such

that the ground-state electron density of the Kohn-Sham system is the same as the one of the real

system. vscf is defined as

vscf [n(~r)] =
e
2

2

Z
n(~r)n(~r0)

|~r � ~r0|
d
3
rd

3
r
0 +

�Exc[n(~r)]

�n(~r)
+
X

I

Z
ZIe

2

|~r � ~RI |
d
3
r (4.63)
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Exc is the so-called exchange-correlation energy, which is defined as:

E[n] = T
0

e [n] + EH [n] + Eei[n] + Exc[n] (4.64)

Where E is the exact energy of the N -electron system, T 0

e is the kinetic energy of N noninteracting

electrons, EH is the Hartree energy, and Eei is the electron-ion energy. In other words, Exc includes

all terms that are not included in the others, for which one does not have an explicit expression.

In principle, if one knew an exact expression for Exc, the solution of the Kohn-Sham equations

would be exact. In practice, one needs to introduce an approximation to Exc, such as the so-called

Local Density or Generalized Gradient approximations [170,219]. Equations (4.62) and (4.63) can

be solved self-consistently together with the relation between Kohn-Sham orbitals and the electron

density:

n(~r) = 2

N/2X

i=1

|�(~r)|2 (4.65)

From a solution of the Kohn-Sham equations, one obtains the ground-state electron density, and

the eigenvalues of the Kohn-Sham system ✏i. It is important to underline that these are not the

eigenvalues of the interacting electron system. In practice, however, the Kohn-Sham eigenvalues

were found to reproduce exceptionally well the electronic structure of real materials. Hence, the

Kohn-Sham eigenenergies can be used to described the dressed electron eigenenergies ✏~k.

Phonon Spectrum Within the Born-Oppenheimer approximation, the total energy of the elec-

trons is a parametric function of the ionic position through the potential vext(~r, ~R). Hence the total

energy of the N-electron system E(~R) is referred to as the Born Oppenheimer energy surface.

Within this approximation, the equilibrium geometry of the system is given by the condition

that all the forces acting on the nuclei vanish, i.e.

~FI = �
@E(~R)

@ ~RI

= 0 (4.66)

If the system is in its equilibrium geometry, one can calculate the frequency of the ionic os-

cillations about their equilibrium positions by computing the higher-order derivatives of the total

energy with respect to the ionic displacements @ ~RI . The harmonic approximation consists in trun-

cating this to the second-order derivatives. The Hellman-Feynman theorem states that the first

derivatives of the energy can be computed by evaluating the perturbed Hamiltonian on the un-

perturbed wavefunctions – or equivalently of the electron density – while the second derivatives

require the second derivatives of the Hamiltonian, and the first derivatives of the wavefunctions,

i.e. their linear response to a distortion of the nuclear geometry. The procedure of obtaining the

linear response of the electron density in the framework of Density Functional Theory is referred
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to as Density Functional Perturbation Theory, or DFPT. A detailed review of this method was

published by S. Baroni [220].

The main advantage of DFPT is the fact that the responses to perturbations with di�erent

wavelengths are decoupled, i.e. one writes a momentum-dependent perturbation @
~q
I,↵

@
~q
I,↵ =

X

l

e
i~q ~R0

l,I
@

@uI,↵
(4.67)

Where I indicates the atom in the basis, l the unit cell, ↵ the cartesian component. In the case of

phonons, uI,↵ is the displacement of the I-th atom in the basis in the ↵ direction.

This presents a substantial advantage in the calculation of phonons, as the computational work-

load is independent on the phonon wavevector ~q, which enters the equations as a phase factor.

Given a phonon with an arbitrary wavevector ~q, its frequency can be calculated by solving the

secular equation

det

����
1

p
MIMJ

C̃
↵�
IJ (~q)� !~q

���� = 0 (4.68)

Where ↵ and � indicate the Cartesian components, and I and J indicate the atoms in the unit

celll. C̃
↵�
IJ (~q) is the dynamical matrix defined as

C̃
↵�
IJ (~q) =

1

Nc
@
�~q
I,↵@

~q
J,�E (4.69)

Where Nc is the number of unit cells in the crystal.

Electron-phonon matrix elements The screened electron-phonon matrix element g
µ
~k,~k+~q

that

appears in eq. (4.33) can be calculated within DFPT as the variation up to linear order of the

Kohn-Sham self-consistent potential vscf with respect to a collective lattice displacement:

g
µ
~k,~k+~q

=
X

I,↵

s
~

2MI!~q,µ
⌘
~q⌫
I,↵ h�~k| @

~qµ
I,↵vscf |�~k+~qi (4.70)

Where ⌘ is the eigenvector of the phonon with momentum ~q and branch ⌫ with components I and

↵ relative to the atom in the basis and cartesian component. Both the Kohn-Sham wavefunctions

�~k and �~k+~q have the Fermi energy ✏F .

Using eq. (4.70) the Éliashberg function can be computed as:

↵
2
F (~k,~k + ~q,⌦) = N(✏F )

3NX

µ=1

|g
µ
~k~k+~q

|
2
�(⌦� !~q,µ) (4.71)
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Within the isotropic approximation the average of ↵2
F over the Fermi surface is used:

↵
2
F (⌦) = N(✏F )

3NX

µ=1

Z
d
3
k

(2⇡)3
|g

µ
~k~k+~q

|
2
�(⌦� !~q,µ)�(✏� ✏~k)�(✏� ✏~k+~q) (4.72)

Knowing the electron eigenenergies ✏~k, the phonon eigenenergies !~q,µ, and the electron-phonon

spectral function ↵
2
F , the Éliashberg equations can be solved.

Comparison with experiments The ab initio calculation of the e-ph matrix elements proved

to be extremely successful. This method was first tested on elemental solids by comparing the

calculated ↵
2
F , � and Tc (using the McMillan formula) with the experiments, and was found to

be in excellent agreement [221]. In 2001, after superconductivity at 39 K in MgB2 was discovered

[22], the ab initio calculation of the e-ph coupling was paramount to understand the origin of its

superconducting properties [27,222,223].

Wannier Interpolation The evaluation of the Éliashberg function from eq. (4.71) is not di�cult.

It is, however, impaired by technical challenges. Regardless of the method chosen, the electron-

phonon matrix elements must be integrated over reciprocal space in the vicinity of the Fermi surface,

with a double �-function. This integral is extremely sensitive to the details of the Fermi surface,

and its accurate estimation requires an extremely fine sampling of reciprocal space. Calculations

of superconductive properties remain computationally quite expensive: numerical convergence may

require sampling several millions of ~k points [224, 225]. In recent years, this problem was partly

overcome by exploiting Wannier functions to interpolate the electron-phonon matrix elements from

coarse to fine grids, rather than calculating them [211,226,227].

The transformation from the Bloch to the Wannier basis is a Fourier transform:

hm~R| =
X

n~k

e
�i~k ~R

Unm,~k hn
~k| (4.73)

Where n and m are band indexes, ~R is a lattice vector, hn~k| indicates a Bloch state, and hm~R|

indicates a Wannier function. WFs are orthonormal if Unm,~k is unitary, but the choice of U is

otherwise arbitrary. This freedom arises from the arbitrariness in the definition of the Bloch state

h~̃k| = e
i�(~k)

h~k|, and implies that the choice of Wannier functions is not unique. A convenient choice

of Unm is the one leading to the Maximally Localized Wannier functions (MLWFs), i.e. those that

minimize the spread ⌦ in the home unit cell:

⌦ =
X

n

⇥
h0n| r2 |0ni � | h0n| r |0ni |2

⇤
(4.74)

Similarly, maximally localized phonon eigenmodes can be defined as displacements of individual
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ions, exploiting the fact that the cell-periodic part of the phonon eigenmodes has the same freedom

as the Unm matrix.

The interpolation is based on the fact that the variation of the self-consistent potential �vscf of

eq. (4.67) can be rewritten in terms of its gradient in real space, which in metals typically decreases

exponentially with distance from each atom, due to screening.

Hence, one writes the transformation from the ep matrix element g
µ
~k,~k+~q

of eq. (4.70) to the

Wannier representation (omitting band and phonon branch indices):

g~Re
~Rp

=
1

Ne

X

~k,~q

e
�i(~k ~Re+~q ~Rp)U

†
~k+~q

g~k,~k+~qU~k(M0/Me)
1/2
✏̂
�1

~q,p (4.75)

Where g
mn,⌫
~Re

~Rp
is the e-ph matrix element in real space between an electron with band index m in

localized at the origin, an electron with band index n localized in the unit cell ~Re, and a phonon

with branch index ⌫, localized in the unit cell ~Rp

g
mn,⌫
~Re

~Rp
= hm0e|r⌧⌫,pvscf (~r) |nRei (4.76)

Equation (4.76) justifies the e�ectiveness of Wannier interpolation. By construction, electronic and

phonon functions are spatially localized. Therefore, whenever ~Re or ~Rp are su�ciently distant

from the origin ~0e, the whole matrix element will vanish. In particular, when both the electronic

Wannier function and the spatial phonon perturbation vanish, the ep matrix element also will. This

implies that using the Wannier representation, a relatively small supercell is su�cient to accurately

describe g at any point in space.

Using the Wannierized form of the ep matrix element, one can interpolate it back to any point

in reciprocal space. This allows to e�ciently evaluate g over millions of ~k points. Conceptually,

the procedure is identical to a Fourier interpolation:

1. Start from a function f̃(~k), calculated on a coarse grid

2. Compute its Fourier antitransform f(~r) =
X

~k

e
i~k~r

f̃(~k) using points on the coarse grid

3. Compute the transform of the antitransform, to re-obtain the original function, now on an

arbitrarily dense ~k-grid: f̃(~k) =

Z
e
�i~k~r

f(~r)d3r

The details on the implementation of the interpolation scheme for g do not add much to the

discussion. For a complete review I refer to Ref. [228] for MLWFs, and to [226, 227] for Wannier

interpolation of electron-phonon interactions.
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4.4 Superconducting Density Functional Theory

Density Functional Theory for superconductors, sometimes also referred to as SCDFT, is an alter-

native approach to calculate the superconductive properties of materials from first principles. It

was first presented by Oliveira and Gross in 1988 [229], and first implemented in 2005 by M. Lüders

et al. [230, 231]. It has been already used successfully to calculate the superconducting proper-

ties of simple metals [231], and was shown to exhibit accuracy comparable to Migdal-Éliashberg

theory [232,233].

In its essence, SCDFT is an extension of DFT which can describe the formation of an anomalous

density. This requires the following changes to the standard DFT formalism:

• The electronic and ionic degrees of freedom are considered simultaneously: the starting Hamil-

tonian includes the electronic kinetic energy, the electron-electron interaction, the electron-

ion interaction, the ion-ion interaction, and the ionic kinetic energy. In principle this is even

beyond the Born-Oppenheimer approximation, although in practice the Born-Oppenheimer

surface is used to approximate the e�ective potential for nuclei [234].

• Three independent densities are introduced: the electron density n(~r), the anomalous density

�(~r,~r0), and the nuclear density �(R), where R refers to all ionic degrees of freedom. In the

spirit of the Hohenberg and Kohn theorems, the three densities are associated to three cor-

responding potentials: v
e
ext(~r) for the electron density, �ext(~r,~r0) for the anomalous density,

and v
n
ext(R) for ions. All observables are functionals of the three densities. Following the

standard notation, I write the functional dependence as squared brackets, i.e. f [x(~r)] means

that f is a functional of x(~r).

With these premises, it is possible to demonstrate that a grand canonical potential ⌦[n,�,�], which

is a functional of the three densities, is minimized by the ground-state densities. ⌦ is:

⌦[n,�,�] = F [n,�,�] +

Z
d
3
rn(~r) (veext(~r)� µ)

�

Z
d
3
r

Z
d
3
r
0 (�(~r,~r0)�⇤

ext(~r,~r
0) + �(~r,~r0)⇤�ext(~r,~r

0)) +

Z
d
3
R�(R)vnext(R)

(4.77)

Where µ is the chemical potential and F [n,�,�] is an universal functional defined as:

F [n,�,�] = T
e[n,�,�] + T

n[n,�,�] + U
en[n,�,�] + U

ee[n,�,�]�
1

�
S[n,�,�] (4.78)

Analogously to DFT, one can define an auxiliary Kohn-Sham system, and an e�ective Kohn-Sham

potential, which is equivalent to formally replacing v
e
ext, �ext and v

n
ext of eq. (4.77) with their
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Kohn-Sham counterpart v
e
s , �s and v

n
s . The auxiliary system has universal functional Fs[n,�,�]:

Fs[n,�,�] = T
e
s [n,�,�] + T

n
s [n,�,�]�

1

�
Ss[n,�,�] (4.79)

The relationship between Fs and F is obtained by introducing the exchange-correlation functional

F [n,�,�] = Fs[n,�,�] + Fxc[n,�,�] + E
ee
H [n,�] + E

en
H [n,�] (4.80)

The electron-electron Hartree energy E
ee
H now includes the regular Hartree term, plus a contribution

from the anomalous density, while the electron-ion Hartree energy E
en
H contains the classical part

of the interaction and E
en
H .

Analogously to standard DFT, the solution of SCDFT is found by minimizing the Kohn-Sham

grand-canonical potential to find the ground-state Kohn-Sham wavefunctions. This is achieved by

solving self consistently a set of three di�erential equations, one for nuclei and two for supercon-

ducting electrons:

"
�

X

↵

r
2

↵

2M
+ v

n
s (R)

#
�l(R) = ✏l�l(R)


�
r

2

2
+ v

e
s(~r)� µ

�
un~k(~r) +

Z
d
3
r
0�s(~r,~r

0)vn~k(~r
0) = Ẽn~kun~k(~r)

�


�
r

2

2
+ v

e
s(~r)� µ

�
vn~k(~r) +

Z
d
3
r
0�⇤

s(~r,~r
0)un~k(~r

0) = Ẽn~kvn~k(~r)

(4.81)

Where un~k and vn~k are the particle and hole amplitudes, respectively. The second and third

equations can be solved in the decoupled approximation: un~k(~r) ⇡ un~k�n~k(~r), where � are the

solutions of the normal-state Kohn-Sham equations. Within this approximation, the energy Ẽ

follows the equation Ẽn~k = ±

q
✏
2

n~k
+ |�n~k|

2, which allows one to interpret the pair potential � as

the superconducting gap.

The main di�culty in implementing SCDFT reliably is finding suitable approximations for the

exchange-correlation functional, which must also correctly include the dependence on the anoma-

lous density, the electron-phonon interactions, as well as the Coulomb correlation. Few existing

approximations are based on many-body perturbation theory, and were used successfully by Lüders

et al. [230,231].

According to the latest benchmarks available, DFPT + Migdal-Éliashberg theory and SCDFT

have comparable accuracy in all the conventional superconductors tested [232,233].
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4.5 Other E�ects

In this section I will shortly mention other research areas that are relevant to the topic of ab initio

calculations of superconducting properties, which I did not touch in this thesis and hence I did not

discuss in depth. All these e�ects can a�ect to some extent the calculation of the superconducting

properties discussed in this chapter, and represent current areas of research and developments.

Beyond Migdal-Éliashberg Albeit widely applicable, Migdal’s theorem fails for materials in

which the phonon energy scale is comparable with the Fermi energy, i.e. !D ⇠ ✏F . In this case, the

theory has to include higher-order nonadiabatic corrections such as vertex corrections and cross-

phonon scattering. The interested reader may refer to the following references [235–237]. Another

aspect which goes beyond current implementations of Migdal-Éliashberg theory is the so-called

full-bandwidth Migdal-Éliashberg, which consists in the removal of the limitation to electrons at

the Fermi surface, which had been discussed in Section 4.2.

Anharmonicity An important area of research involves the description of anharmonicity, i.e.

higher-order e�ects which go beyond the harmonic approximation for lattice vibrations. An-

harmonic e�ects were shown to be important in several classes of materials, including superhy-

drides [133, 143, 238–240]. The importance of anharmonicity to describe e�ects such as thermal

expansion and thermal conductivity was long known [241], but only in the last decade ab initio

codes to calculate the anharmonic properties of solids were developed. They are based either on the

so-called frozen-phonon approach, or the self-consistent harmonic approximation. The interested

reader can refer to a review of the frozen-phonon methods [242], and the stochastic self-consistent

harmonic approximation [243].

Other mediators As mentioned earlier in the chapter, phonons are only one of the many bosons

which are present in crystalline materials, any of which may in principle mediate superconductivity.

In particular, research e�orts have focused on plasmons [244,245] and spin fluctuations [246].

Current Developments in ab-initio Theory of Superconductivity Current developments

are going in the following directions

• Improvement in the e�ciency of available codes, as calculations are typically limited to sys-

tems with less than 20 atoms. The development of the EPW code [159, 227], as well as the

implementation of Helmholtz-Fermi-surface harmonics [212] go in this direction.

• Improvement of the accuracy of ab-initio methods for conventional superconductors. Current

implementations of codes which solve the Migdal-Éliashberg equations rely on the constant
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DOS approximation and on Migdal’s theorem. Approaches that go beyond these two ap-

proximations have been already presented in the literature, but are not implemented in the

commonly-used codes for ab initio calculations [235, 236]. The numerical solution of the

Migdal-Éliashberg equations beyond the constant DOS approximation (i.e. full-bandwidth

Migdal-Éliashberg), is currently under development [159, 237]. The inclusion of nonadiabatic

electron-phonon coupling as a future development in SCDFT has being discussed [159].

59



Part II

Part II: Results and Discussion
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Chapter 5

Sodalite-like Yttrium Hydride

Clathrates

In this chapter I will discuss the superconducting properties of two sodalite-like hydrides

with YH6 and YH10 composition [7], and the onset of the dynamical instability at low

pressure. YH6 and YH10 are both high-Tc superconductors, characterized by a peculiar

host-guest structure which resembles sodalites, hence the name. The guest atom (yttrium)

provides the charge and volume occupation which stabilizes the hydrogen sublattice, which

forms a quasi-spherical polyhedron around it. This study was performed in 2019, shortly

after the experimental discovery of LaH10, isostructural to YH10, and employed the most

advanced methods available to calculate the superconducting Tc. An important question at

the time was whether sodalite-like hydrides were in fact a realization of atomic hydrogen,

or if the guest atom (yttrium) played an active role in the superconducting properties.

The most important results of this study are: (1) the calculation from first principles of

the anisotropic superconducting gap, including a first-principles calculation of the Morel-

Anderson pseudopotential, which had not been addressed before in the literature, and (2)

the analysis of the mechanism leading to the dynamical instability of sodalite-like clathrate

hydrides at low pressure. Most of the results presented in the chapter were published in

Ref. [7]. The data and the figures, including captions, are reprinted with permission from

the involved parts.

The results are presented as follows: in section 5.1 I will discuss the crystal structures of YH6

and YH10, alongside with the low-Tc structure of YH3; in sect. 5.2 I will discuss their electronic

and superconducting properties; in sect. 5.3 I will examine how pressure a�ects the dynamical

stability and the superconducting properties; sect. 5.4 is dedicated to the conclusions.
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Figure 5.1: The fcc YH3 (left), bcc YH6 (center), and fcc YH10 (right) crystals are lattices of
polyhedral hydrogen cages (H= small pink balls) with an yttrium atom in their middle (Y= green
balls, drawn with a radius of 1.62 Å, midway between its core and covalent radius). While the YH3

and YH6 cages share all faces, giving rise to a perfect tessellation of space, the YH10 cages only
share the hexagonal faces. In this picture the H-H distances correspond to an external pressure
of 300 GPa: dHH = 1.74 Å for YH3, dHH = 1.19 Å for YH6, and two slightly di�erent lengths
dHH=1.03, 1.11 Å for YH10 (see text).

The first prediction on the formation of yttrium superhydrides was published by Li et al. in

2015 [140, 146]. The authors predicted the formation of YH3, YH4, YH6, and YH10 at 300 GPa,

with only YH6 and YH10 being high-Tc. In the same paper, they also predicted the formation

of lanthanum hydrides, with a high-Tc LaH10 phase isostructural to yttrium. In the Summer of

2018, the formation and superconductivity of LaH10 had been experimentally confirmed by two

independent groups [3, 36], and sodalite-like hydrides were under the spotlight.

The fact that LaH10, and sodalite-like structures in general, were qualitatively di�erent from

H3S, where sulfur and hydrogen form covalent bonds, was quite clear. To explain their extremely

high Tc’s, most authors focused on the short H-H distance, between 1.1 and 1.6 Å. Since these

values are close to those predicted for atomic hydrogen [134,247], the mechanism invoked to explain

the high-Tc was that sodalite-like hydrides were a realization of atomic hydrogen at low pressure

[50, 121, 147]. A similar argument had been already invoked in iron polyhydrides, but it had been

demonstrated that the H-H distance alone was not a good descriptor, and that iron hydrides were

not superconductors [248,249], so the hypothesis of atomic hydrogen needed to be challenged.

Another point that had to be addressed was the strength of Coulomb interactions. In fact,

to reconcile the predictions and the experimental results an anomalously large value had been

proposed [50], but this hypothesis was yet untested.

Finally, aside from the similarity with sodalites, crystal structures like that of LaH10 had never

been observed with hydrogen. The question of which mechanism was leading to their (in)stability

was en extremely interesting one. The fact that similar structures were observed for di�erent guest

elements (Mg, Ca, Y, La) suggested that there should be a general criterion which, if understood,

would allow a rational optimization in the choice of the guest element.

To address these questions, I performed a study of the superconducting properties of YH6 and
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YH10 using anisotropic Migdal-Éliashberg theory, as implemented in the EPW code. I also determined

the strength of the screened Coulomb interaction within the GW approximation, as implemented in

SternheimerGW [250]. Last, I studied the vibrational and superconducting properties as a function

of pressure, to identify the source of the instability. The choice of yttrium, over the experimentally

discovered lanthanum, was motivated by the fact that, while they are chemically similar (they form

the same superhydrides), lanthanum has f orbitals right above the Fermi energy, and these can be

problematic for DFT calculations.

The results presented in this chapter disprove the hypothesis that sodalite-like hydrides are

atomic hydrogen. In fact, the calculated superconducting gap is isotropic despite an anisotropic

orbital character of the Fermi surface, which implies that there is a strong interorbital (Y-H) inter-

action. From the first-principles calculation of the screened Coulomb interaction I could estimate

the value of the Morel-Anderson pseudopotential, which is µ
⇤ = 0.11 for both YH6 and YH10, in

line with that of most metals. Finally, I identified a common denominator in the instability of YH6,

YH10, and YH3 – a third, low-Tc hydride which I considered to test my observation. In all three

cases, the onset of the instability occurs when the average radius of the hydrogen cage becomes

larger than the covalent radius of yttrium. The stability does not depend on the details of the

enclosed atom other than its size.

5.1 Crystal and Electronic Structure

rhombic dodecahedron V = 16
p
3

9
d3

HH
= VCELL = a

3

4
(fcc)

truncated octahedron V = 8
p

2 d3

HH
= VCELL = a

3

2
(bcc)

chamfered cube V = 81 + 52
p
3

9
d3

HH
= 81 + 52

p
3

90 + 52
p
3

VCELL = 0.95
a
3

4
(fcc)

Table 5.1: Geometric relations connecting the the H-H distance dHH, which equals the edge of the
polyhedral cage (in the chamfered cube it defines an average length of the two inequivalent edges),
the volume of the polyhedral hydrogen cage V , our definition of the average cage radius hRi is the
radius of a sphere with volume V = 4

3
⇡hR3

i the volume of the primitive unit cell VCELL (which in
two out of three of these compounds equals the cage volume), and the lattice parameter a.

The crystal structures of YH3, YH6, and YH10 are shown in Fig. 5.1. The YH3 structure

was experimentally observed, and its predicted Tc is around 40 K at 18 GPa [251, 252]. In the

YH3 (YH6) structure shown, each hydrogen atom occupies one of the 14 (24) vertices of the fcc

(bcc) Wigner-Seitz primitive cell; in the YH10 structure one hydrogen atom occupies each of the

32 vertices of a chamfered cube. For each of these polyhedra, the edge length (H-H distance dHH),

the volume V , and the average radius (defined as the radius of the sphere with equal volume),
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are connected by simple analytical relations. For instance dHH = 0.69V 1/3 in YH3, 0.45V 1/3 in

YH6, and 0.38V 1/3 in YH10. In practice, the H-H and the Y-H distance, the volume enclosed

in the polyhedron, and the volume of the unit cell, all change together, as they are connected by

precise geometrical constraints. On the other hand, the guest atom is approximately fixed in size.

As I will discuss later, the onset of dynamical instability at low pressure depends precisely on the

tightness/looseness of the host hydrogen clathrate network around the guest atom.

Unless otherwise stated, all the results presented are obtained for a pressure of 300 GPa, where

both YH6 and YH10 are dynamically stable, and they exhibit the highest Tc.

I will first discuss the electronic structure of YH6 and YH10. In Fig. 5.2, I show the electronic

bands (left) and Densities of States (DOS, right). The color gradient, from blue to orange, indicates

the projection onto H and Y states, respectively. In both cases the hydrogen-derived bands are

highly dispersive, with a total bandwidth of about 40 eV. Over this energy range the dispersions

match rather well the quasi-free-electron bands. An analogous similarity was observed also in H3S

and in atomic hydrogen [134, 253], and is attributed to the high kinetic energy due to the high

pressure, which dominates over the other energy terms. The largest deviations from the quasi-free-

electron model are found in two energy windows: (i) 25 eV below the Fermi level, (ii) in a region

of ±5 eV around the Fermi level, and are caused by a significant hybridization of H- derived states

with Y-4p, and Y-4d,5s, respectively.

Figure 5.2: Electronic bands (left panel) and DOS (right panel) for YH6 (left figure) and YH10

(right figure) at 300 GPa. In the electronic bands the color gradient indicates the projection onto H
(blue) and Y (orange) states, and total DOS (black), partial Y DOS (orange), and partial H DOS
(blue). Energies are referred to EF . The scale limit for the DOS plots is 0.35 st/(eV spin).

At the Fermi level, both H and Y contribute considerably to the electronic structure. In partic-

ular, the Y character is stronger around the Brillouin zone center (� point), while the H character

is stronger at the boundaries. The corresponding Fermi surfaces are shown in Fig. 5.3.

In YH6 the Fermi surface is characterized by five electron-like sheets one inside another, all

around the � point, and one hole-like sheet around P , while in YH10 there are four electron-like

sheets around �, and two hole-like sheets around X.

64



Figure 5.3: Fermi surfaces of YH6 (top row)
and YH10 (bottom row) at 300 GPa. In the
left panels the color scale spans the projection
onto H states, where blue corresponds to 0 and
red to 1; in the right panels it spans the val-
ues of the anisotropic gap function at 40 K,
blue being 0 meV and red the maximum of 59
(74) meV for YH6 and YH10, respectively.
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Figure 5.4: Energy distribution of the super-
conducting gap for YH6 (blue) and YH10 (red)
as a function of temperature at 300 GPa. The
rectangles show the extrapolated Tc values.

5.2 Electron-Phonon Coupling and Superconductivity

The presence of two or more bands with di�erent orbital character crossing the Fermi level cause

a substantial anisotropy in the superconducting gap �nk. In particular, this happens when the

intraband electron-phonon interaction is significantly di�erent, i.e. the coupling from Y and H is

di�erent, and at the same time the interband (or interorbital) interaction is weak, i.e. there is no

significant interaction between Y and H [254]. As discussed in Chapter 4, the anisotropic gap can

be calculated by solving self-consistently the anisotropic Migdal-Éliashberg equations (eq. (4.49)

and (4.50)), as implemented in the EPW code. In addition, the screened Coulomb interaction µ,

and the Morel-Anderson pseudopotential µ
⇤ can also be calculated entirely from first principles

within the GW approximation [250,255]. In Fig. 5.3 I show the Fermi surface for YH6 and YH10,

colored with the hydrogen orbital character (left) and with the superconducting gap (right) at

300 GPa. The Y and H character is unevenly distributed on the Fermi surface for both YH6

and YH10, but this corresponds to small (±10%) variations of the superconducting gap around

its average value. In other words, the superconducting gap is fairly isotropic, despite the di�erent

orbital character of the states at the Fermi surface. This result contradicts the idea that sodalite-

like clathrate hydrides can be described simply as atomic hydrogen. In fact, if superconductivity

was coming from states of H character alone, then one should observe a strong modulation of

the superconducting gap on the Fermi surface, with much larger values on portions where the H

character is dominant. My calculations indicate the opposite, showing that the Y-H interorbital

interactions are important [254]. In fact, due to the quasi-spherical geometry of the system, all
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lattice vibrations modulate to some extent the Y-H distance, and consequently also the orbital

overlap between Y- and H-derived states.
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Figure 5.5: Phonon dispersions for YH6 at 100, 200 and 300 GPa. The phonon DOS (black),
Eliashberg function ↵2

F (red), and integrated e-ph coupling � (dashed red) are shown on the right
side. Arrows mark the position of the soft mode and no nesting features at these wave vectors can
be observed in the bare static susceptibilities � (see main text).
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In Fig. 5.4 I show the dependence of the superconducting gap on temperature, the figure is

obtained by solving the anisotropic Migdal-Eliashberg equations at various temperatures T , and

evaluating the ! = 0 distribution of the resulting gap. Up to approximately 100 K the gap does

not change with temperature, and is characterized by a broad peak around 55 meV (65 meV)

for YH6 (YH10), deriving from the regions of the Fermi surface around the P (X) point and a

few contributions from the larger sheets around �, and a smaller peak around 36 meV (52 meV),

originating from the smaller sheets around �. The temperature-induced closure of the gap indicates

a critical temperature of 290 K for YH6 and 310 K for YH10. These values are much larger than the

results obtained using the Allen-Dynes/McMillan formula: 185 K for YH6, and 225 K for YH10.

The discrepancy is unsurprising, as the formula is known to underestimate the Tc for �� 1.

The calculation of the Morel-Anderson pseudopotential (µ⇤) represented the first ab initio es-

timate of Coulomb screening in hydrogen clathrates. It was obtained by numerically solving the

Sternheimer equations [250] to get the screened Coulomb coe�cient, which gives µc = 0.11 for

both YH6 and YH10. Then µ
⇤ was calculated with µ

⇤ = µc

1+µcln(✏F /!cut)
, where !cut is the cuto� on

Migdal-Éliashberg equations (of the order of the largest phonon frequency), and ✏F is the bandwidth

of the electronic states. The Morel-Anderson renormalization is negligible, giving µ
⇤ = 0.11

5.3 Trends with respect to pressure and cage size

Having discussed the general properties of the superconducting solution at fixed pressure and their

relation to the electronic structure, in this section I will analyze in detail the vibrational properties

and their dependence on pressure. In Fig. 5.5 I show the phonon dispersion, the phonon DOS, the

Éliashberg function [23, 24], and the bare susceptibility for YH6 at 100, 200, and 300 GPa and in

Fig. 5.6 the same quantities for YH10 at 250, 300, and 350 GPa. The choice of di�erent pressures

is due to the dynamical instability, which in YH10 occurs at 226 GPa, while in YH6 is at 76 GPa.

In both systems the Éliashberg spectral function is characterized by a rather uniform distribution

of the e-ph coupling over all phonons, including the low-energy modes, which are essentially of

Y character. This observation implies that there is not a single mode which carries all the e-ph

coupling, but rather all types of vibrations are significantly coupled. Compared at equal pressure,

YH6 possesses longer and weaker H-H bonds than YH10 and this results in a 20% reduction in

the frequencies of the highest-energy modes (H-H bond stretching). YH6 also possesses an overall

smaller e-ph coupling; at 300 GPa I find � = 1.73, whereas I find � = 2.41 for YH10. It is also

possible to notice a pressure-dependent phonon softening localized in a small region of the Brillouin

zone (indicated by a red arrow), eventually leading to a dynamical instability. In principle, the

renormalization of the phonon frequencies at a specific wavevector may come either from the e-ph

matrix element, or from a significant enhancement of the bare susceptibility �
(0)(~q) due to Fermi
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surface nesting, or from a combination of the two. The ~q-dependent bare susceptibility, shown in

the bottom panels of Fig. 5.5 and 5.6 indicates that it comes from a combination of the two [256].

Figure 5.7: Behavior of several properties of YH3

(green triangles), YH6 (blue circles) and YH10

(red squares) as a function of pressure. (a) Tc

from anisotropic ME equations (µ⇤ = 0.11); (b)-
(c) Momenta of the e-phspectral function ↵2

F (!),
!log and �. (d) Frequency of the soft mode.
(e) Volume of the polyhedral cage. (f) Nearest-
neighbor H-H distance (dHH), see Fig. 5.1. The
dashed lines in (d) and (e) indicate the points
where the SLC structures become dynamically
unstable.

In Fig. 5.7 I report the trend of several

quantities for YH6 and YH10 as a function of

pressure. As shown in panel (a), the Tc depends

very weakly on pressure in the whole range of

dynamical stability. This e�ect is caused by

compensation between the pressure-induced in-

crease of the average phonon frequencies !log –

panel (b) – and the decrease of the average e-ph

coupling � – panel (c). In panel (d) I show the

soft-mode frequency !soft as a function of pres-

sure. The dynamical instability occurs when

!soft = 0, i.e. at 72 GPa for YH6, and 226

GPa for YH10, respectively. Close to a dynam-

ical instability the harmonic lattice approxima-

tion gradually breaks down, as the structure

approaches a pressure where it becomes a sad-

dle point, rather than a minimum of the po-

tential energy surface. In order to estimate

the importance of anharmonic renormalization

on the phonon frequencies near the instabil-

ity, I performed a frozen-phonon calculation of

the anharmonic for the frequency of the soft

mode [257, 258]. According to my calculation,

the soft-mode anharmonic frequency di�ers sig-

nificantly from the harmonic one only within

20 GPa of the lattice instability. This indicates

that the e�ect of anharmonicity should become

negligible above 100 GPa for YH6 and above

250 GPa for YH10, and thus will not signifi-

cantly a�ect the results on the superconducting gap and Tc.

The occurrence of a similar lattice instability in the two sodalite-like clathrate structures sug-

gests a common origin. In the following, I propose a simple mechanism, which also holds in the

structurally related YH3, which remains dynamically stable down to 11.5 GPa (green triangles in

Fig. 5.1). In Panel (e) of Fig. 5.7 I show the volume vs pressure equation of state for YH3 (green
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triangles), YH6 (blue circles), and YH10 (red squares). The vertical lines highlight the pressures

at which the dynamical instability occurs in the three compounds. These three lines intersect the

V (P ) curves approximately at the same volume (27 Å3), highlighted by the horizontal dashed line.

This volume equals that of a sphere of radius ⇠ 1.9 Å, i.e. the covalent radius of yttrium.

The stabilization mechanism suggested by this observation, which should apply to sodalite-

like clathrate hydrides with XHn formula, is the following: "the minimum stabilization pressure is

dictated by the size of the guest atom X: when the hydrogen cage becomes too loose to constrain

this atom in its middle, the H lattice breaks down" [7]. This hand-waving rule implies that for

higher hydrogen content (large n), where the hydrogen clathrate cage is larger and exhibits shorter

H-H distances, the stabilization pressure will be also larger. Conversely, structures with a lower

hydrogen content will be characterized by larger H-H distances, but cages with a lower radius, and

therefore a lower stabilization pressure. On the other hand, structures with high hydrogen content

ensure a larger contribution of hydrogen to the electronic and vibrational states, which leads to a

higher Tc.

Our argument implies that in sodalite-like hydrides the low-pressure dynamical stability and

high-Tc superconductivity compete. In this sense, the YH6 structure (intermediate cage volume,

small dHH) represents an optimal compromise, whereas YH3 (smallest cage volume, but too large

dHH) is stable at low pressure, but has a low Tc, and YH10 (smallest dHH, large cage volume) has

the highest Tc, but is only stable at very high pressures.

5.4 Discussion and Conclusions

In summary, I have investigated the superconducting properties of two yttrium hydrides, YH6

and YH10, at high pressure, using ab initio anisotropic Migdal-Eliashberg theory, including a first-

principles calculation of the Morel-Anderson pseudopotential. The goals were 1) the testing of a

hypothesis, according to which sodalite-like hydrides were a realization of atomic hydrogen at low

pressure, 2) the ab initio calculation of the e�ect of Coulomb screening, for which anomalously

large values had been proposed [50], and 3) the study of the onset of dynamical instability at low

pressures.

The anisotropic gap is rather isotropic for both YH6 and YH10, despite a significantly anisotropic

distribution of yttrium and hydrogen states over the Fermi surface. This is a strong evidence of the

presence of significant Y-H interorbital interactions which wash out the anisotropy, and indicate

that sodalite-like clathrates are not, in fact, a realization of atomic hydrogen.

The Tc calculations are in good agreement with previous predictions of room-temperature su-

perconductivity in this system [140, 146, 147], where isotropic Migdal-Eliashberg theory or the

McMillan/Allen-Dynes formula was used, and the empirical value µ
⇤ = 0.10 was assumed. The Tc
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of YH6 was measured experimentally after these results were published. P. Kong et al. reported a

Tc of 227 K at 237 GPa [37], while Troyan et al. reported a value of 224 K at 166 GPa [38].

In addition, I computed the Morel-Anderson pseudopotential (µ⇤) from first principles, within

the GW approximation. Its value is close to the standard value recorded for most conventional

superconductors (µ⇤= 0.11), in contradiction with other studies on the related lanthanum sodalite-

like clathrate hydrides, where a much larger value was hypothesized [38,50]. Our results (i) provided

an accurate reference for subsequent work on SLC hydrides, justifying the use of isotropic Migdal-

Éliashberg theory, and (ii) inspired strategies to optimize the properties of other SLC hydrides. As

I will show in 7 combining host atoms with di�erent sizes in ternary systems, which I proposed

when I published these results, proved to be an e�ective route to realize my optimization strategy.
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Chapter 6

Calcium Boron Hydrides

In this chapter I will present the high-pressure phase diagram of the ternary calcium-boron-

hydrogen (Ca-B-H) system, with a focus on how pressures a�ects the bonding of the ele-

ments involved. I used variable-composition evolutionary algorithms for crystal structure

prediction to determine the phase diagram, and Density Functional Perturbation Theory

to compute the vibrational and superconducting properties. The Ca-B-H system has been

extensively studied at ambient pressure, and it is known to form insulating, hydrogen-rich

structures. The presence of hydrogen-rich structures, and of covalent bonds involving hy-

drogen, suggest that, if metallized by pressure, Ca-B-H structures might exhibit high-Tc

superconductivity. By calculating the stable phases at various pressures, I was able to iden-

tify a pressure range around which all stable structures turn from insulators to metals, and

I related the (high) metallization pressure to the strength of the B-H covalent bond. Among

the predicted phases, I also identified a high-temperature superconductor with CaBH6 com-

position, and a predicted Tc of about 110 K. The results presented in this chapter were

published in Ref. [8]. The data and the figures, including captions, are reprinted with

permission from the involved parts.

The chapter is organized as follows: in section 6.2 I will present the phase diagram at various

pressures, and underline the di�erences among the structural properties of the stable phases with

pressure. In section 6.3 I will describe the electronic properties of selected stable and metastable

phases, with a specific focus on metallic structures that form at high pressure. In section 6.4, I

report the electron-phonon properties, and discuss the specific electronic and structural features

responsible for low or high-Tc in the di�erent phases. In section 6.5 I will summarize my results,

and draw the main conclusions.
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Figure 6.1: Convex hull diagrams for calcium, boron and hydrogen at 0 , 50, 100 and 300 GPa
predicted from evolutionary crystal structure prediction calculations. Thermodynamically stable
and metastable structures are shown as circles and squares, while empty and filled symbols represent
insulating and metallic structures, respectively. Compositions within 50 meV/atom from the hull
are considered metastable. Blue lines indicate lines where additional structural searches were carried
out. The compositions circled in red - CaBH6, Ca2B2H13, and CaB3H exhibit a finite Tc.

6.1 Background

This study was performed in the Summer of 2020, when the computational exploration of binary

hydrides under perssure had been nearly completed, while ternary hydrides were essentially unex-

plored; this study was one of the very first on this topic to perform a full structural search over

multiple pressures [42,43]. In general, the motivation to exploring ternary hydride originated from

the idea of exploiting the additional flexibility from the third atom to surpass the properties of

binary ones, i.e. finding either a higher Tc or a lower stabilization pressure. The specific choice of

the calcium boron hydrogen (Ca-B-H) system was made among the ternary hydrides which were

known to form at room pressure. Calcium borohydrides belongs to the larger family of metal boro-

hydrides (M-B-H). In general, M-B-H consist of a weak (M) and a strong (B) hydrogen former,
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Figure 6.2: Left: crystal structures of the Fddd phase of Ca(BH4)2 at 0 GPa, and F 4̄3m of CaBH5

at 50 GPa. Right: crystal structures of high-pressure Amm2 phase of CaB3H, Ima2 phase of
CaBH, C2/m phase of CaBH3, P63mmc phase of CaBH5, metastable Pa3̄ phase of CaBH6, and
Pm phase of Ca2B2H13. Calcium, boron, and hydrogen are shown as green, red, and turquoise
spheres, respectively.

i.e. elements that bind more or less strongly to hydrogen. At room pressure, they form molecular

crystals consisting of interstitial M+n cations (n = 1, 2, 3), and n BH�
x anions (x = 2, 3, 4). The

BHx anions are isostructural to hydrocarbons: polyethylene, ethane, and methane, respectively.

The similarity with hydrocarbons and the presence of interstitial metallic ions make these mate-

rials rather promising. Hydrocarbons such as polyethylene [259] and methane [260] proved to be

extremely di�cult to metallize, but exhibit large electron-phonon matrix elements (and thus high

Tc) if they can be turned metallic [259]. The presence of an interstitial metal atom could aid the

metallization via charge transfer or self-doping.

The phase diagram of the Ca-B-H system at ambient pressure was extensively studied for

hydrogen storage applications. The Ca(BH4)2 phase decomposes upon heating above 300oC through

three possible channels: (i) towards CaH2, H2, and CaB12H12; (ii) towards CaH2, CaB6 and H2,

or (iii) through an intermediate Ca(BH3)2 phase, with a release of H2 [261–266]. A thorough

computational study from Y. Zhang et al. [267] was able to explain this behavior by showing that

the three decomposition pathways are all very close in energy. Hence, minimal changes in the

experimental conditions can strongly a�ect the outcome of the decomposition.

The three binary systems which constitute the edges of the ternary convex hull (Ca-B, Ca-H,

B-H), were also studied with ab initio calculations, and superconductors were predicted to form in

all three, with a Tc of 6 K in CaB at about 30 GPa, 235 K in CaH6, and 21 K in BH, both above

150 GPa [121, 122, 268]. No studies were performed on the high-pressure behavior of the ternary

system.

In this study, I studied calcium borohydrides using ab initio crystal structure prediction, with
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the goal of identifying potential high-Tc superconductors at pressures lower than known binary

hydrides (H3S and LaH10), or with higher Tc.

6.2 Phase diagram

I sampled the full compositional space of the Ca-B-H system at four pressure values: 0, 50, 100,

and 300 GPa, employing variable-composition evolutionary algorithms; details on the structural

search can be found in Appendix C. The main goal was the identification of the stable compo-

sitions at room, intermediate, and extreme pressures. In the unconstrained variable-composition

search, more than 3000 unique structures were sampled for each pressure. In addition, I performed

additional searches along the (CaB)xH1�x, (CaB2)xH1�x, (Ca2B)xH1�x, and Cax(BH)1�x pseudo-

binary lines, and along the binary CaxH1�x, BxH1�x, and CaxB1�x lines, each line adding about

500 structures sampled. After the stable compositions were determined, the lowest-enthalpy struc-

tures were then relaxed at intermediate pressures to obtain the pressure-dependent phase diagram,

and establish the most stable structure at each pressure.

In Fig. 6.1 I show the ternary convex hulls obtained at 0, 50, 100, and 300 GPa. Circles

represent thermodynamically stable compositions, while squares represent metastable ones (i.e.

within 50 meV/atom from the convex hull), respectively. Full/empty symbols indicate whether the

structure is a metal/nonmetal. It is possible to observe a gradual transition when going from low

to high-pressure: (i) stoichiometries tend to deviate from those that follow the textbook rules of

valence, and move towards chemically forbidden compositions, and (ii) structures tend to go from

insulating to metallic behavior. At 300 GPa the transition is complete and all structures on the

hull are metallic.

At 0 GPa, my results are in agreement with previous calculations and experiments [264,266–269].

There are two stable compositions along the Ca(BHx)2 line, i.e. Ca(BH3)2 and Ca(BH4)2, along

with a third metastable one – Ca(BH2)2. The crystal structures for all these three compositions

contain BH�1

x anions (x = 2, 3, 4), isostructural to their CHx equivalents (polyethylene, ethane,

methane), while Ca2+ cations sit in the interstitials. I also reproduce the presence of a stable phase

with CaB12H12 composition, characterized by B12H12
2� icosahedra [266,270]. In the top left panel

of Fig. 6.2 I show as an example the crystal structure of Ca(BH4)2.

At 50 GPa, the convex hull remains similar to the ambient pressure one, and the stable structures

contain the same motifs present at 0 GPa. In addition, structures with the Ca(BH2)2, Ca(BH5)2,

CaBH3, and CaBH5 compositions become thermodynamically stable along the Ca(BHx)2 and

Ca(BHx) lines, as molecular and atomic hydrogen is trapped in the interstitial sites. The same

e�ect – trapping of atomic or molecular hydrogen at high pressures – has been reported in other

covalent hydrides. [126]. The crystal structure of Ca(BH5)2 contains the same BH4 tetrahedra as
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Ca(BH4)2, with additional H2 molecules trapped in the interstitial sites. In CaBH3, an isolated

H atom sits in the interstitial sites of a Ca tetrahedron, which alternates with BH2 linear chains,

while in CaBH5 a H atom is trapped in the interstitial sites between the BH�
4

tetrahedra – See Fig.

6.2 bottom left panel.

At 100 GPa, the compositions on the Ca(BHx)2 line become unstable, while those on the

(CaB)Hx line (CaBH3 and CaBH5) are stable. In addition, the structure with CaB12H12 com-

positions undergoes a structural transition towards a more densely-packed phase with R3̄m space

group. At this pressure, all stable structures are still insulating, but close to metallization. In fact,

immediately after this pressure, at 110 GPa, the CaBH5 structure becomes metallic due to the

pressure-induced band overlap, and is followed by the others.

At 300 GPa, all stable structures have di�erent compositions, and exhibit completely di�erent

structures from those at ambient pressure. The crystal structures of the stable high-pressure phases

are shown in the right panel of Fig. 6.2. A complete rearrangement of the bonds has occurred:

boron and hydrogen form dense interconnected networks, and the only recognizable hydrocarbon-

like motif is polyacetylene, observed in CaBH. The other stable compositions are CaB3H, CaBH5,

and Ca2B2H13. In addition, all the stable structures are metallic.

The CaB3H structure is characterized by buckled layers of boron, similar to those predicted for

pure boron in Ref. [122]. The boron layers alternate with CaH planes in such a way that the Ca

atoms corresponds to the valleys of the B layers. The CaBH structures consists of infinite B-H

polyacetylene-like chains in a direction parallel to Ca linear chains. The structure with CaBH5

composition is quite di�erent from the one observed at 50 GPa (left panel of Fig. 6.2), as it is

characterized by BH5 polyhedra (triangular bipyramids), and no interstitial hydrogen.

In addition to the thermodynamically stable phases described above, I also identified a hydrogen-

rich, high-symmetry structure with space group Pa3̄ with CaBH6 composition, with an enthalpy

about 100 meV/atom higher than the convex hull. This structure is characterized by BH6 6-vertex

antiprisms, in which hydrogen sits at the vertexes of the polyhedron, and boron in the center. In

this structure, the H-H distance is of approximately 1.2Å, which is rather close to that of atomic

hydrogen [247]. A H-H distance between 1 and 1.6 Åis often associated with the formation of

a metallic hydrogen sublattice [7, 141], and positively correlates with high-Tc superconductivity.

Thus, I decided to add this structure to my pool of candidates for superconductivity.

In Fig. 6.3 I show the pressure-dependent phase diagram for each of the stable Ca-B-H com-

positions. Most of the compositions that are found on the convex hull at 300 GPa become stable

at lower pressure – between 100 and 200 GPa. In particular, around 100 GPa there is a rather

clear separation in the phase diagram, which can be divided into a low- and a high-pressure region.

The low-pressure region contains Ca(BHx)2 (x = 2, 3, 4) and CaB12H12 compositions; as discussed,

these are molecular crystals, with insulating behavior. Between 0 and 50 GPa, the BHx units rear-
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Figure 6.3: Phase diagram for intermediate compositions as a function of pressure. The space
group for each phase is indicated on top of the bars. The slashed pattern indicates the dynamical
stability of a high-symmetry CaBH6 structure, which is thermodynamically unstable. The inset
shows phase transitions between low-pressure structures for Ca(BHx)2 compositions.

range leading to a series of structural transition, but the B-H bonding remains unaltered. Between

10 and 20 GPa, H-rich stoichiometries such as Ca(BH5)2, Ca(BH3) and Ca(BH5) become stable, as

hydrogen is trapped in molecular or atomic form in the space left open by the BHx molecules. Right

above 100 GPa, additional structures become stable along the Ca(BH)x line; in these structures,

the B-H bonding observed at low pressure changes, as the B-H coordination number increases to

five or more hydrogen atoms. This qualitative change in the behavior of the B-H sublattice goes

in parallel with the onset of metallicity. In fact, the onset of metallic behavior is observed already

slightly above 100 GPa in those structures that remain stable up to 300 GPa.

6.3 Electronic Structure

I will now discuss the electronic properties of the structures in the Ca-B-H phase diagram at

300 GPa. Structures that form below 100 GPa are insulating, and therefore not relevant for

superconductivity, so I will only shortly discuss the main features of their electronic structure,

without showing their Density of States (DOS) [8].

At room pressure, the molecular nature of the hydrocarbon-like, BH�
x anions, reflects into a

molecular-like DOS’s, characterized by narrow peaks of both B and H character, and an insulating

78



0

1

0

1

D
O

S
 (

e
V

 -
1
)

0

1

0

1

0

1

-15 -10 -5 0 5
E (eV)

0
1
2
3

CaBH

CaBH
3

CaB
3
H

CaBH
5

CaBH
6

Ca
2
B

2
H

13

Figure 6.4: Calculated total and projected DOS for stable and metastable calcium boron hydrides
at 300 GPa. Black, red, turquoise, and green lines represent the total DOS, and its projection onto
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behavior, with band gaps gong from 2.6 eV in Ca(BH2)2 to 5 eV for Ca(BH4)2. Ca 4s and 3d

states are found at conduction band bottom. Indeed, the calcium atom is almost fully ionized,

the calculated Bader charge is +1.5 e. As pressure grows up to 50 GPa, the DOS peaks become

broader and tend to merge into a single, continuous band; the band gaps decrease to 1.8 eV for

Ca(BH2)2, 2.1 eV for Ca(BH3)2, and 3.4 eV for Ca(BH4)2. The stable compounds at this pressure,

with compositions Ca(BH5)2, CaBH3 and CaBH5, are also insulating, and their band gaps are 4.1,

1.6, and 2.3 eV, respectively. At 100 GPa, all the stable structures but CaBH5 are still insulating.

The calculated gaps Ca(BH3)2, Ca(BH4)2, Ca(BH5)2, CaBH3, and CaB12H12 are 1.6, 0.5, 1.8,

0.4 and 2.6 eV, respectively. CaBH5, as mentioned, is semimetallic, due to pressure-induced band

overlap.

At 300 GPa, in turn, all the stable phases are metallic. Although the metallization pressure is

lower, around 150 GPa, I chose to discuss them at 300 GPa, as it is a common pressure to all of

them. In Fig.6.4 I show the atom-projected electronic DOS for CaB3H, CaBH, CaBH3, CaBH5,

CaBH6, and Ca2B2H13.

The DOS behavior in the valence region (-20 to 0 eV) strongly depends on the relative hydrogen

content. In CaB3H and CaBH, the DOS is dominated by states with B character, while hydrogen

does play a significant role. On the contrary, in hydrogen-rich structures, a prominent B-H hy-

bridization is visible over all the occupied states; unlike low-pressure, Ca-4s states here are present

both in the valence and conduction band. Indeed, at this pressure Ca is only in part ionized;

on average I calculate a Bader charge of +0.9. The CaBH3 structure is metallic, but exhibits an

extremely small DOS at the Fermi level, suggesting a semi-metallic behavior.

In CaBH5 the valence band is also essentially of B and H character, but starting from the Fermi

energy, the onset of Ca-3d states appears, which contribute to about 50% of the states at the Fermi

level. Finally, in CaBH6 and Ca2B2H13, states in valence are predominantly of B and H character;

the fact that B- and H- projected DOS exhibit a rather similar pattern, suggests a certain amount

of B-H covalent bonding; the Ca-3d states are empty, and lie around 2 eV above the Fermi energy.

It is well known that the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional em-

ployed in my calculations tends to underestimate the band gap, and hence the metallization pres-

sure. To check the validity of this approximation, I recomputed the band gap as a function of pres-

sure for the P63mmc phase of CaBH5 using a HeydScuseriaErnzerhof (HSE) hybrid functional [271],

which is better suited for this estimation, although much more expensive computationally. From

a comparison of the results obtained with the two functionals, I observed that the PBE functional

underestimates the gap by about 1 eV at all pressures. Correcting for this e�ect, I estimate that

the actual metallization pressure of the structures reported will be about 60 GPa higher than the

PBE result.
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Figure 6.5: Atom-projected phonon DOS (F (!)), Eliashberg function (↵2
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6.4 Vibrational Properties and Superconductivity

All high-pressure structures except CaBH3 are good metals, and hence possible high-Tc supercon-

ductors. To evaluate their superconducting properties, I computed their electron-phonon properties

by means of Density Functional Perturbation theory, as implemented in Quantum Espresso, and

calculated their Tc using the McMillan formula of eq. (4.54). [25,220,272,273].

In Fig.6.5 I show the calculated total and atom-projected phonon Densities of States (top panels)

alongside with the Éliashberg function (bottom panels) for CaB3H, CaBH, CaBH5, CaBH6, and

Ca2B2H13. The projections have the same color coding as the electronic DOS’s in Fig. 6.4.

All the five structures examined exhibit a similar separation of the phonon spectra into three

regions: (i) a low-energy region, from 0 to 75 meV, mostly characterized by vibrations of the Ca

atom, (ii) an intermediate region, which goes from 75 to 175 meV, and consists of modes of both B

and H character, and (iii) a high-energy region, from 175 to 300 meV, which exhibits mostly B-H

stretching modes. In addition, CaBH5, CaBH6 and Ca2B2H13 exhibit a fourth region, which is not

present in CaB3H and CaBH, which only involves vibrations of the H atoms.

It is interesting to compare the phonon DOS with the Éliashberg spectral function, which can

be thought of as a phonon Density of States weighted with the electron-phonon coupling [274].

From a direct comparison of the two, one can deduce how the coupling is distributed over phonon

modes.

In all the structures examined, I observe that the Éliashberg function does not di�er significantly

from the phonon DOS, suggesting that all vibrational modes contribute relatively evenly to the total

e-ph coupling, similarly to the cases of H3S, LaH10, and other high-pressure hydrides [7, 126, 143,

147].

I also calculated !log and �, as defined in eq. (4.55). These two quantities are useful measures of

two important physical characteristics of the system: !log is the weighted average frequency of the

phonons, while � is the total intensity with which phonons couple to electrons at the Fermi level. In

table 6.1 I report a summary of these quantities, together with the Tcs, estimated using the McMillan

equation (eq. (4.54)), using two choices of the Morel-Anderson pseudopotential: µ
⇤ = 0.10� 0.15.

In addition the table also contains the unit cell volume, the DOS (per unit volume) and the fraction

of hydrogen states at the Fermi level. The DOS at the Fermi level describes the number of electrons

available for superconductivity, and the hydrogen fraction indicates how much hydrogen contributes

to these states.

Two structures stand out as high-Tc superconductors: CaBH6 and Ca2B2H13, which exhibit a

Tcof 119 and 89 K, respectively. The two structures are both hydrogen-rich and high-symmetry,

and remain dynamically stable down to 100 and 200 GPa, respectively, still with a high Tc.

Among the other structures I report a finite Tc (7 K) in CaB3H. A much lower value is to be

expected for this structure, as in the whole valence region the H fraction of the electronic DOS
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P SG f.u. Volume N(EF )
NH

N(EF )
�

�

N(EF )
!log Tc

CaB3H 300 Amm2 2 43.6 1.08 0.02 0.48 0.44 78 4-7
CaBH 300 Ima2 2 27.9 0.60 0.06 0.14 0.23 97  0.1
CaBH5 300 P6mmc 2 39.9 0.41 0.40 0.26 0.63 131  0.1
CaBH6 100 Pa3̄ 4 119.7 0.57 0.73 1.93 3.33 70 100-114
CaBH6 200 Pa3̄ 4 97.6 0.64 0.67 1.27 1.99 106 97-117
CaBH6 300 Pa3̄ 4 85.6 0.79 0.67 1.19 1.59 117 97-119

Ca2B2H13 200 Pm 1 50.2 0.59 0.51 1.23 2.10 59 51-62
Ca2B2H13 300 Pm 1 43.9 0.67 0.55 1.37 2.07 74 75-89

Table 6.1: Normal and superconducting state properties of the six high-pressure Ca-B-H phases in
Fig. 6.4-6.5. Space group (SG), number of formula units, unit cell volume; DOS at the Fermi level -
N(EF ), Hydrogen fraction of the total DOS at the Fermi level (NH/N(EF )), electron-phonon cou-
pling constant (�), e�ective e-ph matrix element (�/N(EF )), logarithmic-average phonon frequency
(!log), McMillan-Allen-Dynes superconducting Tc – Eq. (4.54), with µ

⇤ = 0.10 and µ
⇤ = 0.15. The

DOS at the Fermi level is expressed in states/spin, and is rescaled by volume to allow for an easier
comparison between di�erent pressures. The measurement units of the quantities shown in the
columns are: P (GPa), Volume (3), NH

N(EF )
(102 states/eV/3), �

N(EF )
(eV �1), !log (meV ), and

Tc (K), respectively.

is negligible (around 2%) – See Fig: 6.4. In this structure the boron sublattice dominates both

the electronic and vibrational properties, and this leads to an intermediate e-ph coupling constant

(� = 0.48), and a value of !log sensibly smaller than the typical values for hydrides [56] According

to my calculations, the other two compositions stable at 300 GPa, CaBH and CaBH5, should not

be superconducting, i.e. I predict a Tc of less than 1 K.

Finding the reason for a low Tc in a compound for which one would expect a high one improves

the understanding of features that suppress superconductivity. In both these structures, the DOS

at the Fermi level is comparable to that of the other Ca-B-H hydrides (rescaled per unit volume

in Tab. 6.1), but the value of the parameter �/N(EF ), is much smaller than in the two high-Tc

Ca-B-H phases. This parameter essentially filters out the dependence of the coupling from the DOS

at the Fermi level, leaving only an estimate of the intrinsic coupling between electrons at the Fermi

level and lattice vibrations. In CaBH, the low value of �/N(EF ) is due to the small contribution of

hydrogen to the states at the Fermi level (NH/Ntot = 6%), but the same argument does apply to

CaBH5. In fact, in this compound about 40% of the states at the Fermi level are H-derived. The

origin of the weak e-ph coupling in CaBH5 can instead be understood by calculating the so-called

Local Density of States (LDOS):

N(E, r) =
X

n

Z
d
3
k

(2⇡)3
�(E � "nk) | nk(r)|

2
, (6.1)

where  n(k)(r) and "nk are the Kohn-Sham eigenfunctions and eigenvalues of the system. The

83



LDOS represents the real-space distribution of the electronic states at a given energy. In particular,

the LDOS at the Fermi energy shows the localization in real space of the electrons which can

participate in the superconductivity [249].

Figure 6.6: LDOS for CaBH6 (left) and CaBH5 (right)The yellow isosurfaces represent the LDOS
at 50% of its maximum value. The lattice plane shows the LDOS along the 001 plane of CaBH5

and 11̄1 plane of CaBH6. The color scale on the lattice plane goes from the minimum (blue) to the
maximum (red) value of the LDOS. The BH6 antiprisms of CaBH6 are not shown for visual clarity.

In Fig. 6.6 I show a comparison of the LDOS at the Fermi level (yellow isosurface) for both the

high-Tc CaBH6 (left) and the non-superconducting CaBH5 (right). In CaBH6, the electronic charge

at the Fermi level is concentrated around hydrogen atoms, which are rather close to each other in

real space. Vibrations which modulate the H-H distance, have a large e�ect on the real-space

distribution of the electrons at the Fermi level, and thus give rise to large e-ph matrix elements.

On the contrary, in CaBH5 about half of the charge at the Fermi level is distributed around the

Ca atoms along the vertical axis, and the other half is only on those hydrogen atoms that are

coplanar to calcium, and at a distance of about 1.8 Å from both Ca and from the nearest coplanar

H atom. Hence, none of the lattice vibrations can lead a substantial modulation of the overlap of

these charge regions, as they are too isolated in space, and therefore their coupling with phonons

is small.

Further support to this interpretation can be drawn from the so-called "fat-band" plot, shown in

Fig. 6.7, in which the color of each band (from purple to orange) indicates the amount of projection

onto Ca-d orbitals. In CaBH5, the whole electron pocket around the � point is characterized essen-

tially by Ca-d character, while in CaBH6 these states are higher in energy, and do not contribute

significantly to the density of states at the Fermi level. In practice, the d orbitals of Ca seem play

an important role, as they can negatively a�ect superconductivity in Ca-B-H.
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Figure 6.7: Band structure projected onto Ca-d states of CaBH5 (left) and CaBH6 (right) at 300
GPa. Blue to orange color gradient indicates the fraction of Ca-d character.

6.5 Conclusions

In conclusion, in this chapter I have examined the phase diagram of the ternary calcium-boron

hydrogen system as a function of pressure from 0 to 300 GPa, using ab initio evolutionary crys-

tal structure prediction. In addition, I used Density Functional Perturbation theory to calculate

the superconducting properties of promising hydrides, with the aim of identifying new high-Tc su-

perconductors. I worked in the hypothesis that a combination of a weak (Ca) and a strong (B)

hydrogen former could stabilize hydrogen-rich structures at moderate pressures, thanks to the ad-

ditional freedom provided by the di�erent size and electronegativity of the two atoms. The goal

was to surpass the superconducting properties of H3S and LaH10. Since I aimed at an exploratory

work, and focus on the breadth of the search rather than the accuracy, I neglected anharmonic

e�ects. These were demonstrated to a�ect both the stabilization pressure and the superconducting

properties of hydrides [132, 143], but normally act as higher-order corrections to the static DFT

result, and their inclusion was way beyond the scope of my exploratory work.

The results from my structural searches have demonstrated that the Ca-B-H phase diagram is

characterized by two di�erent pressure regions: one extending from 0 to about 100 GPa, and another

from 100 to 300 GPa. In the low-pressure region, I found structures containing molecular crystals

with hydrocarbon-like motifs, which are insulating. As pressure increases the stable structures

tend to trap atomic and molecular hydrogen in interstitial sites, although the B-H bonding remains

unaltered.

In the high-pressure region, the structures become qualitatively di�erent, as the B-H bonding

changes. The stable phases contain dense B-B or B-H sublattices, and are all metallic at 150 GPa.

Among the high-pressure phases I identify two structures with a high hydrogen ratio and unusual

stoichiometries: CaBH6 and Ca2B2H13, characterized by the formation of 5- and 6- coordinated BH5

and BH6 molecules. For these two phases, at 300 GPa, I estimate a superconducting Tc of 119 and
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89 K, respectively. These values are higher than those of the binary B-H high-pressure structures

[122], and similar to those predicted for the Li-B-H system [42]. In addition, I find a hydrogen-

rich structure with CaBH5 composition which, surprisingly, is not superconducting, despite being

metallic and having a relatively high H content. By comparing it to the superconducting structures,

I ascribed the absence of superconductivity to the presence of d states of calcium at the Fermi

surface, and to the peculiar geometry of the structure, which causes phonons to poorly couple with

electrons at the Fermi energy.

The results presented in this study confirmed the potential of ternary hydrides for high-temperature

superconductivity, at a time in which very little work had been carried out. In addition, they showed

how sensitive the Tc is to the finer details of the crystal structure: even in a system which should

in principle host high-Tc superconductivity, such as Ca-B-H, the sTc depends even drastically from

small changes in the specific geometrical configuration.

Among the structures examined for the Ca-B-H system, none could surpass the properties of

the best binary hydrides (H3S and LaH10). In fact, the metallization pressure of the stable Ca-B-H

structures is larger than 100 GPa, due to the large electronegativity of boron, which forms closed-

shell, insulating structures which are too hard to metallize. In addition, since Ca-d orbitals are

close to the valence band, they can easily become occupied, and influence the electronic properties

quite strongly. This study encouraged me to continue my search for high-Tc superconductors in

ternary hydrides.

86



Chapter 7

Ternary Lanthanum Hydrides

During the summer of 2020, Grockowiak et al. [51] published a preprint which showed some

evidence that hot superconductivity may have occurred in a system with lanthanum, hydro-

gen, and rich with boron and nitrogen. Excited by the possibility that these measurements

would be confirmed, I decided to investigate the possibility that a new hot superconducting

phase may have formed. I had to narrow down the set of possible candidates, as there

were too many possible combinations of elements. Based on the description of the measure-

ments, I formulated the working hypothesis that LaH10 formed upon the first heating cycle,

and its structure incorporated other elements upon successive heating. Hence, I decided

to search superconductivity in all the combinations of lanthanum, hydrogen, and a third

element which was present in the experiment. In particular, I performed a systematic study

by calculating the ternary convex hull for La-X-H, with X = B, N, Ga, Pt, Au, C. While

I did not find any candidate which might explain the hot superconductivity measured in

Ref. [51], I did find a very interesting structure with LaBH8 composition, which remains

dynamically stable (and superconducting) down to 40 GPa, with an estimated Tc of about

120 K.

In will divide this chapter into two main subsections. The first is dedicated to the search

of the hot La-X-H superconductor, while the second is a detailed study of the La-B-H

system. This study was performed in 2021, and the results were published in Refs. [10]

and [9], roughly corresponding to the first and second section, respectively. The data and

the figures, including captions, are reprinted with permission from the involved parts.

This chapter is structured as follows: in sect. 7.2.1 I will discuss the thermodynamical stability

for six La-X-H ternary hydrides (X = B, N, Ga, C, Pt, Au) at 300 GPa, and shortly mention their

superconductivity, or lack thereof. In sect. 7.3.1 I will present the thermodynamical stability for
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the La-B-H system at 100 GPa, and discuss the structural properties of the LaBH8 phase.

7.1 Background

In June 2020, Audrey Grockowiak et al. published a preprint on arXiv [51] titled Hot hydride

superconductivity above 550 K. While performing resistivity measurements on a lanthanum hydride

in a magnetic field, the authors observed a drop in resistivity versus temperature compatible with

that of a superconducting transition. The experiments were performed in a diamond anvil cell

(DAC), and the sample was laser-heated to induce the transition, supposedly to LaH6 and LaH10.

After the first heating cycle, a Tc of 294 K at 180 GPa was measured, and upon subsequent

heating cycles, it increased up to 556 K. Neither composition nor the structure of this hot hydride

superconductor could be determined. However, the authors carefully described in detail the possible

elements which were present in the DAC and may have di�used into the sample. In particular,

the most prevalent elements in the DAC were pure lanthanum, and ammonia borane (NH3BH3),

followed by traces of carbon from the epoxy binder, platinum, gallium and gold from the electrodes.

Based on the elements present in the cell, and on the description of the experiment, I formulated the

working hypothesis that LaH10 has formed first, hence the first Tc measured, and upon successive

heating cycles it reacted with one of the other elements, forming a ternary La-X-H hydride (X =

B, N, Ga, C, Pt, Au).

The discovery of such a hot superconductor is extremely exciting. Since in the experiment the

superconducting phase could not be determined, I hoped that I could use ab initio calculations

to identify it. Based on the experience on other high-Tc hydrides, hot superconductivity must

occur in a high-symmetry metallic phase, with a large hydrogen fraction. In fact, high-symmetry

tends to promote states with large Density of States, metallicity is an obvious prerequisite for

superconductivity, and large hydrogen fraction is required to have a hydride superconductor, and

is associated with a higher Tc.

For the six most plausible ternaries, I used variable-composition crystal structure prediction to

determine the phase diagram at 300 GPa. The choice of this pressure, higher than the experimen-

tal one (180 GPa) was motivated by the fact that static DFT calculations tend to overestimate

the stabilization pressure of superhydrides [132, 143], and the fact that higher pressures tend to

favor the formation of superhydrides with larger hydrogen content and higher Tc’s. Of all phases

investigated, only in La-B-H and La-Ga-H I found hydrogen-rich metallic structures that may host

hot superconductivity. I calculated the Tc’s of the most promising phases using Density Functional

Perturbation theory and numerically solving the isotropic Migdal-Éliashberg equations. I found

the highest Tc in a structure with LaBH17 composition –180 K at 300 GPa. This Tc is way too low

to explain the measured hot superconductivity, as even in the optimistic scenarios that a form of
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doping would enhance the Tc, its value does not go above 300 K.

Among the La-B-H phases at 300 GPa, we also found one with LaBH8 composition. This phase

is characterized by a high-symmetry, metallic structure, that made it an ideal candidate for hot

superconductivity. At 300 GPa its calculated Tc is only 14 K, which rules out the possibility that

it may be the hot superconductor, but it remains dynamically stable down to 50 GPa, where it

exhibits a Tc of 126 K. Its crystal structure is similar to that of LaH10, in that they share the same

La sublattice, but in LaBH8 the B atom occupy the interstices between La atoms, largely increasing

the packing fraction, which stabilizes the H sublattice down to lower pressures.

7.2 Part I: Search of hot superconductivity in La-X-H hy-

drides

7.2.1 Stable La-X-H compositions at 300 GPa

In Fig. 7.1 I show the convex hulls for the six La-X-H hydrides that were more likely to form

in the experiment: La-B-H, La-N-H, La-Ga-H, La-C-H, La-Pt-H, and La-Au-H. The convex hulls

were first calculated by sampling the di�erent possible compositions (about 3000 structures). The

goal in this case was to estimate the shape of the convex hull, and establish which were worth

investigating further. As shown in the figure, for La-Ga-H, La-C-H, La-Pt-H, and La-Au-H we

predicted no stable compositions, although with Ga several metastable phases were found lying

very close to the hull. In La-B-H and La-N-H, on the other hand, I found a plethora of stable

phases. Thus, I dedicated my resources to a better sampling of the La-B-H and La-N-H systems

where I sampled all compositions, as well as additional pseudo-binaries, and La-Ga-H, where I

re-sampled the (LaGa)xH1�x pseudo-binary. The convex hulls shown in Fig. 7.1 are those after

the additional sampling.

In the La-B-H phase diagram I predicted the formation of three stable ternary compositions:

LaBH8, La2B6H5, and LaB8H, plus several H-rich metastable phases (within 50 meV/atom from

the hull, shown as red squares). Among these, I identified one with LaBH17 composition as a

promising superconductor due to its hydrogen-rich structure with relatively high symmetry.

In the La-N-H phase diagram, I predicted four stable compositions: LaN2H3, LaN3H10, La2N2H,

and La4N4H, as well as several metastable ones. All stable and metastable structures contain NHx

molecules,arranged in a disordered fashion, and are insulating. Hence, none of these structures is

a candidate for high-temperature superconductivity (HTSC).

In La-Ga-H phase diagram I found no stable ternary hydride, although there are several hydrogen-

rich structure very close to the convex hull, suggesting that they may in principle form. Among

these, I chose three structures with LaGaH6, LaGaH14, and LaGaH15 composition as representative
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Figure 7.1: Convex hulls for La-Ga-H (top left), La-C-H (top right), La-Pt-H (mid left), La-Au-H
(mid right), La-B-H (bottom left) and La-N-H (bottom right), at 300 GPa. Blue circles and red
squares represent stable and metastable phases, respectively.
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candidates for HTSC in the La-Ga-H system. These structures were all characterized by a relatively

symmetric structure, high hydrogen fraction, and intermediate H-H distance.

Figure 7.2: Crystal structures of the thermodynamically stable La-B-H and La-N-H phases, and
metastable LaBH17, LaGaH6, LaGaH14, and LaGaH15 phases. La, B, N, Ga and H atoms are
shown as green, orange, gray, red, and blue spheres, respectively. Polyhedral surfaces match the
color of the bonding atom. In LaGaH14 the 001 lattice plane is shown to highlight the planar nature
of the hydrogen network.

7.2.2 Crystal Structures

Fig. 7.2 shows the crystal structures for the La-B-H, the La-N-H system, as well as the metastable

LaGaH6, LaGaH14, and LaGaH15 structure. The La4N4H and La2N2H structures exhibit both a

cubic La-N sublattice with CsCl arrangement, where hydrogen occupies the interstitial sites and

are distant from each other (3.6 and 2.4 Å, respectively). In LaN2H3 on the other hand, the
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structure presents La layers, alternated with a N-H network with a shorter H-H distance (1.4 Å),

while LaN3H10 is characterized by H2, NH, NH2, and NH3 molecules scattered unorderedly around

the La atom. Other metastable phases with high hydrogen content also contain disordered H2 and

NHx molecules (x = 1, 2, 3, 4).

The LaB8H phase presents a dense covalent B-B network, which forms a cylindrical cage around

a La atom. This structure is identical to one predicted for LaB8, with the addition of a hydrogen

atom in the interstitial site between two second-nearest La atoms. Here, hydrogen atoms are far

apart from each other, with a distance of 3.7 Å. The La2B6H5 structure contains two polymeric

chains of BH2 and B2H2, linked by a hydrogen atom in common, with a H-H distance of 1.4

Å. The LaBH8 phase is characterized by a close-packed structure formed by a rock-salt La-B

sublattice, with eight hydrogen atoms sitting in the interstitial sites. The hydrogen sublattice

forms a rhombicuboctahedron around the La atom, and a cube around the B atom. La, B, and

H atoms occupy the 4b, 4a, and 32f Wycko� positions, respectively. This phase is particularly

interesting, as the La sublattice (fcc) is identical to that of LaH10, and also exhibits the same

lattice parameter. This phase turned out to remain stable down to much lower pressure, and was

object of a more focused study. I discussed it in more detail in Section 7.3. Among the metastable

phases, I show one with LaBH17 composition. The crystal structure exhibits an orthorhombic

lattice (↵-LaBH17), with a polyhedral cage of 32 H atoms around a central La atom. Cages are

stacked along the vertical axis, and share a distorted hydrogen hexagon (H-H distance of 0.95 Å).

The cages alternate with B2H10 molecules. A higher pressure removes the distortions: at 500 GPa

this structure transitions to one with a tetragonal Bravais lattice which is almost degenerate in

enthalpy, but presents a higher symmetry (�-LaBH17). This e�ect is probably similar to the one

reported for both H3S and LaH10, where a high-symmetry phase is preceded by slightly distorted

ones at lower pressures. In H3S and LaH10 the inclusion of anharmonicity and quantum fluctuations

was shown to lower this stabilization pressure [133,143].

The metastable LaGaH6 structure presents a tetragonal Bravais lattice. The Ga atoms are

encased in a rectangular cuboid with hydrogen on the vertexes. The cuboids share a square face

with another polyhedron centered in La, with six squared, two hexagonal, and eight rhomboid

faces. The shortest H-H distance is in the rhomboid faces, where it is 1.1 Å. LaGaH14 presents

an orthorhombic lattice in which a dense hydrogen network is sandwiched between La and Ga

planes. The H-H distance ranges between 0.9 and 1.2 Å. The LaGaH15 structure presents two

interpenetrating La and Ga body-centered tetragonal lattices, with a dense hydrogen network

around them, and a H-H distance ranging from 0.9 to 1.2 Åas well. Since the three structures

exhibit rather similar properties, in the following I will only show the results for LaGaH14. A

summary of the properties of LaGaH6 and LaGaH15 is shown in Tab. 7.2.
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Figure 7.3: Total and atom-projected DOS in units of spin
�1

eV
�1 for stable La-N-H, La-B-H

phases, and metastable LaBH17 and LaGaH14 at 300 GPa. The total DOS and its projection onto
La, N, B, Ga, and H are shown as black lines, and green, gray, orange, red, and blue filled lines,
respectively. The Fermi energy is set as the zero.
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7.2.3 Electronic Structure

In Fig. 7.3 I show the total and atom-projected Density of States (DOS) for the metallic La-B-H

and La-N-H structures1, and LaGaH14. In La4N4H and La2N2H, the DOS presents a prevalent

La and N character, with no significant contribution from hydrogen. Also LaN2H3 the hydrogen

contribution is negligible, especially around the Fermi level, where the states are mostly N-derived.

LaN3H10 (not shown) is insulating, with a PBE band gap of 2.4 eV. The absence of high-symmetry,

hydrogen-rich structures, with a large fraction of H-derived states at the Fermi level indicate that

La-N-H compounds do not tend to form superconducting hydrides, as they do not exhibit any of

their typical characteristics.

Among the La-B-H structures, the electronic behavior changes significantly with the hydrogen

content. In LaB8H and La2B6H5, the partial DOS exhibits a strong B character, with a larger La

contribution in the second. In both cases, hydrogen does not play a significant role in the electronic

structure, and does not contribute to the states at the Fermi level. In LaBH8 and LaBH17, on

the other hand, where the hydrogen concentration is higher, the partial DOS presents a stronger

hydrogen character. In particular, in LaBH8 the H-derived states contribute significantly in a

window of 5 eV around the Fermi level, and the rest of the states derive from lanthanum. Between

-25 and -5 eV, the contribution of La and B states is also important, and the similar trend in the

projected DOS suggests some degree of covalent bonding. In LaBH17 the hydrogen contribution

is stronger, while the role of boron appears to be marginal. LaBH8 and LaBH17 are reminiscent

of binary superhydrides: a high-symmetry structure, intermediate H-H distances (between 1.0 and

1.6 Å), and a large fraction of H-derived states at the Fermi level.

The LaGaH14 structure presents a large hydrogen contribution to all occupied states. At -18

eV a narrow peak originating from Ga-d states is visible, but it does not exhibit signs of signif-

icant hybridization with other states. The three projected DOS’s are similar in the -15 to 0 eV

range, suggesting hybridization between all three elements. Around the Fermi level the hydrogen

contribution is large, consisting of about 60% of the total.

7.2.4 Vibrational Properties and Superconductivity

In order to establish whether any of the newfound phases could be a hot superconductor, for each

structure I calculated the Éliashberg function using Density Functional Perturbation theory, and

used it to numerically solve the isotropic Migdal-Éliashberg equations, which is a more accurate

approach in the case of strong coupling (� � 1), the McMillan formula tends to underestimate

the Tc [61]. In Table 7.1 I show a summary of the electronic and superconducting properties for

each phase. As anticipated, La-N-H structures are all characterized by an extremely low hydrogen

fraction at the Fermi level, and even the metallic ones bad superconductors. Among the La-B-H
1LaN3H10 is insulating.
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and La-Ga-H compositions, on the other hand, I do find high-Tc in LaBH17 and LaGaH14. The

Tc is higher than 100 K in both cases. This is, however, far too low to explain the observed hot

superconductivity, calling for further experimental studies which can give some more details on the

composition of the supposed hot superconductor.

Figure 7.4: Total and atom-projected Eliashberg function [↵2
F (!), solid lines], and !-dependent

e-phcoupling [�(!), dashed lines] for stable La-B-H and La-N-H hydrides, and metastable LaGaH14

and LaBH17. The atom projections on La, B, N, Ga, and H are shown in green, gray, orange, red,
and blue, respectively. The Eliashberg function and !-dependent e-phcoupling �(!) are defined in
the Supplemental Material. Note: due to the large di�erences in values, the y-axis scale is di�erent
for each subfigure.

In Fig. 7.4 I report the atom-projected and the total Éliashberg function, along with the

frequency-dependent coupling coe�cient �(!), for the metallic La-B-H, La-N-H phases, and for

LaGaH14. As shown, in La4N4H and La2N2H the coupled states derive mostly from nitrogen, and

the total coupling is extremely small. In La4N4N there are also no states above 200 meV, indicating

that in this structure purely hydrogen modes are entirely absent. In LaN2H3, the coupled states

exhibit an almost pure hydrogen character, but the total coupling is extremely small. The whole

spectrum is characterized by narrow peaks between 100 and 250 meV, indicating the presence of

dispersionless molecular vibrations.

In LaB8H boron contributes to most of the e-ph spectrum, while in La2B6H5 about 30% of the
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contributions derive from hydrogen. In these two structures the hydrogen content is low, and the B-

B bonds characterize both the electronic and vibrational spectrum. Overall, the integrated coupling

is around 0.5. In LaBH8 and LaBH17 the e-ph spectrum is quite di�erent. In these structures all

of the coupling derives from hydrogen modes; in LaBH8 all the coupled modes are concentrated

in a region around 200 meV, leading to a very high !log, and a small �. In LaBH17 the spectrum

is strongly coupled at all energies, and is entirely H-derived. At 300 GPa, ↵-LaBH17 is close to a

dynamical instability, as suggested by the large �, and the small !log (values shown in Table 7.2). At

higher pressures the instability disappears, but the increase in !log is compensated by a decrease in

� which leaves the Tc unchanged. LaGaH14, similarly to LaBH17 exhibits a significant e-ph coupling

at all energies, as witnessed by the rather linear increase of �(!) between 0 and 200 meV. LaGaH6

and LaGaH15 behave similarly to LaGaH14, although in LaGaH6 the lower hydrogen content reflects

in a smaller total coupling. The even contribution of coupling across a large energy range indicates

that in LaBH8 LaBH17, LaGaH6, LaGaH14, and LaGaH15, superconductivity originates from the

whole hydrogen sublattice, rather than from a single, strongly-coupled mode.

Comp. S.G. �H dH�H N(EF ) NH/N(EF ) � !log Tc
ME

meV
atom (Å) ( 1

2
103eV�1Å�3) (K) (K)

La4N4H 38 0 3.6 16.9 1% 0.24 434 0
La2N2H 63 0 2.6 4.2 3% 0.15 719 0
LaN2H3 66 0 1.4 10.3 1% 0.33 966 1
LaN3H10 1 0 0.74 - - - -
LaB8H 5 0 3.7 8.3 4% 0.44 973 8

La2B6H5 8 0 1.5 12.0 21% 0.47 998 6
LaBH8 225 0 1.33 7.4 62% 0.53 1731 14

↵-LaBH17 23 33 0.95 7.8 63% 3.3 414 180
LaH10 225 0 1.06-1.14 16.4 62% 1.9 1575 249

LaGaH6 71 12 1.13 6.0 20% 0.63 845 21
LaGaH14 35 13 0.89-1.17 10.5 52% 1.25 1134 137
LaGaH15 44 11 0.90-1.10 11.7 57% 0.90 1338 95

Table 7.1: Electronic and superconducting properties of selected ternary phases of La-N-H and
La-B-H, plus high-symmetry metastable La-Ga-H structures, at 300 GPa. The first column shows
the composition, the second column indicates the space group. The fourth column �H indicates
the enthalpy di�erence from the convex hull (0 if the structure is on the hull). dH�H indicates
the average H-H distance in Ångstrom. In the sixth and seventh column the electronic DOS at
the Fermi level N(EF ) and its relative hydrogen character are reported. The DOS is shown per
unit volume to allow for comparison between di�erent pressures. The electron-phonon coupling
coe�cient � and the average phonon frequency !log are defined in the Supplemental Material.
The superconducting critical temperature Tc

ME was calculated by solving the isotropic Migdal-
Eliashberg equations – for details see the Supplemental Material. ⇤ the structure is dynamically
unstable near the M point. ⇤⇤ cutting imaginary frequencies.

The distance from the convex hull, H-H distance, DOS at the Fermi level, hydrogen fraction of

the DOS, �, !log, and Tc for the phases discussed are summarized in Table 7.1. None of the phases

exhibits a Tc higher than 200 K, hence none are likely candidates for hot superconductivity. As an
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additional check, I tried to qualitatively estimate whether some kind of doping e�ect could increase

the Tc of the predicted La-B-H phases. Indeed, in LaBH17 the Fermi energy lies in a pseudogap,

and an electron doping could increase significantly the DOS at the Fermi level. In an optimistic

scenario, I considered a 50% substitution of boron with carbon, corresponding to a doping of 0.50e�

per formula unit. This would increase the DOS at the Fermi level by a factor of two. Assuming that

as a result the Éliashberg function also doubled, the Tc would increase to about 290 K. This would

be a above room temperature, and a remarkable result, but is still far from the 556 K reported.

Similar arguments also apply to LaGaH14.

7.3 Part II: LaBH8, a low-pressure high-Tc ternary hydride

In Section 7.2, I discussed the ab initio study of six La-X-H hydrides at 300 GPa. During this

study, I predicted the formation of a structure with LaBH8 composition at 300 GPa, characterized

by a peculiar high-symmetry, hydrogen-rich structure. In the previous Section I studied LaBH8 at

300 GPa, where it was characterized by a low Tc. Upon relaxation to lower pressures, however,

I notice that this structure remained dynamically stable, and it Tc increased up to about 126 K

at 50 GPa. The low stabilization pressure motivated me to study the La-B-H compound with

more detail. Interestingly, a structure with an identical M -B sublattice was observed with neutron

di�raction on MBH4 (M = K, Rb, Cs), which only di�ers by the 1/2 occupancy of the 32f site by

hydrogen [275].

Figure 7.5: Crystal structure of the Fm3̄m phase of LaBH8 (conventional unit cell). La, B, and
H atoms are shown as green, orange, and blue spheres, respectively. The Electron Localization
Function (ELF) is projected onto the 1̄00 plane.
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7.3.1 Convex hull at 100 GPa

I performed a structural search for the La-B-H system at 100 GPa, where I expected the LaBH8 to

be still stable, but also insulating, low-pressure phases to be competitive, based on the experience

gained in studying the Ca-B-H system (See Chapter 6), where metallic phases only appeared above

110 GPa. To sample the convex hull as accurately as possible with a reasonable amount of resources,

I followed the procedure described by Kvashin et al. [276], which is summarized below:

1. Perform a variable-composition evolutionary search with no restrictions (except the maximum

cell size, which was set to 40 atoms). For this search I considered 50 generations with 360

individuals in the first and 250 in the others, for a total of about 12000 structures sampled

2. Re-sample promising binary and pseudo-binary phases: (LaB)xH1�x, LaxH1�x, BxH1�x,

LaxB1�x, for 20 generations with 160 individuals in the first and 60 in the others, for a total

of about 1200 structures sampled for each search. Construct a preliminary convex hull.

3. Re-sample specific compositions which are either stable in the preliminary convex hull, or are

suggested by the standard rules of chemistry. In particular, I considered LaBH8, La(BH2)3,

La(BH3)3, and La(BH4)3. I used a number of atoms corresponding to four formula units, and

sampled a total of 20 generations, with 80 individuals in the first, and 60 in the others, for a

total of 1200 structures more sampled for each search

4. Perform a second variable-composition evolutionary search, using all the stable structures

found in the previous steps as seeds, with a maximum cell size of 40 atoms, sampling for 20

generations, with 250 individuals in each generation, for a total of 5000 structures sampled

5. Collect all the results from the previous search, and construct a second preliminary convex

hull. Then, retaining all the structures that were on, or close to, the convex hull, I re-

relaxed them with better convergence, and compute the zero-point energy (ZPE). The ZPE

was computed by calculating the dynamical matrix at the � point only, and using Fourier

interpolation to calculate the phonon density of states

6. Add the ZPE to the calculated enthalpies, and construct the final version of the convex hull.

The convex hull was constructed using pymatgen [277]

In Fig. 7.6 I report the convex hull resulting from the procedure described above. There are four

stable compositions: La(BH2)3, La(BH4)3, LaBH5, and LaBH8, crystal structures corresponding

to these four compositions are shown in Fig. 7.7.

The ground-state structures for the La(BH2)3 and La(BH4)3 compositions are characterized

by the same molecular, hydrocarbon-like structures already reported for other metal borohy-

drides [8,267,278–280], and analogous to those described in Chapter 6. The structure with LaBH5
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composition is characterized by a La-B rocksalt sublattice, and BH�
4

anions, with an additional H

atom trapped in the interstitial site of a La tetrahedron. For the LaBH8 composition, the predicted

ground-state structure (P1 space group) is characterized by a disordered mixture of BH�
4

anions,

H2 molecules, and isolated H atoms. The LaBH8 Fm3̄m phase, described in detail in Section 7.2,

was lying only 23 meV/atom above the hull. In Fig. 7.5 I report again the Fm3̄m-LaBH8 structure

along with the projection of the Electron Localization Function (ELF) onto the 1̄00 plane, which

cuts through one of the faces of the hydrogen cubes around boron. The ELF remains high all along

the H-H bonds, while it is smaller along La-H and B-H bonds, indicating that the bonding between

these two pairs is less significant. The fact that boron and hydrogen, despite their proximity, do not

seem to form a covalent bond is quite unusual. The presence, on the other hand, of a metallic H-H

bond suggests that this hydride is similar to sodalite-like hydrides, such as LaH10. According to

this interpretation, the La-B sublattice acts as a sca�olding which mechanically confines hydrogen

atoms in a small volume [121, 147], with a mechanism that has been intuitively named chemical

pressure [28]. Indeed, LaBH8 has exactly the same La sublattice as LaH10 (face-centered cubic),

with the addition of boron atoms filling the interstices between second-nearest La atoms, and in-

creasing the packing fraction by almost 10%. This extremely e�cient packing of the LaBH8 is the

key to the low-pressure stabilization of the metallic hydrogen sublattice.

Figure 7.6: Convex hull for the La-B-H system at 100
GPa. Stable compositions are shown as orange dots.

The structures for La(BH2)3 and

La(BH4)3 are insulating, analogously to

other metal borohydrides, while LaBH5

and Fm3̄m-LaBH8 are metallic and super-

conductive.

7.3.2 Stability of LaBH8 Fm3̄m

structure

As mentioned before, the Fm3̄m-LaBH8

phase is not the ground state structure at

100 GPa, but it lies only 23 meV/atom

above the hull, and becomes thermody-

namically stable above 110 GPa. In the

last two columns of Tab. 7.2, I report the

enthalpy di�erence between the Fm3̄m

phase and the convex hull (�HH), and be-

tween the Fm3̄m and the pure elements

(�He). Both values are negative above 110 GPa, as the Fm3̄m phase forms spontaneously above

that pressure. At lower pressures the decomposition into pure elements remains unfavorable, but
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Figure 7.7: Crystal structures of P21/m-La(BH2)3, P63m-La(BH4)3, Fm3̄m-LaBH5, and Fm3̄m-
LaBH8.
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the distance from the convex hull increases up to 125 meV/atom at 50 GPa. While thermodynam-

ical stability implies that the structure will form, it does not say whether it can remain metastable

at lower pressures; the stability with respect to decomposition into pure elements, however, is a

necessary condition. I calculated the dynamical stability, and found that it is stable down to 40

GPa. Albeit not conclusive, the dynamical stability is an indication that metastability is possible,

as it represents a necessary (but not su�cient) condition.

I suggest that the phase could be synthesized at high pressure and quenched down to 40 GPa,

thanks to a pressure hysteresis mechanism [281]. A recent computational study by Sun et al. [282]

proposed a condition for pressure hysteresis to take place; the authors introduced the idea that a

phase which is stable under some thermodynamical conditions can remain (meta)stable, even when

its enthalpy is considerably higher than the ground state. This condition does indeed apply to

Fm3̄m-LaBH8, and it is not unusual in nature to observe metastable structures even with high

enthalpy values: black phosphorous [281], or even diamond are examples, in which the metastable

phase has an enthalpy hundreds of meV/atom higher than the minimum. Given all the above,

even though a quantitative technique for determining the lowest pressure has not been developed,

I realistically can consider the structure metastable to a pressure much lower than 110 GPa, and

higher than 40 GPa.

Although I cannot determine the minimum pressure at which this phase can be retained, these

indications, and the analogy with other superhydrides that were synthesized at pressures lower than

predicted, suggest that it should in fact be possible to retain this structure down to pressures in

the 50-70 GPa range.

7.3.3 Electronic Structure

In this section I will discuss the electronic properties of Fm3̄m-LaBH8 at 50 GPa. I chose this

pressure for the discussion because it is where the structure exhibits its high Tc at low pressure, but

it is still not too close to the dynamical instability to su�er from strong anharmonic e�ects. In Fig.

7.8 I report the electronic bands, colored with their hydrogen character, and the atom-projected

DOS. In the -20 to -15 eV range, the electronic states exhibit a strong La-5p character, while in

the -15 to -5 eV range, the character is B-2s and 2p, and H-1s. The hydrogen character becomes

predominant in the -5 to 1 eV range, crossing the Fermi level, where over 60% of the electronic

states have H character; the rest comes from the nearby of La-4f states, which are mostly located

above the Fermi level.

A band structure formation analysis can bring further insight in the details of the electronic

structure. In this analysis, I remove one or more elements from the crystal structure, and recompute

the bands. The results provide a sort of deconstruction of the band structure, whence I can deduce

which elements contribute to their overall shape. In Fig. 7.9 I show a comparison of the LaBH8
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Figure 7.8: Left: electronic band structure of Fm3̄m LaBH8 at 50 GPa, decorated with hydrogen
character (blue) vs non-hydrogen character (gray). Right: atom-projected density of states in units
of eV�1spin�1. Projection onto La, B, and H is shown in green, orange, and blue, respectively. The
zero of the energy scale is the Fermi level.

lattice with the LaH8, BH8, H8, and "empty" sublattices. The empty lattice approximation shows

the free electron behavior, only with the addition of the lattice periodicity. The first thing to

observe is that the LaBH8 and LaH8 bands only di�er by a small rearrangement in the -10 to -5

eV range, but both the low-lying states and the states near the Fermi level are very similar. This

observation suggests that boron has a small influence on the electronic structure, and only in a

narrow energy range, which is away from the Fermi level. Moving on to the BH8 and H8 bands, one

can see that they di�er from LaBH8 in the -20 to -10 and 1 to 5 eV energy ranges, but five bands in

the -5 to 0 eV range are present in the H8 sublattice, hence directly derive from it, and can be easily

also identified in the LaBH8, where they remain unperturbed. I conclude this analysis pointing out

that while La and B do influence the low-lying occupied and the unoccupied states, all the states

around the Fermi level derive from the H sublattice, and are mostly unperturbed. This picture is

coherent with a Bader charge analysis [283], which assigns a total charge of +1.5 to La, +0.9 to

B, and -0.3 to each H. Charge transfer from B to H is unusual, as in normal conditions the two

elements have very close electronegativity, and is a peculiar feature of this structural configuration.

To conclude the description of the electronic structure, in Fig. 7.11 (left panel) I report the

Fermi surface, decorated with H character. In the left panel of Fig. 7.11 I show the Fermi surface

decorated with H character. It consists of four sheets, all of which have hydrogen character of at

least 50%: 1) an electron-like, spherical sheet centered in �, which is the largest of the four, 2) a

cross-like sheet going from X to W , 3) a small hole pocket centered in the X point, and 4) another

hole pocket centered in the L point.
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Figure 7.9: Band structure formation for Fm3̄m-LaBH8 at 50 GPa. Each panel shows the band
structure for the Fm3̄m structure, where one or more element were removed,. Top left: LaBH8,
top right: LaH8, bottom left: BH8, bottom right: H8 (blue) and empty lattice approximation (red).
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7.3.4 Superconductivity

In this section, I will describe the vibrational and superconducting properties of the Fm3̄m-LaBH8

phase, computed using Density Functional Perturbation theory, within the harmonic approxima-

tion, and interpolating the e-ph matrix elements on a very fine ~k and ~q grid using Wannier inter-

polation, as implemented in EPW [25, 220, 227]. In order to make the calculation truly ab initio, I

also computed the Morel-Anderson pseudopotential µ⇤ [210], as defined in eq. (B.19); the value of

the average screened Coulomb interaction µ was calculated with the random phase approximation,

as implemented in the SternheimerGW code [240, 250, 255, 284]. At both 50 and 100 GPa, I find

µ
⇤=0.09, close to the commonly used value of 0.10, and in agreement with the value calculated for

YH6 and YH10 [7].

In Fig. 7.10 I report the phonon dispersions decorated with the mode-resolved e-ph coupling

�⌫~q, the atom-projected Éliashberg function with the frequency-dependent e-ph coupling coe�cient

�(!), and the phonon DOS. The contribution of the three elements (La, B, H) to the phonon

spectrum is well separated into four parts: 1) the low-energy modes (0 to 30 meV), which exhibit

a predominant La character, and give almost no contribution to the total e-ph coupling; 2) the

mid-low energy modes (30 to 60 meV) of predominantly B character; 3) the mid-high energy modes

(60 to 150 eV) of predominant H character, which contribute the most to �(!); and 4) the high-

energy modes (above 150 meV), of pure hydrogen character, which contribute less to the total

coupling due to their high frequency. The B contribution to the phonon DOS is all concentrated

in the mid-low energy range, and comes from a single, triply-degenerate, dispersionless branch,

which carries very little coupling, as indicated by the negligible contribution of boron to the ↵2
F .

A dispersionless phonon branch is suggestive of noninteracting atoms, and supports the idea that

boron is not actively participating in superconductivity.

The e-ph coupling is spread over several modes in the mid-high energy region, across the whole

Brillouin zone. The exception is a mode at the � point with T2g symmetry, which I will refer

to as T
⇤
2g. This mode corresponds to a distortion of the tetrahedron formed by nearest-neighbor

H atoms, and gives rise to a single, narrow peak in the Éliashberg function around 50 meV. The

strongly coupled T
⇤
2g mode is however very localized in reciprocal space, so it only contributes to

around 15% of the total coupling (�). The picture that emerges from this analysis confirms the

idea that in LaBH8 superconductivity arises from the H sublattice only, while La and B passively

act to stabilize it.

In Tab. 7.2, I summarize the superconducting properties of LaBH8 at 50, 75, and 100 GPa.

The two values for Tc, TAME

c and TIME

c represent the Tc obtained from the numerical solution

of the anisotropic and isotropic Migdal-Éliashberg equations, respectively [227]. At all pressures

the two values are extremely close, suggesting that the gap anisotropy is limited. Indeed the

superconducting gap, shown in the right panel of Fig. 7.11, is rather uniform over the Fermi
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Figure 7.10: Left panel: phonon dispersions of LaBH8 at 50 GPa (black thin lines), decorated with
the e-ph coupling (red thick lines). Center panel: atom-projected (colored filled lines) and total
(black line) Eliashberg function, and its first inverse moment �(!) (dashed black line). Right panel:
atom-projected (colored filled lines) and total (black line) phonon density of states. Projection onto
La, B, and H is shown in green, orange, and blue, respectively.

surface except for a hotspot on the pocket centered around L, which carries very little weight

in reciprocal space. Considering the average value of the superconducting gap, I obtain a BCS

parameter 2�iso(0)/Tc of 4.3 at 50 GPa, which confirms that LaBH8 is in the strong-coupling

regime.

At pressures higher than 50 GPa, the main di�erence in the phonon spectrum is a uniform

increase of phonon frequencies. This e�ect causes a decrease of the coupling �. The average

frequency !log slighlty decreases at 100 GPa, due to a strong pressure-induced hardening of the T
⇤
2g

mode, which decreases its e-ph coupling. At low pressure, the T
⇤
2g mode is strongly anharmonic, as

P N(EF ) � !log TAME

c TIME

c �iso �HH �He 2�/Tc
a

GPa eV
�1 meV K K meV meV/at meV/at

50 0.62 1.54 71 126 122 23.5 125 -247 4.3
75 0.60 1.06 91 101 96 16.8 71 -308 3.9
100 0.56 0.64 88 42 32 5.6 23 -337 3.1

Table 7.2: Summary of the main superconducting properties of LaBH8 at 50 and 100 GPa. The
DOS at the Fermi level N(EF in the second column is in units of eV

�1
spin

�1. AME and IME
correspond to solutions of the anisotropic and isotropic Migdal-Eliashberg equations, respectively,
with µ

⇤ = 0.09. �iso represents the isotropic average of the superconducting gap. �HH and �He

indicate enthalpy di�erences, including zero-point, of the Fm3̄m phase with respect to the ternary
hull, and pure elements.

aBSC theory predicts the universal value 2�/Tc = 3.5
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Figure 7.11: Fermi surface of LaBH8 at 50 GPa. Left: decorated with hydrogen character, right:
decorated with the value of the superconducting gap. The color scale goes from zero to the maximum
value of the H character (0 to 0.75), and the gap (0 to 28 meV), respectively.

it is also the mode which drives the dynamical instability, which occurs around 35 GPa.

In general, anharmonic and quantum e�ects are demonstrated to strongly a�ect the stability and

the superconductivity of hydrides [133,143], as the very small mass of hydrogen the proton implies

that the Born-Oppenheimer approximation is much worse than in other elements. To estimate

the role of anharmonicity in the stability of LaBH8, I recomputed the T
⇤
2g phonon frequency at

various pressure using the frozen-phonon approach described by C. Heil et al. in Ref. [240]; the

results are shown in Fig. 7.12. As shown, anharmonicity causes a reduction of about 10 meV in

the frequencies, which reflects in to an increase of about 5 GPa in the stabilization pressure, which

occurs at 40 GPa. The e�ect on the critical temperature is minor: if the coupling from the T
⇤
2g

mode is entirely removed, the Tc changes by about 10 K, indicating that anharmonicity does not

strongly a�ect the superconducting properties.

7.4 Conclusions

In conclusion, inspired by the experimental report of hot superconductivity [51], I calculated the

stable compositions in the six La-X-H ternary hydrides (X = B, N, Ga, C, Au, Pt) where the hot

superconductor was more likely to be found, using evolutionary algorithms for crystal structure

prediction. The choice of La-based ternary hydrides was motivated by the experimental report,

where a Tc compatible with LaH10 was measured at first, and the other elements are chosen as they
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were all present in the Diamond Anvil Cell during the experiment. I found no stable phases for C,

Au, Pt, and a few metastable ones for Ga (but none stable). In La-B-H and La-N-H I did find several

stable ternary compositions: LaBH8, La2B6H5, and LaB8H; and La4N4H, La2N2H, LaN2H3, and

LaN3H10. In addition, I found a metastable LaBH17 which exhibits structural features typical of

superconductors (high hydrogen content, intermediate H-H distance). I computed the Tc for all

the stable phases, and a few of representative metastable ones, by numerically solving the isotropic

Migdal-Éliashberg equations. I found the highest Tc’s in two structures with LaGaH14 (137 K)

and LaBH17 (180 K), which are way too low to explain the observed hot superconductivity, calling

for further experimental studies. The fact that both La-B-H and La-Ga-H form high-Tc hydrides

suggests that elements from the 13th group, to which both B and Ga belong, might promote the

formation of hydrogen-rich, superconducting structures, and are worthy of further investigation.

Figure 7.12: Comparison of the harmonic and anhar-
monic phonon frequency of the T

⇤
2g mode at � as a

function of pressure. The gray box highlights the re-
gion where the dynamical instability occurs.

Among the other phases, I predicted

the one with LaBH8 composition to be dy-

namically stable down to 50 GPa, where

it exhibits Tc of 126 K. Following this re-

sult, I studied the La-B-H system with

more detail down to 100 GPa, performing

another, more detailed structural search

with variable-composition evolutionary al-

gorithms. I found LaBH8 to be thermo-

dynamically stable above 110 GPa, where

it should be possible to synthesize it. Its

crystal structure is characterized by an ex-

tremely e�cient packing, due to a combi-

nation of two atoms of di�erent size (La

and B) and matching valence, which act as

a sca�olding, stabilizing an internal hydro-

gen sublattice confined therein. I attribute

the relatively low stabilization pressure of

this structure to this e�cient packing, which e�ectively realizes an example of chemical precom-

pression, similar to the one observed in sodalite-like hydrides.

The prediction of a high-Tc hydride which is dynamically stable at 50 GPa represents an impor-

tant improvement from the previous record, held by YbH6 at 70 GPa [285], and the fact that this

hydride is characterized by hitherto unexplored structural template is extremely exciting. As it is

likely that substitution of other elements in the X and Y sites of the XY H8 structural template

will lead to the discovery of more low-pressure superconductors.
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This prediction generated considerable interest in the scientific community [53, 54], as it rep-

resents one step towards the low-pressure stabilization of hydride superconductors. Indeed, the

structural prototype of LaBH8 leaves room for improvement, as combinations of other elements

in the La and B site may optimize its properties, and realize an higher Tc, or a lower stabiliza-

tion pressure. The perspective of stabilizing a new high-Tc superconductor at ambient pressure,

competitive with iron pnictides and cuprates, is indeed extremely exciting.

Half a year after I published these results on arXiv, Liang et al. also published a preprint where

they explore the La-B-H phase diagram at 100, 150, 200, and 300 GPa [54] by sampling the LanBm

(n=1, m=1-6; n=2, m=1) pseudo-binaries, which found the same LaBH8 structure, but did not

find any hot superconductor.
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Chapter 8

Conclusions and Outlook

In this thesis, I have described my research work on the computational prediction of superhydrides.

I had the pleasure to work in a very lively and competitive field, which I saw thrive in front of my

eyes.

After more than one century since it was discovered, superconductivity is still the object of

intense research. On one side, brilliant theoreticians continue their e�orts to understand the micro-

scopic mechanisms that lead to unconventional superconductivity for compounds such as cuprates

and pnictides, and on the other side, researchers from di�erent backgrounds try to find their holy

grail: a high-Tc superconductor at ambient conditions. The fact that this phenomenon continues

to draw the attention of so many researchers – and funding agencies! – is not surprising: it is an

almost unique example of a macroscopic quantum state, and at the same time a phenomenon which

is the key element of many valuable applications. Some are already in use, such as nuclear magnetic

resonance or quantum computing, and countless more would become possible with the discovery of

a superconductor at room conditions: powerful electromagnets, fusion reactors, lightweight electri-

cal motors, lossless power cables, or even energy storage. Many technological developments depend

on the availability of high-Tc superconductors. Finding them has proven to be a di�cult task, but

recently the scientific community has been doing great progress.

Moreover, in less than one decade, research of conventional superconductivity in hydrogen-rich

systems under pressure led to the discovery of several record-breaking high-Tc conventional super-

conductors, and recently even broke the limit of room temperature, with the measurement of a Tc

of 287 K at 267 GPa in a carbonaceous sulfur hydride [6]. In the pursuit of high-Tc superconduc-

tivity, first-principles calculations provoked a real paradigm shift, and have started to anticipate

the experiments. First, the development of crystal structure prediction methods enabled compu-

tational physicists to predict whether a certain combination of elements would crystallize at all,

and in which form. Second, the use of linear response and Migdal-Éliashberg theory (or SCDFT)

also enabled researchers to predict whether a given compound would be a high-Tc superconductor.
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Overall, using first-principles calculations it became possible to rapidly explore thousands of hypo-

thetical structures, and to directly indicate the promising materials to the experimentalists. This

had lead to a drastic acceleration in the rate of discoveries.

Despite the numerous records broken, hydride-based superconductors are still far from practical

applications. The main obstacle is clearly that currently known compounds are only stable at very

high pressures, which can only be achieved in laboratory conditions, and samples are extremely

small. Nevertheless, there are reasons to be optimistic. The last ten years of research have proven

that hydrides are a promising hunting ground, but are very far from having exhausted all possibili-

ties. In particular, the first studies on ternary hydrides have already shown very interesting results,

such as the prediction of a hot superconductor with Li2MgH16 composition [43], the measurement

of room-temperature superconductivity in CxSyHz [6], and the prediction of low-pressure, high-Tc

hydride LaBH8, presented in this thesis. With over six thousand possible combinations of elements

to choose from, and the possibility to consider even quaternary of more complex hydrides, the

future likely holds many surprises. I will now outline some of the most promising directions for

future research.

To date, the most pressing goal remains the discovery of a high-Tc superconductor at room

pressure, even if not at room temperature. My results on LaBH8 are encouraging and indicate

that there is large room for improvement. In fact, while in sodalite-like binary hydrides the su-

perconducting properties were essentially independent from the guest atom – Mg, Ca, Y, La –

the only tuning parameter being the atomic radius and cage size, ternary structures with dense

hydrogen cages like LaBH8 open many more possibilities, as the two guest atoms, La and B, can be

changed independently. In analogy with binary sodalite-like clathrates one simple way to identify

new potential superconductors would be to consider the XY H8 structural prototype, and screen

via high-throughput methods many possible X and Y candidates, such as X = Mg, Ca, Sr, and

Ba and Y = C, Si, Ge, and Sn, just to name a few. Template-based high-throughput screening

was applied successfully to ternary nitrides [163], and could be equally used on hydrides. The

exploration of ternary hydrides is computationally and experimentally challenging, but the recent

discoveries demonstrate that it is going to be worthwhile. In order to ease the e�ort of exploring

full ternary phase diagrams, another interesting approach is to improve the e�ciency, i.e. identify

strategies to reduce the cost of ab initio structural searches.

It is likely that research of high-Tc superconductivity in hydrides will continue with the explo-

ration of other ternaries. In particular, combinations of one electropositive atom (alkali metals,

alkaline earths, early transition metals) with one from the p block (excluding the most electroneg-

ative) seem to be the most promising. However, since the computation of a ternary convex hull is

quite costly, an important step will be the identification of some guiding principle to restrict the

breadth of the search to the most promising ones. To speed up the calculation of phase diagrams,
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for example, one could use a template-based search, directly comparing the enthalpies of a fixed

set of prototypical structures. This method should enable the rapid identification of pairs of ele-

ments which do form stable ternary hydrides, and to e�ciently screen out those that do not. I am

currently working on a project in this direction. In addition, once a high-Tc ternary hydride is iden-

tified, one may attempt to reverse engineer the discovery process, and check whether its structure is

stable with other elements, and focus the calculation of the full convex hull for those combinations

where that structure is dynamically stable and high-Tc. Moreover, if the amount of data on hydride

superconductors keeps growing, and becomes available through data repositories, machine learning

approaches based on pattern recognition, or machine-learned interatomic potentials may provide

an alternative way to e�ciently scan for superhydrides.

Alternatively, high-Tc might also be found in non-hydride conventional superconductors. In

particular, covalent metals including boron, carbon and silicon could represent a viable strategy.

During these years I participated in a few projects on superconductivity in boron/carbon structures,

with some very encouraging results: a calculated Tc of 77 K in a RbSrB6C6 structure [286], stable

at room pressure. While their Tc is unlikely to reach room temperature, for these compounds it is

much easier to reduce the stabilization pressure.

While the focus of this thesis is clearly research on superconducting materials, I would like to

conclude with a more general consideration. Since the dawn of civilization, the technical capabili-

ties of mankind were constrained by its ability to bend the properties of matter to its will – from

the smith unknowingly quenching steel in the martensite phase, to the microchip laboratories im-

planting phosphorous ions into a silicon wafer. The discovery of a material with a certain property,

often serendipitous, opened the possibility to realize a new technology. The recent advancements

in computational materials science could change this paradigm, i.e. instead of depending on the

known materials, one could indicate a desired property, and find a new material which is exactly as

desired – such is the predictive power of first principles methods. Some examples have already been

demonstrated, and more may come: ultra-hard materials, metals with a specific plasma frequency,

ultra-strong (or high-temperature) magnets, and transparent or flexible metals. As both the crystal

structure search methods and the understanding of condensed matter physics improve, the capabil-

ity of finding the perfect material for any application will increase. Also, as large amounts of data

are generated by computational materials scientists, new frontiers open for artificial intelligence; on-

line databases with material properties are also becoming common. The search of high-temperature

superconductors, despite its obvious fundamental interest, will have the additional benefit of paving

the way to this revolution.
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Appendix B

Derivation of the Morel-Anderson
pseudopotential

In this section I will derive the Morel-Anderson pseudopotential in the calculation of the super-
conducting state Green’s function. The main di�erence between the electron-electron and the
electron-phonon interaction is that there is no equivalent of Migdal’s theorem for the former. This
means that there is no justification for limiting the diagrammatic expansion up to a certain order.
This makes an accurate evaluation of Coulomb e�ects in the normal state a quite formidable task.

The Coulomb interaction in the Hamiltonian is

HC =
X

~q ~G

4⇡e2

|~q + ~G|2
⇢
†
~q+~G

⇢~q+~G (B.1)

Where ⇢~q+~G is the Fourier transform of the electron density operator

⇢~q+~G =
X

~k~k0

h~k
0
| e

�i(~q+~G)~r
|~ki c

†
~k0c~k (B.2)

The first- and second-order diagrams of the self-energy expansion are shown in Fig. B.1 Graphs

(a) (b)

(c) (d)

Figure B.1: First- and second- order diagrams of the electronic self-energy. (a) and (b) are the
Hartree and Fock diagrams. (b) and (c) are the second-order corrections to the Hartree-Fock theory.
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(a) and (b) correspond to the Hartree and Fock terms ⌃H and ⌃F :

⌃H(~k, i!n) = 2
X

~q ~G

4⇡e2

| ~G|2
h~k| e

�i~G~r
|~ki h~k � ~Q| e

i~G~r
|~k � ~qiT

X

⌫

G(~k � ~q, i!n � i!⌫) (B.3)

⌃F (~k, i!n) = �
X

~q ~G

4⇡e2

|~q + ~G|2
| h~k � ~q| e

�i(~q+~G)~r
|~ki |

2
T

X

⌫

G(~k � ~q, i!n � i!⌫) (B.4)

Where the complete (self-consistent) electron Green’s function G was used in place of G0. The only
two second-order diagrams that were not implicitly included by using G are (c) and (d) of Fig. B.1.
In the model considered, an infinite series of graph is kept for diagram (c) (shown in Fig. B.2),
while the diagram (d) of Fig. B.1 is neglected. The diagram of Fig. B.1 contains the screening
by electronic polarization of the Coulomb interaction of the Fock graph, and is named ⌃SC . It
is useful to define the electron-hole propagator � (analogous to the electron Green’s function),
which is related by its analytic continuation onto the real axis with the electronic density-density
susceptibility.

�~G~G0(~q⌧) = �h T⌧⇢~q+~G(⌧)⇢
†
~q+~G0(0)i (B.5)

(a)

Figure B.2: Feynman diagram for the self-consistent Fock term, including screening by electronic
polarization.

In equations, ⌃SC is analogous to ⌃ep (eq. (4.30)) (where � is analogous to the phonon propa-
gator D):

⌃SC(~k, i!n) = �T
X

~q ~G~G0

X

⌫

h~k|
4⇡e2

|~q + ~G|2
e
+i(~q+~G0

)~r
|~k � ~qi �~G~G0(~k � ~k

0
, i!⌫)

⇥ h~k � ~q|
4⇡e2

|~q + ~G0|2
e
+i(~q+~G0

)~r
|~ki G(~k � ~q, i!n � i!⌫)

(B.6)

and one can define the electron Coulomb spectral function S(~k,~k0,⌦):

S(~k,~k0,⌦) =

✓
�
1

⇡

◆
N(✏F )Im

0

@
maxX

~G~G0

h~k|
4⇡e2

|~q + ~G|2
e
+i(~q+~G)~r

|~k
0
i �~G~G0(~q,! + i�)

⇥h~k
0
|

4⇡e2

|~q + ~G0|2
e
+i(~q+~G0

)~r
|~ki

! (B.7)

The calculation of S is a di�cult task, which does not add to the discussion. It is su�cient to know
that it can be computed within certain approximations [250, 287, 288]. Then one can rewrite the
self-energy in terms of S:

⌃SC(~k, i!n) = T

X

~k0,⌫

Z 1

0

d⌦
S(~k,~k0,⌦)

N(✏F )

2⌦

!2
⌫ + ⌦2

G(~k0, i!n � i!⌫) (B.8)

Which can also be expressed by splitting the splitting the sums over ~k into a discrete sum over the
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angular part J and an integral over the energy ✏:

⌃SC,J(✏, i!n) = T

X

J 0

Z 1

�1
d✏

0N(✏0)

N(0)

Z 1

0

d⌦SJJ 0(✏, ✏0,⌦)
2⌦

!2
⌫ + ⌦2

G(✏0, i!n � i!⌫) (B.9)

This formula is the analogous of eq. (4.32), except that the Éliashberg function ↵
2
F is replaced

by the Coulomb spectral function S. The main di�erence is that in the case of ↵2
F there was an

obvious cuto� to the integral, as the maximum phonon energy is bound. In the case of S there
is not. In fact, S has to be integrated up to energies of the order of 50-100 eV. The treatment of
Coulomb e�ects in the normal state is, in fact, quite di�cult. When discussing the e�ect of the
Coulomb interaction on superconductivity, however, the argument can be greatly simplified.

In fact, one assumes that the Coulomb interaction in the normal state has already been treated
in the calculation of the band structure ✏~k, and in the phonon dispersion !~q⌫ . Hence, in the
superconducting state one only has to consider the remaining part of the self-energy. One can write
the remaining part of the Coulomb self energies ⌃̂SC and ⌃̂F as:

⌃̂SC(~k, i!n) = T

X

~k0,⌫

Z 1

�1
d✏

0 N(✏0)

N(✏F )

Z 1

0

d⌦
S(J, J 0

, ✏, ✏
0
,⌦)

N(✏F )

⇥
2⌦

!2
⌫ + ⌦2

⌧̂3

h
ĜJ 0(✏0, i!n � i!⌫)� Ĝ

N
J0(✏0, i!n � i!⌫)

i
⌧̂3

(B.10)

and

⌃̂F = �T
X

J0⌫

Z 1

�1
d✏

0
N(✏0)VJJ 0(✏, ✏0)

⇥
2⌦

!2
⌫ + ⌦2

⌧̂3

h
ĜJ 0(✏0, i!n � i!⌫)� Ĝ

N
J0(✏0, i!n � i!⌫)

i
⌧̂3

(B.11)

The di�erence ĜJ0�Ĝ
N
J 0 originates from the fact that the Coulomb contribution to ⌃̂ in the normal

state is already included in the band structure ✏~k, and the di�erence avoids double-counting it in ⌃.
One then notes that as T approaches Tc, ĜJ 0 � Ĝ

N
J0 approaches the o�-diagonal part of Ĝ, named

Ĝ
od. This approximation remains good even far from Tc, hence one can assume that ĜJ 0�Ĝ

N
J 0 is well

approximated by Ĝ
od, which is the part that must be treated in the description of superconductivity.

At this point one would like to introduce a cuto� on the summation over !⌫ in eq. (B.10) and
(B.11). The summation over !⌫ in eq. (B.11) can be split by introducing a cuto� !c for eq. (B.11)
and splitting the sum into !n0 > !c and !n0 < !c, with !n0 = !n � !⌫ . For !c su�ciently large,
⌃SC is going to be small because of the 2⌦

!2
⌫+⌦2 denominator, hence the approximation:

⌧̂3Ĝ
od(~k0, i!0

n)⌧̂3
|!0

n|>!c
�����!

�⌃̂od
F

(i!0
n)
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2

~k0

(B.12)

Also assuming that !c � Z,�,�. Then, one can put the part of the sum with |!n| > !c onto the
right side of eq. (B.11) and write:

X

J 0

Z 1

�1

0

@�JJ 0�(✏� ✏0)� T

|!0
n|>!cX

n0

N(✏0)
VJJ 0(✏, ✏0)

(i!0
n)

2 � ✏02

1

A ⌃̂F,J 0(✏0)

= �T

|!0
n|<!cX

n0

X

J 0

Z 1

�1
d✏

0
N(✏0)VJJ 0(✏, ✏0)⌧̂3Ĝ

od(✏0, i!n0)⌧̂3

(B.13)
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Eq. (B.13) can be inverted, defining R as its inverse. R must satisfy the relation:

X

J0

Z 1

�1

0

@�JJ 0�(✏� ✏0)� T

|!n0 |>!cX

n0

N(✏0)
VJJ 0(✏, ✏0)

(i!n0)2 � ✏02

1

ARJ0J 00(✏0✏00,!c) = �JJ 0�(✏� ✏00) (B.14)

At this point one can define the Coulomb pseudopotential U , which satisfies the equation:

UJJ 0(✏, ✏0,!c) = N(✏F )
X

J 00

Z 1

�1
d✏

00
RJJ 00(✏, ✏00,!cut)VJ 00J 0(✏00, ✏0) (B.15)

Using U one can rewrite ⌃̂F as:

⌃̂F (✏, i!n) = �T

|!n0 |<!cX

n0,J 0

Z 1

�1
d✏

0 N(✏0)

N(✏F )
UJJ 0(✏, ✏0,!c)⌧̂3Ĝ

od(✏0, i!n)⌧̂3 (B.16)

The di�erence between eq. (B.16) and eq.(B.11) is that now the summation is up to !c, and all
terms at higher energy were re-cast into the interaction V ! U .

The next step is to consider the sum of both pieces of the Coulomb self-energy ⌃̂C = ⌃̂F + ⌃̂SC .
A procedure formally identical to the one for ⌃̂F can be applied again, this time by introducing
a second cuto� !cut which is a few times the largest phonon frequency, e.g. !cut > 5!D. Again,
one splits ⌃̂C into a sum for !c > |!n0 | > !cut, and |!n0 | < !cut. Then one can approximate
⌃̂od

C,J(✏, i!
0
n)

|!n0 |>!cut
�������! Ĝ

od(✏, i!0
n), invert the equation, and write an e�ective potential U⇤:

U
⇤
JJ 0(✏, ✏0,!cut) = UJJ 0(✏, ✏0,!c) +

Z
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n0,J 00
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00
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R
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2⌦

!2
⌫+⌦2S(J, J 0
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0
,⌦)

(i!n0)2 � ✏002
U

⇤
J 00J0(✏, ✏0;!cut)

(B.17)

At this point, ⌃̂C only contains a summation up to !cut, which is a few times the typical
phonon frequency. Within this range one can assume the Coulomb interaction to be so slowly-
varying that it is essentially independent from energy and isotropic. This assumption is justified
a posteriori by the fact that the estimated e�ect of the residual Coulomb interaction is small.
Within these approximations, the Coulomb pseudopotential can be approximated by a constant
U

tot
JJ 0(✏✏0;!cut) = µ(!cut).

The result is a simplified equation for the Coulomb interaction:

⌃̂C(i!n,
~k) = �T

|!n0<!c|X

J 0,n0

µ
⇤
JJ 0(!c)

Z 1

�1
⌧̂3Ĝ

od(✏, i!n0)⌧̂3 (B.18)

An expression of µ
⇤ can be found by making a model for the ✏ and ✏

0 dependence of N(✏)
and U

⇤
JJ 0(✏, ✏0), i.e. assume that they are both constant for |✏| and |✏

0
| smaller than !cut and zero

otherwise. Within this energy-independent model one finds:

µ
⇤(!cut) = µ/ [1 + µlog(!c/!cut)] (B.19)

Typically the term log(!c/!cut) is of the order of 5, as !cut is of the order of the plasma frequency
(⇠50 eV), while !cut is of the order of the Debye frequency(⇠0.50 eV). While the calculation of µ⇤

involves several approximations, the result is a small treatable number, which only lightly a�ects
superconductivity. In most materials, µ⇤ is found to be between 0.08 and 0.20. The smallness of
µ
⇤ justifies the crude approximations made, as in general its e�ects on superconductivity are not

particularly strong.
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Appendix C

Computational Details

In this Chapter I report the details of the calculations presented in Chapters 5, 6, and 7, corre-
sponding to Refs. [7–9,289]. This chapter is divided into three sections, each corresponding to the
Chapter with the same name, for an easier consultation.

C.1 Sodalite-like Yttrium Hydride Clathrates
The calculations were performed using Density Functional Theory (DFT) and employing "optimized
norm-conserving Vanderbilt" (ONCV) pseudopotentials. The exchange-correlation part was treated
within the Generalized Gradient Approximation, within the Perdew-Burke-Ernzerhof framework.
In the yttrium pseudpotential the semi-core states (4s, 4p, 5s) are included [219, 290]. I used
Quantum Espresso to calculate the electronic structure and the lattice dynamics [272, 273], the
Epw code [211, 227] to calculate and interpolate the electron-phonon interaction, and to solve
numerically the Migdal-Éliashberg equations. To generate maximally-localized Wannier functions
(MLWF) I employed the Wannier90 code [291].

A cuto� of 90 Ry (1200 eV) was used on the plane waves expansion of the wavefunctions. To
calculate the ground-state charge density, the integration over the Brillouin zone was carried out
using a Monkhorst-Pack (MP) k-grid and a Methfessel-Paxton smearing, converging energies within
1 mRyd/atom. Denser MP grids (up to 24⇥ 24⇥ 24) were used to calculate the DOS, which was
integrated using the tetrahedron method.

To obtain the crystal structures as a function of pressure, structural relaxations were performed
until forces between atoms were less than 5⇥ 10�5 Ry/au. Vibrational properties were calculated
on 4(6)⇥ 4(6)⇥ 4(6) q-grids for YH3 and YH6 (YH10), and interpolated on denser q-grids through
Fourier interpolation.

To accurately describe the superconducting properties, the e-ph matrix elements were interpo-
lated onto 32⇥ 32⇥ 32 ~k and ~q grids, within EPW. For the electronic part, the Y (s, p, d) and H-s
atomic orbitals were used as a starting guess for the Wannier functions. In the calculations of the
superconducting properties in Epw, 100 Matsubara frequencies were been used for the summation
along the imaginary axis. The integration over ~k-space were performed replacing the Dirac deltas
with Lorentzians of width 150 meV for electrons and 0.15 meV for phonons.

Within SternheimerGW [250, 255], 12 ⇥ 12 ⇥ 12 Brillouin zone grids were used to solve the
Sternheimer equations with an energy cuto� of 8 Ry for the dielectric matrix of 8 Ry. The average
of the screened Coulomb interaction was performed on the same 12⇥ 12⇥ 12 grid.

C.2 Calcium Boron Hydrides
To construct the Ca-B-H phase diagram, variable-composition structural searches were carried out
at fixed pressure using evolutionary algorithms as implemented in the Universal Structure Predictor:
Evolutionary Xtallography software (USPEX) [47, 124]. An anti-seeding technique was used to
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avoid oversampling of the same minima and ensure a better exploration of the phase space. Each
individual in the structural search underwent a five-step relaxation to e�ciently minimize stress and
forces, calculated within DFT. The DFT calculations were performed using the Vienna ab-initio
software package (VASP) [292], using Projector Augmented Waves (PAW) pseudopotentials with
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional. The plane waves expansion of the
wavefunction was truncated at an energy cuto� of 600 eV, while the reciprocal-space integration
was carried out on a Monkhorst-Pack grid in ~k space with a 0.04 spacing in units of 2⇡

Å
, and a

Gaussian smearing of 0.05 eV.
The ternary convex hulls in Fig.6.1 were constructed as follows: first, an exploratory run was

carried out using a variable-composition evolutionary algorithm on the full compositional space, for
a total of about 2000 structures per pressure, with a variable number of atoms/cell, ranging from
8 to 16.

After this preliminary search, some of the stable compositions at room pressure were already
correctly identified. To further improve the sampling, I performed additional variable-compositions
searches for the following pseudo-binaries: (Ca1B2)1�xHx, (Ca2B2)1�xHx, (Ca2B1)1�xHx, and
Ca1�x(BH)x, Ca1�xBx, Ca1�xHx, and B1�xHx, with about 250 structures per pseudo-binary, and
a number of atoms per unit cell between 8 and 18. This was su�cient to reproduce results from
Refs [121,122,268], suggesting that this approach is in fact a good compromise between a complete
exploration of possible compositions, and a su�cient sampling of the configuration space of each
composition.

Finally, I performed additional fixed-composition structural searches for the compositions which
resulted to be stable. This allowed me to further refine the prediction of the crystal structures, and
resolve finer enthalpy di�erences, which are particularly subtle in molecular crystals. Structures in
literature which had a cell size exceeding these parameters were included by hand.

After these exploratory runs, an additional structural relaxation was performed for stable and
metastable structures, until each component of the force acting on atoms were lower than 1 meV/Å;
finally, the total energy (or enthalpy) was computed using the tetrahedron method for ~k-space
integration, with a resolution of 0.03 2⇡

Å
. The figures of the convex hulls were constructed using

the python library Pymatgen [277].
The phase diagram in Fig.6.3 was obtained calculating the equation of state E(V ) for each

stable and metastable phase identified at 0, 50, 100, and 300 GPa; the obtained relation was then
fitted using the Birch-Murnaghan equation E(V ) = EBM (V ). The pressure could then be inter-
polated using the analytic formula derived from P = �@EBM (V )/@V which allowed an accurate
interpolation over the intermediate pressures.

The calculations of the electronic structure, lattice dynamics, and superconductivity, were car-
ried out with QUANTUM Espresso (QE) using Norm-conserving (NC) pseudopotentials, and Perdew-
Burke-Ernzerhof (PBE) exchange-correlation functional. A cuto� of 80 Ry was used for the plane-
wave expansion of the wave functions. Due to the di�erent DFT code and pseudopotential, the
structures were re-relaxed in QE until each component of the force on each atom was lower than 2
meV/Å. The ground-state charge density was calculated using a 0.06 Ry Methfessel-Paxton smear-
ing and a 6⇥ 6⇥ 6 Monkhorst-Pack grid in reciprocal space for integration over the Brillouin zone.
Phonon calculations were performed on a 2 ⇥ 2 ⇥ 2 Monkhorst-Pack grid in reciprocal-space, and
the electron-phonon matrix element were integrated over the Fermi surface using a 24 ⇥ 24 ⇥ 24
grid, and a Gaussian smearing with a width of 270 meV. The phonon density of states was obtained
by integrating over a 20 ⇥ 20 ⇥ 20 grid, obtained through Fourier interpolation of the dynamical
matrices.

The figures of the crystal structures were realized using VESTA (Visualization for Electronic
and STructural Analysis) [293]
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C.3 Ternary Lanthanum Hydrides
C.3.1 Part I: Search of hot superconductivity
The convex hulls were computed employing evolutionary algorithms for variable-composition crys-
tal structure prediction as implemented in USPEX [47, 124]. To ensure a robust and fast relaxation
towards the local minimum, every individual was relaxed using a five-step process to minimize
stress and forces, calculated within DFT. DFT calculations were performed using the Vienna ab
initio Software Package (VASP) [292], with projector augmented waves (PAW) pseudopotentials
with a Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional. A progressively tighter
convergence was used at each relaxation step, up to a cuto� on the expansion of the wavefunction
in plane waves of 600 eV; and a MP grid in ~k space with a 0.04 2⇡

Å
spacing, and a Methfessel-

Paxton smearing with a width of 0.03 eV for reciprocal-space integration. The validity of the
pseudopotentials was cross-checked by comparing the result from VASP with the one from Quan-

tum ESPRESSO. In fact, electronic structure and superconductivity calculations were performed
with Quantum ESPRESSO (QE), using Norm-Conserving pseudopotentials. Among all the structures
examined, both VASP and QE gave identical results.

The ternary hulls were constructed following the multi-step procedure proposed by Kvashin et
al. [276]:

1. Perform a preliminary variable-composition evolutionary search with a maximum number of
atoms in the unit cell equal to 20, so that the number of possible compositions is not too
large. For this search I considered 30 generations with 200 individuals in the first, and 60
individuals in each subsequent generation. This level of accuracy is not su�cient to correctly
identify the minima of the enthalpy for many compositions, but it is useful to preliminary
assess the possible formation of intermediate ternary phases.

2. Extend the search to binary phases on the edges of the ternary hull, and for selected pseudo-
binaries, the latter with a larger unit cell (up to 40 atoms). The pseudo-binary phases
which were re-sampled are: (LaN)xH1�x , (LaN2)xH1�x, (LaN3)xH1�x, (LaH10)x(NH3)1�x,
(LaH10)x(NH5)1�x, (LaH16)x(NH3)1�x, (LaH4)x(NH2)1�x, (LaB)xH1�x, (LaB3)xH1�x,
(LaH2)x(BH)1�x, (LaH3)x(BH)1�x, (LaH4)x(BH)1�x, (LaH8)x(BH)1�x, (LaH10)x(BH)1�x,
(LaH16)x(BH)1�x, (LaGa)xH1�x, and (LaPt)xH1�x

3. Only for La-N-H and La-B-H. Motivated by the presence of stable ternary phases, I
performed a second variable-composition evolutionary search. All the stable structures found
in the previous steps were used as seeds, in order to provide the algorithm with a good
starting guess. In this run the maximum cell size was set to 40 atoms, and a population of
250 individuals was employed for 20 generations

4. The convex hulls in Fig. 6.1 were constructed using pymatgen [277], including structures from
all the previous structural searches.

The figures of the crystal structures were realized using the VESTA software (Visualization for
electronic and structural analysis) [293].

Calculations of electronic structure, lattice dynamics and superconductivity were carried out
within DFT and DFPT as implemented in Quantum ESPRESSO (QE) [25, 220, 272–274] using Op-
timized Norm-conserving Vanderbilt Pseudopotentials (ONCV) [290]. An energy cuto� of 80 Ry
was used for the plane-wave expansion of the wavefunction.

Due to the di�erent pseudopotential used between VASP and QE, the structures were re-relaxed
in QE until the component of each force acting on single atoms was lower than 2 meV/Å. The
ground-state charge density was calculated using a 0.04 Ry smearing and a 6 x 6 x 6 grid in
reciprocal space for integration over the Brillouin zone. Phonon calculations were performed on a 4
x 4 x 4 MP grid for LaBH8, and a 2 x 2 x 2 grid for La4N4H, La2N2H, LaN2H3, LaB8H, La2B6H5,
and a 3 x 3 x 3 grid for LaBH17, LaGaH6, LaGaH14, LaGaH15, and LaPtH6. The phonon density
of states was obtained by integrating over a 16 x 16 x 16 ~q grid, obtained via Fourier interpolation
from the calculated dynamical matrices.
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The integration of the electron-phonon matrix elements over the Fermi surface was carried out
on a 24 x 24 x 24 ~k grid, using a Gaussian smearing with a width of 200 meV.

C.3.2 Part II: LaBH8

To identify the stable compositions for the La-B-H system at 100 GPa, I again performed a variable-
composition structural search using the algorithm implemented in USPEX [47,124]. The parameters
employed for the DFT part of the structural relaxation (energy cuto�, integration over reciprocal
space, structural relaxation) are identical to those of Part I. Again I followed the multi-step proce-
dure proposed by Kvashin et al. [276], which was described in the previous section, this time with
a much more thorough sampling, and the inclusion of the zero-point energy. In particular:

1. I started by performing a first, exploratory variable-composition evolutionary search with
a maximum of 40 atoms per unit cell. For this search I considered 50 generations with 360
individuals in the first, and 250 individuals in each subsequent generation (for a total of about
12000 structures).

2. I re-sampled the pseudo-binary phases (LaB)xH1�x (max 48 atoms) and the binary phases
LaxH1�x, BxH1�x, LaxB1�x (max 20 atoms). I sampled a population of 160 individuals in
the first, and 60 in the next, for 20 generations.

3. To improve the sampling over particularly relevant compositions, I re-sampled the following
using fixed-composition structural searches: LaBH8, La(BH2)3, La(BH3)3, La(BH4)3. In each
search I used a maximum number of atoms in the cell corresponding to 4 formula units. I
sampled a population of 80 individuals in the first, and 60 in the next generations, for a total
of 20 generations.

4. I performed a second variable-composition search using all the stable structures found in
the previous steps as seeds, with a maximum cell size of 40 atoms, a population size of 250
individuals, and 20 generations

5. At this stage, I combined all the searches to construct a preliminary convex hull. The struc-
tures whose composition was predicted to be thermodynamically stable were retained, as well
as metastable ones with energy within 100 meV/atom. These were relaxed again with tighter
constraints.

6. The zero-point energy (ZPE) of all the structures retained at the previous step was estimated
by integrating the phonon density of states, calculated using Fourier interpolation from a
�-only phonon calculation. The calculated values of the ZPE were added to the total energy.

7. With the calculated enthalpies, now including ZPE corrections, I constructed the convex hull
in Fig.7.6 using pymatgen [277].

Calculations of electronic structure, lattice dynamics and electron-phonon properties were car-
ried out like in Part II.

Due to the di�erent pseudopotential employed in QE, the structure of LaBH8 was re-relaxed until
each component of the forces acting on atoms was less than 1 meV/Å. Calculations of the ground-
state charge density were carried out using a 0.04 Ry smearing and a 8 x 8 x 8 grid for integration
over the reciprocal space. The band structure was obtained by performing a non-self-consistent
calculation on a high-symmetry path, starting from the previously-calculated ground-state charge
density. The electronic density of states was obtained from another non-self-consistent calculation
on a 30 x 30 x 30 Monkhorst-Pack ~k-grid, and the tetrahedron integration method. The phonon
calculation was performed on a 6 x 6 x 6 reciprocal-space grid (~q). The phonon DOS was obtained
by integrating over a Fourier-interpolated 16 x 16 x 16 ~q grid, using a Gaussian smearing with a
width of 2 meV. The atom-projected phonon DOS and Éliashberg function were obtained using the
components of the phonon eigenvector relative to each atom as weight in the integration.

For the calculation of the anisotropic superconducting gap I used Wannier interpolation of the
e-ph matrix elements, as implemented in EPW [227] . The anisotropic Migdal-Eliashberg equations
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were solved self-consistently by integrating over a 30 x 30 x 30 ~q and 30 x 30 x 30 and 60 x 60 x
60 ~k grid. The figures of the hydrogen character and superconducting gap over the Fermi surface
were constructed using FermiSurfer [294].
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Appendix D

Example of Input files

In the following sections, I will add as reference a sample input files for the calculations presented
in this thesis.

D.1 Structure Search with USPEX
This is a sample input file for a variable-composition structural search using Uspex version 9.4.4.

PARAMETERS EVOLUTIONARY ALGORITHM
******************************************
* TYPE OF RUN AND SYSTEM *
******************************************
USPEX : calculationMethod (USPEX, VCNEB, META)
301 : calculationType (dim,: 0-3; mol.: 0/1; varcomp: 0/1)
1 : optType (1=enth., 2=vol., 3=hardn., 4=struc_order,...)
1 : AutoFrac
% atomType
X Y X
% EndAtomType
** Define variable "blocks" of compositions.
** In this case all combinations are allowed
% numSpecies
1 0 0
0 1 0
0 0 1
% EndNumSpecies
16 : minAt (min cell size)
32 : maxAt (max cell size)
******************************************
* POPULATION *
******************************************
200 : populationSize (individuals per generation)
250 : initialPopSize (individuals in the first generation)
80 : numGenerations (how many generations)
10 : stopCrit (stop after best individual is the same for N generations)
0 : reoptOld (re-optimize individuals)
0.6 : bestFrac (fraction of individuals to be passed to next generation)
*********************************
* VARCOMP VARIABLE *
*********************************
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30 : firstGeneMax (how many different composition in the first generation)
******************************************
* VARIATION OPERATORS *
******************************************
0.50 : fracGene (fraction of generation produced by heredity)
0.20 : fracRand (fraction of generation produced randomly from space groups)
0.20 : fracAtomsMut (fraction of the generation produced by softmutation)
0.10 : fracLatMut (fraction of the generation produced by softmutation)
*********************************
* VARCOMP OPERATOR *
*********************************
0.20 : fracTrans
****************************************
* ANTISEED SETTINGS *
****************************************
10 : antiSeedsActivation
0.01 : antiSeedsMax
0.006 : antiSeedsSigma
*****************************************
* DETAILS OF AB INITIO CALCULATIONS *
*****************************************
% abinitioCode (select DFT code, 1 for VASP; multi-step relaxation)
1 1 1 1 1
% ENDabinit
% KresolStart (resolution in k-space)
0.14 0.12 0.1 0.08 0.04
% Kresolend
% commandExecutable
mpirun -np 4 vasp_std >& out1
mpirun -np 4 vasp_std >& out2
mpirun -np 4 vasp_std >& out3
mpirun -np 4 vasp_std >& out4
mpirun -np 4 vasp_std >& out5
% EndExecutable
2 : whichCluster (0: no-job, 1: local, 2: remote)
250 : numParallelCalcs
200 : 100 : ExternalPressure
folder_name: remoteFolder
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D.2 Solution of the anisotropic M-É equations with EPW
This is a sample input file for the Wannier interpolation of the e-ph matrix elements, and solution
of the anisotropic MigdalÉliashberg equations using EPW version 5.2.

EPW
\&inputepw
prefix = ’LaBH8’,
amass(1) = 138.90547,
amass(2) = 10.811,
amass(3) = 1.007
outdir = ’./output/’

ep_coupling = .true. ! run e-p coupling calculation
elph = .true. ! calculate e-p coefficients
kmaps = .true. ! read ’prefix.kmap’ and ’prefix.kgmap’ from file
epbwrite = .false. ! write e-p relevant data to file (Bloch)
epbread = .false. ! read e-p relevant data from file (Bloch)
epwwrite = .true. ! (false) write e-p relevant data to file (Wannier)
epwread = .false. ! (true) read e-p relevant data from file (Wannier)
nbndsub = 21 ! Number of wannier functions to utilize
nbndskip = 1 ! The number of bands lying below the disentanglement
! window in the calculation of the Wannier functions
etf_mem = 1 ! 0: All the fine Bloch-space el-ph matrix elements
! are stored in memory (faster)
! 1: More IO (slower), but less memory required
! 2: Even slower, but less memory than etf_mem = 1
max_memlt = 7.40 ! Maximum memory that can be allocated per pool

!----- Wannier90 input ------------
wannierize = .true. ! calculate Wannier functions and write file ’filukk’
! if false, read file ’filukk’ from disk
num_iter = 1000
bands_skipped = ’exclude_bands = 1’
nbndsub = 29
nbndskip = 1
dis_win_max = 36.0
dis_win_min = -5.0
dis_froz_max = 16.3
dis_froz_min = 13.3
wdata(1) = ’dis_num_iter = 1000’
wdata(2) = ’num_bands = 30’
wdata(3) = ’guiding_centres = .false.’
wdata(4) = ’use_ws_distance = .true.’
wdata(5) = ’fermi_surface_plot = true’
wdata(6) = ’bands_plot = true’
wdata(7) = ’begin kpoint_path’
wdata(8) = ’L 0.500 0.500 0.500 G 0.000 0.000 0.000’
wdata(9) = ’G 0.000 0.000 0.000 X 0.500 0.000 0.500’
wdata(10) = ’X 0.500 0.000 0.500 W 0.500 0.250 0.750’
wdata(11) = ’W 0.500 0.250 0.750 L 0.500 0.500 0.500’
wdata(12) = ’end kpoint_path’
!------------------------------------
iverbosity = 2 ! 0 = short, 1 = verbose, 2 = verbose for sc
eps_acustic = 15.0 ! Lower boundary for the phonon frequency
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fsthick = 0.8 ! Width of the FS window to take into account (eV)
degaussw = 0.150 ! Smearing in the energy-conserving delta (0.025 eV)
nsmear = 1 ! N. diff. smearings to calculate the ph. self-energy (1)
degaussq = 0.150 ! Smearing for sum over q in the e-ph coupling (meV)
nqstep = 500 ! N. of steps used to calculate the a2f (500)
nqsmear = 20 ! N. of diff. smearings to calculate the a2f (10)
eliashberg = .true. ! Solve the Eliashberg equations and calc. a2F
ephwrite = .true. ! Write .ephmat files
laniso = .true. ! solve the anis. equations on the Im-axis.
limag = .true. ! solve the Im-axis Eliashberg equations.
lpade = .true. ! Pade approximants to continue to real-axis.
conv_thr_iaxis = 1.0d-5 ! Convergence threshold for Eliashberg (1.d-05)
wscut = 1.0 ! Upper limit for Matsub. sum (1.d0 eV)
nstemp = 21 ! Number of temps for Eliashberg equations
tempsmin = 25.00 ! min. temp
tempsmax = 155.00 ! max. temp
nsiter = 500 ! Number of iter. for scf cycle of Eliashberg eq.
muc = 0.10 ! Morel-Anderson pseudopotential

dvscf_dir = ’./output/save’ ! path to phonon files
asr_typ = ’crystal’ ! Crystal acoustic sum rule
lifc = .false. ! Read q2r.x force constant file (ifc.q2r)

nk1 = 6 ! Dimensions of the coarse electronic grid, corresponds
nk2 = 6 ! to the nscf calculation and wfs in the outdir
nk3 = 6
nq1 = 6 ! Dimensions of the coarse phonon grid, corresponds
nq2 = 6 ! to the nqs list
nq3 = 6
mp_mesh_k = .true. ! fine electronic mesh is in the IBZ
nkf1 = 60
nkf2 = 60
nkf3 = 60
nqf1 = 30
nqf2 = 30
nqf3 = 30
/
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