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ABSTRACT A hybrid approach to the design of the attitude control system for a launch vehicle (LV) in the
atmospheric flight phase is proposed in this paper, where a structured H∞ controller is tuned using a genetic
algorithm (GA). The H∞ synthesis relies on a classical architecture for the thrust vector control (TVC)
system that features proportional-derivative loops and bending filters. Once a set of requirements on stability
and robustness typical of industrial practice is specified, control design is carried out by parameterizing
the H∞ weighting functions, and solving a two-layer max-min global optimization problem for the tuning
parameters. The design methodology is applied to the model of a medium-size LV. The novel design is ana-
lyzed in off-nominal conditions taking into consideration model parameter scattering and wind disturbances.
The results show that the automated design procedure allows to devise time-scheduled controllers providing
adequate stability and performance, and appears as a viable and effective solution in order to reduce the
burden of recurrent activities for controller tuning and validation conducted prior to each launch.

INDEX TERMS Robust control, genetic algorithm, launch vehicle, attitude dynamics.

I. INTRODUCTION
This paper deals with a hybrid control synthesis technique
based on a combination of genetic algorithm (GA) and struc-
tured H∞ in order to design a robust controller for a launch
vehicle (LV) in atmospheric flight. LV attitude control is a
challenging engineering problem due to nonlinear dynam-
ics, rapidly changing inertial and aero-propulsive properties,
and non-negligible elastic-body deformations [1]. Moreover,
typical LV configurations are aerodynamically unstable and,
at the same time, the control authority is limited to small
aerodynamic surfaces or, more frequently, to the gimbal
deflection of a non-throttleable engine, whose angular range
is of the order of a few degrees.

Attitude control is required to stabilize the system, reject
wind disturbances, and limit transverse loads while minimiz-
ing displacement from the reference trajectory. Robustness of
the control system to uncertainty on vehicle aero-mechanical
parameters, such as bending modes characteristics (namely,
natural frequencies and modal participation factors), aero-
dynamic coefficients, engine exhaust velocity, and gimbal
dynamics, is also mandatory.
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Industries are still reliant on classical control theory
for high-risk aerospace applications such as LV attitude
control, inasmuch as these techniques, usually leading to
the implementation of proportional-integral-derivative (PID)
controllers [1], [2], are deeply understood and validated, and
offer reliable procedures for design, analysis, and verifica-
tion. However, a review of historical LV data from 1990 to
2002 revealed that 41% of failures might have been miti-
gated by advanced GN&C technologies [3]. Moreover, even
though classical control methods are typically able to meet
basic flight requirements, the next generation of LVs calls
for improved system performance, additional robustness to
recover from severe off-nominal conditions, and a reduction
of the effort associated with the development of high-fidelity
models to be used for running extensive campaigns of simu-
lation tests.

It is apparent that these objectives may only be met by
advanced, cost-effective control design techniques and, in this
respect, adaptive control has been investigated as a means
to adjust the control algorithm to unpredictable, yet some-
how sensed, changes in the system response. More pre-
cisely, Model Reference Adaptive Control (MRAC) [4] has
been proposed in order to manage systems with uncertain
parameters, and to maintain stability also in the presence of
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unmodeled dynamics. MRAC adapts the control law so as
to minimize the difference between output of the controlled
system and response of a reference model. Since MRAC
design leads to control laws that are inherently nonlinear [5],
their behaviour is not always predictable, which is a serious
concern from an industrial point of view.

Adaptive Augmenting Control (AAC) has been introduced
for the Space Launch System (SLS) [6] as a way to retain
the architecture of classically designed linear control systems
(baseline controllers, BC, in what follows), while consis-
tently and predictably improving performance and robust-
ness, particularly in off-nominal conditions [7], [8]. This is
obtained by introducing a multiplicative forward adaptive
law, whose primary principle of operation is to increase the
system gain in order to minimize the error with respect to a
reference model, while a gain reduction capability is related
to the frequency response characteristics of the closed-loop
system. Even though, in facts, in nominal conditions the
LV fully relies on BC functionalities, a sound and suitable
demonstration of AAC stability characteristics in scattered,
off-nominal, conditions is not yet available [7], [9], and a
significant effort is required to validate the design. This is
realized through the evaluation of phase and gain margins
in a number of design points along the trajectory, as well
as by extensive simulation campaigns using a high-fidelity
model of the vehicle in a variety of scattering and external
disturbances scenarios, including vehicle failures [10].

In spite of the aforementioned developments in the area of
LV control law adaptation, interest in robust multi-variable
design techniques is still ongoing, and the H∞ [11] method-
ology deserves attention for replacing the classical PID-type
approach to attitude control with more sophisticated and
performing solutions. H∞ technique aims at finding a control
law that minimizes the H∞ norm of a suitably defined
closed-loop transfer function. Weighting functions are spec-
ified in order to express stability and performance require-
ments (e.g., steady-state error, controller bandwidth, and time
response), even though it is not always clear how to define a
specific requirement in terms of a single or multiple weights.

In order to deal with rapidly changing dynamics,
gain-scheduling is commonly adopted [12], that is, several
controllers are designed at various operating points, sched-
uled over time or other meaningful variables (such as the so
called non-gravitational velocity), in the same fashion as in
more traditional control methods. However, gain-scheduling
does not provide any formal stability or performance proof
for fast variations of the scheduling variable, and its effec-
tiveness is justified on empirical basis at most. In this respect,
the Linear-Parameter-Varying (LPV) technique [13] has been
proposed for the synthesis of a scheduled multivariable con-
troller for flexible LV [14], as the resulting control law comes
by-design with known stability and performance bounds,
provided that it has access to a measure of the time-varying
parameters.

It is to be remarked that traditional H∞ and LPV tech-
niques may be impractical in real-case scenarios, because

they return high-order controllers, with no defined structure
and fast dynamics, making their implementation into flight
hardware rather difficult. In this respect, the structured H∞
design framework appears especially promising, because it
allows for tuning fixed-structure (possibly multi-loop) linear
controllers using the H∞ methodology [15].

The feasibility of structured H∞ design approach for the
control of a flexible LV during the ascent phase has been
investigated in recent papers [16], [17], that take advantage
of the availability of commercial software codes allowing for
a streamlined solution of the H∞ optimization problems in
standard form. Nevertheless, in practical scenarios, structured
H∞ control still requires a significant effort and a thoughtful
iterative design process, that heavily rely on the designer
experience, in order to properly shape theweighting functions
so that requirements on stability and robustness performance
are met.

To address these issues, an automated structured H∞
tuning scheme based on GA is presented in this paper for the
attitude control of a LV in atmospheric flight. The resulting
control law guarantees performance and satisfies a set of
robustness/stability specifications typical of industrial prac-
tice, while relieving the designer from the necessity of a
substantially trial-and-error tuning (or re-tuning) process.
Control design process is carried out by parameterizing the
weighting functions, and setting up a two-layer max-min
global optimization problem. The obtained solution will meet
a given set of requirements formulated in frequency or time
domain. Typical specifications include, but are not limited
to, bounded stability margins, attitude tracking capabilities,
wind-gust disturbance rejection, aerodynamic load relief, and
control actuation reduction. The proposed hybrid optimiza-
tion approach combines (i) a GA for the solution of the
outer problem that involves the definition of the weighting
function parameters, and (ii) a structured H∞ synthesis
that leads to the definition of control law gains at the inner
level.

Use of GAs for control system design in aerospace sys-
tem has been widely investigated and discussed, since the
pioneering work of Goldberg [18]. GA is a population-based
meta-heuristic algorithm for global optimization inspired by
natural evolution, that has been successfully applied to a
wide range of real-world problems of significant complexity.
In particular, it is well-suited for multi-modal and non-convex
problems, as its stochastic nature provides greater chances
to evade from local optima than greedy methods. In most
cases, GA is used to directly tune a fixed-structure control
system and, among a number of applications, a systematic
design procedure named GA-based PID tuning is proposed
in [19], where GA is tasked with selecting the PID gains
so as to minimize a weighted combination of objective
functions that includes integral square error, integral abso-
lute error, and integrated time absolute error. Among many
applications this approach has proved effective for tuning
the longitudinal control loop of a fixed wing aircraft [20],
for the attitude stabilization of a quad-rotor [21], and for
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the synthesis of a robust servomechanism linear quadratic
regulator on a fixed-wing UAV [22]. A GA-based tuning,
where a robust design optimization (RDO) problem [23] is
solved, has been recently presented for improving the per-
formance of an adaptive architecture for the attitude control
of LVs [24].

In this study the problem of controlling a LV in atmo-
spheric flight is stated, and a linear time-varying model, rep-
resentative of a medium-size LV [2] is recalled, that features
the degrees of freedom of planar motion and the first bending
mode superimposed as small vibrations about the rigid-body
states. A set of stability and performance requirements, cur-
rently adopted in LV attitude control, is specified, together
with a baseline flight control system developed according to
classical guidelines for LVs, that guarantees stability while
leaving room for substantial improvements in terms of robust
stability and performance.

First, the design problem is formulated as a structured
H∞ control problem in standard form, and the weighting
functions are defined so as to enforce the requirements. This
leads to the synthesis of a gain-scheduled manually-tuned
structured H∞ controller with two operating modes, that is,
drift-reduction and load-relief, which are enforced at different
phases of flight in order to effectively deal with the variation
of system parameters and, to some extent, design objectives
along the vehicle ascent trajectory [25].

Next, a global constrained max-min optimization problem
is posed and solved byGA and structuredH∞, where require-
ments are explicitly taken into consideration. The resulting
procedure is fully automated and allows to devise the con-
troller, referenced as GA-H∞, at an arbitrary number of
operating points. A second hybrid optimization procedure
is also proposed in order to design a controller, dubbed
GA-HA

∞, obtained by exploiting the GA in combination with
an augmented structured H∞ control synthesis technique,
where the parametric structure of the model uncertainties is
directly taken into account in the H∞ problem formulation,
so as to improve robustness. To this end, an LFT model
of the flexible LV with uncertainty on rigid-body param-
eters and bending mode characteristics (i.e., frequency) is
devised.

Performances of the novel, optimally tuned controllers
GA-H∞ and GA-HA

∞ are assessed though µ-analysis [26]
and by means of Monte Carlo simulation campaigns in
the time domain, with scattered uncertainty parameters and
stochastic wind gust disturbances.

The paper is organized as follows. In Section 2 the LV
model with uncertainty is presented, and the mathemati-
cal form of wind disturbances is recalled. Control system
requirements are recalled in Section 3, where the BC is also
described. Section 4 deals with the design of the structured
H∞ controller, while developments of GA-H∞ and GA-
HA
∞ are illustrated in Section 5. The different control laws

are analyzed and discussed in Section 6, and a section of
Conclusions ends the paper.

II. FORMULATION
A. VEHICLE DYNAMICS
A time-varying linear model of an axisymmetric LV configu-
ration where the couplings between pitch and yaw motions
are ruled out is considered. Main features are as follows:
i) rigid-body translational and rotational dynamics, ii) rocket
flexibility in terms of first bending mode, iii) aerodynamic
and propulsive forces and moments, and iv) TVC actuators
dynamics. The model provides a good trade-off between sim-
plicity and accuracy, as it considers all LV dynamics relevant
for attitude control design while allowing for the applica-
tion of classical stability analysis methods in the frequency
domain, as for instance gain and phase margin evaluation and
verification with respect to requirements currently adopted
for flight certification.

FIGURE 1. Sketch of the LV model.

Rotational (about pith axis) and lateral drift motions of the
body frame B are described with respect to a non-stationary
frame T tangent to the nominal ascent trajectory, as shown
in Fig. 1. Accordingly, the governing equations are

z̈ = a1V
(
θ +

ż
V
− αw

)
+ a4θ + a3β (1)

θ̈ = A6
(
θ +

ż
V
− αw

)
+ K1β (2)

α = θ +
ż
V
− αw (3)

with high-level coefficients

A6 =
Nαlα
Iyy

K1 =
Tclc
Iyy

a1 = −
Nα
mV

a3 =
Tc
m

a4 = −
(Tt − D)

m
where z and ż are drift and drift rate of the center of mass (cg)
along the normal axis of the trajectory frame, respectively,
and θ is the pitch angle. Next, m and Iyy are LV mass and
moment of inertia, lα and lc are aerodynamic and control
moment arms, Tt = Ts + Tc the total thrust force composed
of the sustained thrust Ts and the control (swivelled) thrust
Tc, β is the nozzle angle, Nα the aerodynamic normal force
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FIGURE 2. Flexible vehicle configuration.

applied in the center of pressure (cp), and D the aerodynamic
axial force. Also, α is the angle of attack, V the velocity of
the LV, αw = vw/V is the wind-induced angle of attack, and
vw is the wind velocity.
The elastic degrees of freedom are taken into consideration

by means of the modal decomposition method [27], and
relevant variables are recalled in Fig. 2, where a sketch of
the deformed shape of the LV is reported.

Let ξ (x, t) be the elastic deflection, and xN the longitudinal
coordinate of the nozzle hinge. The displacement at a distance
x along the vehicle in body frame is given by

ξ (x, t) =
N∑
i=1

φi(x)qi(t) (4)

where x is the abscissa along the LV longitudinal axis, N is
the number of modes, φi is ith mode shape in the pitch plane,
normalized over mass, and qi is the generalized coordinate
of ith mode. The motion of each bending mode (BM) is
described by

q̈i + 2ζiωiq̇i + ω2
i qi = −Tcφiβ (5)

where ωi and ζi are natural frequency and damping ratio of
ith BM, respectively. Only the first BM is here considered
because it appears at relatively low frequency with respect to
the control system bandwidth, whereas higher-order modes
have minor effects on system stability.

Vehicle model is completed by the output equations at
the inertial navigation system (INS) location xINS , where the
contribution of flexible mode is summed to that of rigid
motion. They read

θINS = θ + σ1(xINS )q (6)

θ̇INS = θ̇ + σ1(xINS )q̇ (7)

zINS = z− φ1(xINS )q (8)

żINS = ż− φ1(xINS )q̇ (9)

An open source implementation of themathematical model
of the vehicle is available on GitHub.1

B. TVC ACTUATOR DYNAMICS
The actuator model features two serially connected transfer
functions, representing a second-order dynamics plus a pure
time delay, τ , modelled through a second order Padé approx-
imation, as[

ḋ
d̈

]
=

[
0 1

−
12
τ 2
−
6
τ

][
d
ḋ

]
+

[
0

−
12
τ 2

]
βc (10)

with

βĉ = ḋ + βc (11)

where βc and βĉ are, respectively, actual and delayed TVC
commands. The transfer function of the TVC dynamics is

WTVC (s) =
β

βĉ

=
ω2
TVC

s2 + 2ζTVCωTVC s+ ω2
TVC

(12)

where ζTVC and ωTVC are damping ratio and natural fre-
quency, respectively.

C. UNCERTAINTY MODEL
An augmented, structured uncertainty model of LV, to be
used for the GA-HA

∞ synthesis, is derived based on linear
fractional transformation (LFT). Let p = pnom(1 + prδ) be
an arbitrary uncertain parameter, where pnom is its nominal
value, pr is the maximum scattering, and δ ∈ [0, 1] the
normalized range of variation. This multiplicative uncertainty
representation corresponds to the upper LFT function

Fu(M ,1u) =
([

0 1
pnompr pnom

]
, δ

)
(13)

By repeatedly applying the above transformation to all
uncertain parameters, and recalling the fundamental property
of LFT that the interconnection of LFTs is still an LFT, a

1https://github.com/AlessandroZavoli/Rocket-Attitude-Dynamics
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FIGURE 3. LFT structured uncertainty LV model.

FIGURE 4. LFT frequency response of pitch channel at t = 72 s.

LFT model of the LV in the P − 1 form is devised (see
Fig. 3), where P corresponds to the nominal model and 1
is a perturbation matrix, with diagonal structure and (pos-
sibly repeated) entries δi corresponding to the normalized
variation of the i-th parameter. Assuming that uncertainty
directly affects the so-called high-level rigid-body (A6, K1,
a1, a3, a4, andωTVC ) and modal (ωBM ) parameters, we define
1 = diag

(
1LVrigid ,1LVflex

)
, being

1LVrigid =
{
diag

(
δA6 , δK1 , δa1 , δa3 , δa4 ,

δωTVC I6
)
, ‖δi‖∞ ≤ 1

}
(14)

1LVflex =
{
δωBM I2, ‖δi‖∞ ≤ 1

}
(15)

where I2 and I6 are unit matrices of rank 2 and 6, respectively.

The generation of the LFT model is streamlined once the
state-space model is available, as the MathWorks’s Robust
Control Toolbox [28] greatly reduces the development effort.
Note that, due to augmentation, the system order of the LFT
model increases to 22 with respect to the 14 states of the
nominal LV model.

The open-loop transfer function Tβ→θins for the LV uncer-
tain model evaluated at t = 72 s, when dynamic pressure
is maximum (Q-max), is shown in Fig. 4. Two regions are
apparent where the effects of uncertainty aremore significant,
that is, the dispersion of the Bode plot is larger. The first one
is related to rigid-body parameter variations (on the left), and

TABLE 1. High-level parameters and uncertainty ranges at max-Q
condition.

the second one to bending mode scattering (on the right).
Nominal values of high-level parameters and their range of
uncertainty at the above flight time are reported in Table 1.

D. WIND MODEL
The wind disturbance model, considered for flight control
system (FCS) analysis and validation, is formulated accord-
ing to the NASA guidelines [29], where the normal wind
velocity component vw is expressed by coloring a white noise
nw through aDryden filterGw =

vw(s,h)
nw(s)

with transfer function

Gw(s, h) =

√
2
π

V (h)− vwp(h)
L(h)

σ 2(h)

s+
V (h)− vwp(h)

L(h)

(16)

being L(h) and σ (h) the turbulence length scale and standard
deviation versus altitude h, respectively. Their values are
given in tabular form in [29] for three levels of turbulence
(low, medium, and high). The altitude-dependent steady-state
wind velocity profile vwp(h) is defined as

vwp(h)

=


10A

[(
h
Hl

)0.9

− 0.9
h
Hl

]
for 0≤h<Hl

A for Hl≤h≤Hf −Hu
A
2

[
1− cos

(
π

Hu

(
h− Hf

))]
for Hf −Hu<h≤Hf

(17)

with gust amplitude A = 14 m/s, leading-edge altitude Hl =
2.000m, trailing-edge altitude Hu = 2.500m, and terminal
altitude Hf = 25.000m
Figure 5 shows the velocity vwp (steady-state profile), and

a few random samples of the stochastic gust (gray lines). One
sample (blue line) is highlighted for the sake of clarity, and
will be referenced as nominal wind profile in the discussion
of results.

III. BASELINE CONTROLLER
A. CONTROL SYSTEM REQUIREMENTS
Table 2 reports the set of specifications for LV attitude control
loops, expressed in terms of stability margins, where: i) Aero
gain margin (GM), Rigid GM, and Rigid phase margin (PM),
associated to the rigid-body dynamics, are the low-frequency
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FIGURE 5. Wind velocities vs. altitude.

margins (for the present model the highest rigid-body fre-
quency is below 8.4 rad/s at Q-max), and ii) Flex GM and
Flex PM, related to the first bending mode (BM), repre-
sent the group of high-frequency margins (frequency above
8.4 rad/s at Q-max). The phase margin (PM) requirement is
commonly formulated in term of delay margin, and expressed
in units of time.

TABLE 2. Stability requirements.

Table 3 shows the performance requirements, that are to
be satisfied in different phases of flight. To this end, two
control modes, namely load-relief and drift-minimum are
considered [25]. Load-relief mode is used at high values of
dynamic pressure, that is, in the time interval 50 ≤ t ≤ 90 s,
when wind gusts may produce large values of angle of attack,
and the resulting structural loads are to be maintained within
the specified Qα safety envelope. Since the reduction of Qα
is obtained at the expense of larger offsets from the nominal
trajectory, the drift-minimum control mode is adopted in
the other phases of flight in order to achieve good tracking
performance, that is, to minimize lateral drift and drift-rate
while keeping low the aerodynamic load.

TABLE 3. Performance requirements.

BC architecture features two PD elements for attitude and
lateral dynamics, plus a second-order low-pass filterHLP and

a notch filter HN to phase-stabilize and attenuate the BM,
so that the control law is, in the frequency domain

KBC (s) = [KPθ KDθ KPz KDz ]HN (s)HLP(s) (18)

where KPθ , KDθ and KPZ , KDZ are gain coefficients for the
attitude and drift control loops, respectively.

An appropriate selection of gains KPθ and KDθ̇ is obtained
by enforcing the stability requirements in Table 2 into the
simplified system obtained by neglecting lateral, TVC and
bending mode dynamics [12], that is

θ̈ = A6θ + K1β (19)

with β = KPθ+KDθ̇ . In this situation, the open-loop transfer
function of the controlled system is

GK (s) =
K1(KDθ s+ KPθ )

s2 − A6
(20)

with

KPθ =
2A6
K1

KDθ =

√
A6
K1

(21)

Gains for lateral, z-axis control are as small as one or two
orders of magnitude lower than KPθ or KDθ in order to satisfy
the constraints on maximum drift and drift-rate in Table 3
without hindering the attitude error performance [24].

Low-pass and notch filter coefficients are set according to
the guidelines provided by Wie [30]. In particular, a cascade
of three second-order notch filters is adopted for BM attenu-
ation, as

HN (s) =
s2 + 2ζN1ωBM s+ ω

2
BM

s2 + 2ζD1ωBM s+ ω
2
BM

·
s2 + 2ζN2ωBM s+ ω

2
BM

s2 + 2ζD2ωBM s+ ω
2
BM

·
s2 + 2ζN3ωBM s+ ω

2
BM

s2 + 2ζD3ωBM s+ ω
2
BM

(22)

where ωBM = 0.9ωBM and ωBM = 1.1ωBM , being ωBM
the (nominal) bending mode frequency. The damping coef-
ficients ζNi and ζDi , with ζNi < ζDi , specify bandwidth and
peak level of filter attenuation, respectively. We set ζN2 =

0.06 and ζD2 = 0.3 for the center filter, and ζN1 = ζN3 = 0.02
and ζD1 = ζD3 = 0.1 for the left and right filters, respectively.

The non-minimum phase filter HLP is implemented in
order to further phase-stabilize the BM, that is, to move the
phase of elastic dynamics near 0 deg. The transfer function
reads

HLP(s) =
s2 + 2ζzωzs+ ω2

z

s2 + 2ζpωps+ ω2
p

(23)

where pole and zero locations are specified so that they share
the same natural frequency (close to ωBM ), with ζp > ζz. The
values ζp = 0.32 and ζz = 0.1 have been selected for the
present application.

Gains and filter parameters are scheduled versus time over
a grid of 15 points, evenly spaced by 10 s, and linearly
interpolated throughout the flight. Note that the same design
points are used for all controllers.
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IV. STRUCTURED H∞ CONTROL
Consider a linear time-invariant plant P, and a dynamic con-
troller K (2) ∈ K, that is, a controller with a given structure
K, in the form of Eq. (18), and tunable parameters 2 ∈ Rd .
The structured H∞ optimization problem is stated as [31]

minimize
2

∈ Rd2 ∈ Rdγ = ‖Tw→z(P, K (2))‖∞

subject to K (2) ∈ K closed-loop stabilizing (24)

where Tw→z is the closed-loop transfer function from the
vector of exogenous variables w, that includes disturbances
and commands, to the regulated output vector z. Figure 6
shows the standard H∞ problem formulation, where the
closed-loop interconnection between system and controller is
represented by a lower LFT, that is, Tw→z = Fl(P,K ) [32],
and u and v represent, respectively, control input and feedback
to the controller. The input (W in) and output (Wout) weighting
matrices, also reported in the figure, provide means to specify
stability and performance requirements in term of Tw→z, as
well as a practical way to scale input and output signals in
order to obtain (as much as possible) a normalized problem
where ‖w‖∞ ≤ 1 and ‖z‖∞ ≤ 1.

FIGURE 6. Standard H∞ interconnection with explicit weighing
functions.

Figure 7, where P corresponds to the LV model, shows
the block diagram of the H∞ architecture. The exogenous
input vector w includes the reference variable vector r, with
components given by lateral drift Zref and drift rate Żref ,
attitude θref , and attitude rate θ̇ref , together with the wind
disturbance αw, that is

w = [Zref Żref θref θ̇ref αw]T (25)

The elements of the regulated output vector z, written as

z = [Zins Żins θins θ̇ins θe β Qα]T (26)

are the measurements Zins, Żins, θins, θ̇ins, the attitude
error signal eθ , and the performance metrics β and Qα,
related to actuation effort and aerodynamic bending load,
respectively.

Finally, the weighting functions on input/output channels
are defined as

W in
= diag

(
WZref , WŻref , Wθref , Wθ̇ref

, Wαw

)
(27)

FIGURE 7. Structured H∞ interconnection for LV attitude control.

Wout
= diag

(
WZins , WŻins , Wθins ,

Wθ̇ins
, Wθe , Wβ , WQα

)
(28)

Solution of the problem in Eq. (24) is not a trivial task, due
to its non-convexity and the possible convergence to a local
minimum. Nevertheless, the adopted solver is rather efficient
and, by using a combination of local optimization methods
and a simple restart strategy, provides suitable solutions in
reasonable computational time for a number of test cases [33].

Specific guidelines on the selection of input/output weight-
ing functions are briefly recalled heretofore, with reference to
[25], [34] where a detailed analysis on the application of the
structured H∞ design to the VEGA launcher is discussed.
Note that only constant (in the form W (s) = C or W (s) =
1/D, beingD an assigned coefficient) or first-order weighting
functions are considered, as the use of higher-order weights
is found to provide minimal improvements at the cost of
increased complexity.

Output weights are used to limit the frequency content of
error or output signals in vector z (see Fig. 7). The weights
WZref and WŻ ref , related to the regulated drift and drift-rate
output variables (Zref and Żref ), are expressed in terms of the
requirements in Table 3, as

WZref = Z−1max WŻ ref = Ż−1max (29)

Analogously, the weight on Qα output should have the
same form, as function of the maximum aerodynamic load.
By introducing a parameter Dα , and leveraging on the fact
that the values of dynamic pressure Q at the design points are
known (from the nominal trajectory), this weight is written as

WQα =
1

QDα
(30)

The weighting functions Wθe and Wθ ins, associated to the
output signals θe and θins, are specified in terms of Aero-GM
and Rigid-GM so as to guarantee that the requirements on sta-
bility and tracking performance are met. In particular,W−1θe (s)
is a first-order high-pass filter used to limit the sensitivity
function of the closed loop system Sθ (s), given by

Wθe =

(
s/M + ω
s+ ωA

)−1
(31)
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SinceW−1θe (s) plays the role of a sensitivity weight, A is to
be small enough to enforce good low-frequency disturbance
rejection characteristics, ω selects the control bandwidth,
to be specified according to the LVmodel, andM is expressed
so as to obtain (approximately) the desired stability margins
GM and PM, according to

GM ≥
M

M − 1
PM ≥ 2 arcsin

(
1

2 M

)
≥

1
M

[rad] (32)

For instance, for M = 2 one has GM = 6 dB and PM ≈
29 deg.

Conversely, W−1θins (s) is a first-order low-pass filter that
limits the complementary sensitivity function T θ (s), given by

Wθins =

(
s+ ωA
s/M + ω

)−1
(33)

where A is equal to the high-frequency asymptote ofW−1eθ (s)
in order to satisfy the classical constraint S + T = I . The
value of ω must be lower than the bending mode frequency
so as to limit coupling with flexible dynamics, yet sufficiently
high for improving attitude tracking performance, whereasM
is to be small for adequate noise rejection.

Next, a constant weighting function Wθ̇ = 1/θ̇max is
selected for the angular rate signal θ̇ins. The value θ̇max is
specified as the largest pitch rate observed in preliminary
simulation runs where the BC was used. Finally, the weight
Wβ , that takes into account the frequency content of β as
resulting from the HN (s) and HLP(s) filters in the control
loop [25], reads

Wβ (s) =
Cβ

HN (s)HLP(s)
(34)

Input weighting functions allow for the description of the
expected or known frequency content of exogenous signalsw.
However, this information is often not available in practice,
and the weights are mainly the result of a manual and iter-
ative design process aimed at providing a suitable balance
between input and output channels [35]. Static weights are
here considered, with the relevant exception of Wαw , where
the input behaves as a colored noise with transfer function
Gw(s) (Eqs. (16)–(17)), and we haveWαw (s) = CαwGw(s).

Note that WZr and WŻr are specified so as to balance drift
and drift rate channels, respectively, Wrθ̇ acts on both pitch
and pitch rate channels, and Wrθ is set to limit the maximum
pitch angle to 1 deg.

Table 4 reports the values of the weight parameters for
the drift-reduction and load-relief modes. One set of constant
parameters is specified for each mode so as to simplify tuning
of the gain-scheduled controller.

V. HYBRID GA-H∞ CONTROLLERS
In order to improve the controller design process and auto-
mate the procedure for defining the weighting functions,
a nested optimization approach is adopted, where the coef-
ficients of W in, Wout and K are determined. In particular,
the solution of the structured H∞ problem (inner-level) is

TABLE 4. Weighting function coefficients for the structured H∞ control
synthesis. Data in round brackets are for drift-reduction mode.

carried out by the Matlab solver structhinf, and the evaluation
of weighing function parameters (outer-level) is managed by
GA, so that the controller obtained from the hybrid GA-
H∞ design provides optimal performance and guarantees the
desired stability margins.

A. GENETIC ALGORITHM
The main features of GA algorithm are recalled in this
Section, and further details can be found in [36]. First, an
initial population, that is, a collection of solutions (often
referred as individuals or chromosomes) is randomly gen-
erated trying to cover the search space as well as possible.
At each iteration (generation), the fitness of each individual
in the population is evaluated. Then, a mating population
is created by identifying a number of individuals from the
current population, according to a selection operator which
tries to promote individuals with a good fitness without sac-
rificing diversity. Typical selection operators are Stochastic
Roulette Wheel and Tournament [36], the latter being used in
the present application.

Next, pairs of individuals (parents) are randomly chosen
from the mating population and combined for producing
new solutions (offsprings) according to the simulated binary
crossover rule [37]. The underlying idea is that combining
good solutions allows in some way to create new, and hope-
fully better, solutions. The process is repeated until a new
population, usually with the same dimension of the previous
one, is created.

Eventually, a few randomly-chosen individuals of the off-
spring population undergo a mutation process, based on the
simple albeit effective adaptive Gaussian mutation opera-
tor [38], with the aim of increasing the population diver-
sity. This new population replaces the previous one, and
this phase is iterated until some termination criterion (e.g.,
maximum number of generation) is met. As a minor, yet
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FIGURE 8. Standard form of the hybrid GA-H∞ optimization problem.

important tweak, elitism is enforced, that is, at the end of each
generation, the N e

p best individuals of the parent population
are copied into the offspring population, thus preserving the
best solution from being accidentally lost in the evolution
process.

Some control over the population diversity is often needed.
The aim is to avoid an excessive uniformity between individu-
als that would result in a very inefficient use of the crossover
operator, hence in a waste of function evaluations. To over-
come this problem, an epidemic mechanism is introduced
where a diversity metric is defined as the sum over the pop-
ulation of the infinity-norm between any pair of individuals
in the search space. If the diversity score falls below a given
threshold, a large part of the population dies, that is, it is
randomly re-initialized. This mechanism cannot take place
more than Mλ times, and not twice within a number NλG of
generations.

From a practical point of view, GA performance depends
on the choice of selection, mutation and crossover operators,
but also on the so-called hyper-parameters, namely, popula-
tion size (nP), number of generations (nG), crossover proba-
bility (pc), and mutation rate (pm). The latter two parameters
represent, respectively, the percentage of parents replaced by
offspring, and the probability that an individual will undergo
a random mutation.

B. GA-H∞ DESIGN
We assume that all weights are fixed-structure functions with
tunable parameters x ∈ X , so that W in

= W in(x) and
Wout

= Wout(x) are proper and stable weighting functions,
andX is a boxed search space. As discussed in Section IV, all
weighting functions are restricted to be either static with gain
C , or first-order transfer functions in the form of Eq. (31),
parametrized by low- and high-frequency asymptotes, A and
M , respectively, and crossover frequency ωb.

Following a preliminary analysis, where the effects of
weighting function parameters on controller performance
were investigated, the optimization problem is simplified by
assuming that only WŻ ref , Wθ̇ref , Wαw , Wθe , and Wθins are
tunable, whereas the parameters of the remaining functions

maintain the values reported in Table 4. Accordingly, the vec-
tor of design parameters is

x = [Cżref Cθ̇ref Cαw Mθe Mθins Aθe Aθins ωθe ωθins ]
T (35)

where the subscripts associate the coefficients to the perti-
nent weighting functions. The nested GA-H∞ optimization
problem is posed as

max
x

J = max
(
0, γ (2?)− γ̄

)
+

∑
j

max (0, 6j(2?)) (36)

with

2?
= argmin

2

∥∥∥Tw→z

(
P
(
W in(x),Wout(x)

)
, K (2)

)∥∥∥
∞

subject to K (2) ∈ K closed-loop stabilizing (37)

The functions 6j in Eq. (36) are used to express require-
ments on stability margins (Table 2) so that, when 6j < 0,
the i-th specification is satisfied. On the other hand, per-
formance requirements in Table 3 are implicitly satisfied
through the H∞ optimization when γ < 1, being the (fixed)
weightsWz andWŻ expressed as in Eq. (29). Finally, by using
max(0, γ − γ̄ ) in the merit index in place of directly min-
imizing γ , leads to a relaxed problem formulation, where
any value of γ < γ̄ is equally valid, thus reducing the
computation burden. A value of γ̄ = 1.5 is set according to
common practice [31]. The elements of 2, given by

2 =
[
KPθ , KDθ , KPZ , KDZ , ζN1, ζN2, ζN3

]T (38)

are the tunable parameters of the controller K (Eq. (18)),
that is, the PD gains on attitude and lateral channels, and
the damping coefficients in the numerator of the notch filter
transfer function HN (s), whereas the other parameters of K
are set at the same values used in the BC.

Figure 8 shows in blue colour the weighting function
parameters directly tuned by GA, and the gains of K deter-
mined by the structured H∞ synthesis (green). All the other
weights (uncoloured) are fixed.
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FIGURE 9. Standard form of the augmented structured GA-HA
∞ control synthesis problem.

TABLE 5. GA hyper-parameters.

C. GA-HA
∞ DESIGN

When the LFT-structured uncertainty LV model is directly
considered in the H∞ problem formulation [39], a controller
that is robustly stable by design to any uncertain configuration
in the set 1 of Sec. II-C is developed.

An augmented control synthesis problem is thus posed,
the block diagram of which is shown in Fig. 9, where the
lower LFT interconnection (in blue) between the model and
the controller, and the upper LFT interconnection (in red)
for the LV model with high-level uncertain parameters (see
again Sec. II-C) are reported. The corresponding optimization
problem, dubbed GA-HA

∞ , involves a nested three-layer
optimization. It is written as

max
x

J = max
(
0, γ (2?

A)− γ̄
)
+

n∑
j=1

max (0, 6j(2?
A)) (39)

with

2?
A
= argmin

2A
max
1
‖Tw→z (MW , K (2A))‖∞

subject to K (2A) ∈ K closed-loop stabilizing (40)

TABLE 6. Lower and upper bounds of weighting function coefficients for
the GA-H∞ and GA-HA

∞ optimization problems.

whereMW is a short-hand form to remark the dependence of
M = Fu(P,1) on the weighting functionsW in andWout. The
augmented vector of tunable gains 2A, that also includes the
damping coefficients in the denominators of HN (s), is

2A = [KPθ KDθ KPZ KDZ
ζN1 ζN2 ζN3 ζD1 ζD2 ζD3]T (41)

The larger number of optimally tuned parameters should
improve the controller capability of dealing with (possibly
severe) uncertainty on the BM frequency while, as a draw-
back, increasing the complexity of the H∞ optimization
problem. Also, by considering the max of ‖Tw→z‖∞ over all
possible scattered conditions, this design aims at maximizing
the performance over the worst-case condition from the set1.
For the GA-HA

∞ design procedure, the weights related
to lateral drift, WZins and WŻins , are adjusted to deal with
the large uncertainty range considered in the optimization
process. More precisely, for the load-relief mode the values
DZins = 2500m and DŻins = 15m/s are used, so as to
allow the algorithm to trade-off some drift performance for
a reduction of the aerodynamic load Qα. The other weights
are fixed at the same values of the GA-H∞ problem.
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TABLE 7. Stability margins at t = 72 s.

VI. RESULTS AND DISCUSSION
Performances of the hybrid controllers developed according
to GA-H∞ and GA-HA

∞ methodologies are assessed in this
Section, with reference to the BC and H∞ designs. Themajor
objective is to evaluate, using the LV model discussed in
Section II, possible improvements due the GA-based synthe-
ses in terms of robust stability and performance with respect
to the manually tuned controllers, also including considera-
tion of reduced workload associated to the automated design
procedures.

Preliminary runs of the GA in nominal conditions at max-
imum dynamic pressure led to a suitable tuning of the hyper-
parameters [36], as reported in Table 5. The same set of
specifications and values is used for all design points.

The synthesis of GA-H∞ controller requires solving the
optimization problem in Eqs. (36) and (37), which takes about
18min per design point on a computer with an Intel Core
i7-4710HQ CPU @3.60GHz 8 parallel threads and a 16GB
RAM memory. On the other hand, computer time for the
GA-HA

∞ optimization (Eqs. (39) and (40)) increases to about
40min due to the additional burden of the augmented (or
worst-case) H∞ optimization. In both cases, the computa-
tional time is slightly reduced when the drift-minimum mode
is dealt with, where the stability constraints are somewhat
relaxed and the convergence is smoother.

Lower and upper bounds that define the search space X
of design parameters for GA-H∞ and GA-HA

∞ problems
are shown in Table 6. They are specified so as to avoid
weighting functions with unstable poles or right-half-plane
zeros, as well as non-physical functions having, for instance,
negative crossover frequencies. In particular, Wθe and Wθins

are constrained to behave as low- and high-pass filters,
respectively.

Robust stability of GA-based controllers with respect to
the expected variations of model parameters (see Table 1) is
evaluated first. To this end, Fig. 10 shows the upper bound of
the structured singular valueµ [40] at the design points, in the
frequency range of interest. Distance ofµ from unity provides
a measure of the robustness of the controller, so that, when
a curve is always below unity, stability under any possible
combination of parameter uncertainties is guaranteed. It is
apparent that GA-H∞ and GA-HA

∞ controllers are both
robustly stable, the latter showing improved margins as the
distance from unity is slightly larger than in the case of
GA-H∞.

Figure 11 presents the Nichols plots of the open-loop
response for the four controllers, evaluated in nominal

FIGURE 10. Robust stability of GA-H∞ and GA-HA
∞ controllers vs.

frequency at design points.

condition at t = 72 s. The related stability margins, shown
in Table 7, are somewhat similar for all controllers, with a
major difference concerning the low-frequency Aero GM and
Rigid GM. Note that BC tuning allows to achieve a condition
where both margins are larger than the requirement (6 dB)
and close to each other. This is not the case for the GA-HA

∞

controller, where the optimization pushes themargins toward,
respectively, a maximum (Aero GM = 7.4 dB) and a
minimum (Rigid GM = 6.0 dB), resulting in a more robust
design at low frequency, as visible in Fig. 10 when the
µ-bounds at frequencies below 8 rad/s are compared.
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FIGURE 11. Comparison of Nichols plots of open-loop response, t = 72 s.

FIGURE 12. MC1: radar chart of the normalized controller performances.

Conversely, the GA-H∞ controller, presents a lower value
of Aero GM (6.1 dB), since the optimization primarily aims
at maximizing the performance in nominal conditions, while
the stability requirement on GMs is less relevant. In this
respect, the distance of µ-bounds from unity is slightly lower
than in GA-HA

∞ , which indicates that the controller will be
somewhat less robust to off-nominal scattering conditions.

Finally, note that the GA-based controllers, that take
advantage of a highly automated design process, are able to
retain the stability performance ofH∞, the synthesis of which
may result in a cumbersome process that requires a sound

FIGURE 13. MC1: aerodynamic load response vs. flight time for the four
controllers; bold continuous lines indicate no scattering.

knowledge on LV dynamic behaviour, together with experi-
ence on suitability and effectiveness of guidelines currently
adopted for tuning the weighting functions.
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In order to further investigate the performances of hybrid
designs, a Monte Carlo campaign of 2.000 runs, dubbed
MC1, is carried out, with parameters of the LV model scat-
tered as reported in Table 1, and severe wind disturbances (see
Eq. (16)–(17)), For each simulation the figures of merit of
attitude error (1θ , drift (z) and drift-rate (ż) along the lateral
axis, TVC effort, and aerodynamic bending load (Qα) are
evaluated. Figure 12 shows the ∞-norm and 2-norm of the
metrics, related to maximum value and energy, respectively,
averaged over all runs and normalized with respect to the
same quantities computed for the BC. It is apparent that
performances of GA-tuned controllers are close to that of
the H∞, and significantly improved in comparison to BC
in terms of both norms. In particular, GA-HA

∞ reduces the
attitude error of 72%, and peak drift and drift rate of about
29% and 49%, respectively, while requiring a lower control
effort (about −22%). The aerodynamic load Qα is decreased
by about 25%. Also, the GA-based controllers allow for a
further reduction of the lateral drift and drift rate with respect
to the H∞ design, at the expense of a slightly larger control
effort.

A second Monte Carlo campaign, referenced as MC2,
is conducted using the same variation of LVmodel parameters
already considered in MC1, and a single wind profile so as
to improve clarity in the analysis of the effects of parameter
scattering on the aerodynamic load Qα once the wind data
dispersion is removed. Figure 13 reports the time histories
of Qα for all controllers, together with the related safety
envelope (dashed line) and the results obtained in the nominal
condition, that is, with no scattering. When comparing the
envelope of the Qα curves in Fig. 13(a), which refers to the
BC, with the results of the three H∞-based controllers in
Figs. 13(b)–13(d) the advantage of using the robust control
design framework is apparent. In particular, a reduction of
about 35% in the maximum Qα peak is obtained when using
GA-HA

∞ in place of BC. It is also worth to mention that the
robust controllers behave very closely in terms of Qα reduc-
tion, with GA-HA

∞ providing a slightly better performance
over the H∞ and GA-H∞ designs, as reductions of the peak
value of Qα of about 8 and 3% are obtained.
The second Monte Carlo campaign confirms the results

obtained in MC1 on the viability of the GA-based tuning
methodology, and its ability to produce controller that recover
and possibly improve the robust performance provided by the
structured H∞ synthesis.

VII. CONCLUSION
In this paper a novel approach to the automated synthesis
of the flight control system (FCS) for a launch vehicle (LV)
in atmospheric flight has been presented. It relies on a
hybrid design methodology where an optimization problem
is formulated and solved by a genetic algorithm (GA) in
order to determine the weighting function coefficients of
a controller synthesized by the structured H∞ technique.
The aim is to reduce the design effort while guaranteeing
performance and robustness characteristics equal or superior

to those achieved by more classic approaches in LV FCS
development.

Two design techniques, dubbed GA-H∞ and GA-
HA
∞ have been proposed. The former considers a nested,

two-level optimization problem, where the GA searches for
the input/output weights so as to guarantee compliance with
some assigned high-level requirements, expressed in terms of
linear stability margins. The GA-HA

∞ can be regarded as a
logical extension of GA-H∞, where advantage is taken from
a linear fractional transformation (LFT) based LVmodel with
structured uncertainty, in order to bring into the optimization
process the information on the envisioned ranges of parame-
ter variations.

Extended simulation campaigns were carried out in realis-
tic operating scenarios, considering wide ranges of scattering
for model parameters and external disturbances, according
to standard procedures for LV control system validation and
verification. The results show that the nested-optimization
methodology provides a streamlined procedure for the syn-
thesis of robustly stable controllers, that satisfy the desired
requirements, and may reduce the burden of design, tun-
ing and validation procedures associated to more traditional
design methods. The latter advantage depends on the high
level of automation in the proposed procedure, where the
parameters of weighting functions for the H∞ synthesis are
obtained by the solution of an optimization problem. It is to
be remarked that the GA-H∞ technique is able to devise a
controller with performance comparable or even superior to
the structured H∞ synthesis, in a relatively small amount
of time, while requiring only a minimal knowledge about LV
system.

Similar results are obtained using the GA-HA
∞ approach,

that is more computationally intensive (about twice CPU-
time), but leads to a controller that, as said, is robust by
design to any combination of the considered scattering of
model parameters. In the present application, the stability
margins obtained by the GA-HA

∞ synthesis are close to
those of the other controllers. This is probably due to the
fact that requirements are rather conservative, so that stabil-
ity is always guaranteed for the considered level of model
uncertainty.

The GA-H∞ controller appears as the best trade-off in
terms of performance, robustness, and workload for tuning,
showing no drawbacks or limitations with respect to the
structured H∞ methodology. Application of the GA-HA

∞

approach is expected to be more promising for future LVs
where, due to tighter constraints on cost and growing expec-
tations on vehicle performance, parameter uncertainties and
model errors could be potentially larger with respect to the
actual systems, and the definition of requirement for control
synthesis might not be trivial.

The enhanced level of robustness and the automated tuning
process associated to GA-H∞ and GA-HA

∞ might be of
interest from an industrial perspective in order to simplify
the engineering task of FCS design across multiple missions,
particularly when cost and time of the recurrent activities of
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mission integration and flight program software validation
and verification, taking place before each new launch, are
taken into consideration. On the other hand, some drawbacks
of the methodology should be addressed in order to improve
control system performance, and/or make more effective the
design procedure. In this respect, a viable and more general
methodology for the definition of performance metrics so as
to achieve full compliancewith requirements should be devel-
oped. Also, a systematic methodology for the selection of the
bounds of weighting function coefficients, that significantly
influence the convergence characteristics of the GA solver,
could be devised.

In future developments of the study, the analysis of con-
trollers synthesized according to the proposed methodology
will be carried on a high-fidelity LV model featuring, among
other effects neglected in the present application, nonlinear
actuator dynamics, coupling of pitch and yaw dynamics, and
higher-order flexible modes.
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