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Abstract. In this article, we review some recent theoretical results about intrusion and extrusion of non-
wetting liquids in and out of cavities of nanotextured surfaces and nanoporous materials. Nanoscale confine-
ment allows these processes to happen at conditions which significantly differ from bulk phase coexistence.
In particular, the pressure at which a liquid penetrates in and exits from cavities is of interest for many
technological applications such as energy storage, dissipation, and conversion, materials with negative
compressibility, ion channels, liquid chromatography, and more. Notwithstanding its technological interest,
intrusion/extrusion processes are difficult to understand and control solely via experiments: the missing
step is often a simple theory capable of providing a microscopic interpretation of the results, e.g., of liquid
porosimetry or other techniques used in the field, especially in the case of complex nanoporous media. In
this context, simulations can help shedding light on the relation between the morphology of pores, the
chemical composition of the solids and liquids, and the thermodynamics and kinetics of intrusion and
extrusion. Indeed, the intrusion/extrusion kinetics is determined by the presence of free energy barriers
and special approaches, the so-called rare event techniques, must be used to study these processes. Usu-
ally, rare event techniques are employed to investigate processes occurring in relatively simple molecular
systems, while intrusion/extrusion concerns the collective dynamics of hundreds to thousands of degrees
of freedom, the molecules of a liquid entering in or exiting from a cavity, which, from the methodological
point of view, is itself a challenge.

1 Introduction

In this review, we discuss recent progress in the the-
ory and in the simulation of phase changes of liq-
uids confined in non-wettable cavities. In particular, we
will focus on the processes of intrusion in and extru-
sion from non-wettable textured surfaces and porous
solids, i.e., confined wetting/evaporation, and discuss
their technological relevance. The conditions at which
these processes occur sensitively depend on material
properties and external conditions, whose understand-
ing is crucial for the technological applicability of novel
classes of materials. Here, we present a simple and yet
powerful continuum theory of the intrusion and extru-
sion processes and recent results of advanced atomistic
simulations. This combination allows to bridge scales
which range from microns down to angstroms, where
the continuum models fail, providing a set of theoret-
ical tools to interpret experiments and design materi-
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als for specific applications. Theoretical achievements
are described in the context of parallel experimental
advances—one of the authors of this review being an
experimentalist working in the field.

Non-wettable porous or nanostructured materials
show a non-trivial behaviour when immersed in a liquid:
as the name implies, at ambient conditions, the cavities
are occupied by gaseous phases. Only upon application
of sufficient pressure, or other perturbing stresses (e.g.,
heat), capillary forces are overcome and cavities are
intruded by the liquid. Thus, the nomenclature used in
the field denotes as “non-wettable” those porous solids
and textured surfaces that are not intruded by a spe-
cific liquid at ambient conditions. Similarly, sometimes
the focus in on the liquid, which is denoted as “non-
wetting” with respect to a given porous solid. Once the
cavities are wet, the opposite process of evaporation of
the confined liquid, or extrusion, occurs when the pres-
sure (or other external conditions) is again decreased
(changed); depending on the characteristics of confine-
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ment, in particular in nanoscale cavities, such pressure
may be larger than the ambient one.

Intrusion/extrusion of liquids in porous systems is
important for many technological applications, among
which the separation of liquids [1,2], liquid-phase chro-
matography [3,4], energy damping and storage [5,6],
porosimetry for the characterization of the porous sys-
tems [7–9], biological and bioinspired channels [10–13],
and many more. Intrusion/extrusion is important also
for textured surfaces, i.e., surfaces presenting roughness
that enhance their intrinsic lyophobicity, the property
to repel a liquid (see below). The macroscopic proper-
ties of these surfaces depend on the state of the liquid
deposited on them, that is, whether it wets the bot-
tom of surface roughness or remains suspended over
their asperities. Thus, understanding in quantitative
terms the transition from one state to the other and
how this depends on the characteristics of the textures
allow designing surfaces with properties tailored to the
application. Atomic-scale simulations might be a nec-
essary computational tool to engineer materials whose
macroscopic behaviour depends on nanoscale processes,
here intrusion and extrusion. When the characteristic
length at play is small, i.e., when cavities of porous
systems are of the same order of magnitude of the liq-
uid/gas molecules, the very concept of continuum fluid
passing through an aperture breaks down. This hap-
pens, for example, in the case of zeolites, metal–organic
frameworks, covalent–organic framework as well as for
pores of biological relevance, presenting characteristic
size of pores and apertures of the order of few molec-
ular radii. In these cases, macroscopic concepts, such
as surface tension and interface energy, are insufficient
at describing the energetics and dynamics of a liquid
intruding/extruding a pore.

Atomic-scale simulations of intrusion/extrusion are
necessary also to investigate elusive microscopic effects
such as line tension, the force associated with a varia-
tion of the length of the solid–liquid–gas contact line,
the Tolman length, determining the dependence of the
surface tension on the curvature of the surface, orien-
tation of liquid molecules at the interface with the gas
and solid, layering of liquids in contact with solid walls,
disjoining pressure and, as discovered recently, accu-
mulation of gasses and other solutes at the solid/liquid
interface, which depends on the chemical characteristics
of the solid, liquid and solute [11,12].

In this work, we discuss intrusion/extrusion focusing
on some fundamental aspects of these processes and on
their applications. Instead of providing a broad sum-
mary of the field, and show how simulations can help
its investigation, we chose to select few paradigmatic
cases that allow to establish the ground for a wider
range of applications. With this in mind, we decided to
follow the results of a limited number of articles that
can guide the reader from the basic understanding of
intrusion/extrusion, which relies on a continuum the-
ory of these processes, to the detailed analysis of the
mechanism and energetics of liquids entering in cavi-
ties with different characteristics. Finally, we consider
the effect of flexibility of porous/textured media on

intrusion/extrusion, an aspect that has been investi-
gated only recently. We show that one can use intru-
sion/extrusion in flexible materials to trigger the occur-
rence of unusual phenomena, like negative volumetric
compressibility of unprecedented magnitude. We found
convenient to consider the studies to which the authors
of this article contributed, which are here often pre-
sented with a different perspective from the original
papers and highlighting the contacts among the vari-
ous subjects. We certainly recognize that many authors
contributed to the development of this field and have
inspired our research; the work of these authors is duly
cited within the text to encourage the readers to con-
sider additional results and different points of view.

The article is organized as follows: in Sect. 2, we
discuss the general aspects of intrusion/extrusion and
introduce a continuum theory to describe these pro-
cesses. In Sect. 3, we present applications of the
macroscopic theory to design superhydrophobic sur-
faces that can resist or recover their properties after
extreme conditions are applied. In Sect. 4, we discuss
the use of porous materials and non-wetting liquid
intrusion/extrusion for damping vibrations or storing
mechanical (or thermal) energy. In Sect. 5, we show how
the intrusion/extrusion of liquids can be used to trig-
ger negative compressibility. Finally, in Sect. 6, we draw
some conclusions and present our outlook of the field.
We also included three appendices in which we summa-
rize the computational methods used in the works we
analyze in this topical review, which make this article
self-contained.

2 Macroscopic model of intrusion/extrusion

The objective of this section is to discuss the intrusion
and extrusion processes according to a classical con-
tinuum model of a solid–liquid–gas system. This sim-
ple model is useful both because it allows to under-
stand the basic physics of intrusion/extrusion and for a
quantitative prediction of the energetics of the process
in macroscopic and microscopic cavities down to few
nanometers.

It is instructive to start from the simple case of the
intrusion/extrusion from a 2D square cavity excavated
from a flat surface (see Fig. 1a). The intrusion of a
liquid into this cavity can be described resorting to
a sharp interface model, i.e., a model in which the
free energy of the system, or any other suitable ther-
modynamic potential, is the sum of bulk terms, the
bulk free energy of the liquid, solid and gas present
in the system, plus interface energies associated with
the three pairs of phases, solid–liquid (sl), solid–gas
(sg), and liquid–gas (lg). In the present derivation, we
neglect additional terms, for example the line tension(s)
[15], because it is not crucial to understand the gen-
eral concepts of intrusion/extrusion we intend to dis-
cuss here. Nevertheless, we remark that other authors,
including some of us, have investigated the effect of
line tension on intrusion/extrusion [9,16]. Usually, it
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Fig. 1 a A simple 2D cavity useful to illustrate the principles of the confined classical nucleation theory that we developed
to investigate liquid intrusion/extrusion in textured surfaces and porous materials. The solid and dashed colored lines in
the figure represent the liquid meniscus at different stages along intrusion/extrusion. Initially (green lines), the meniscus
is pinned at the cavity top. When the meniscus reaches the so-called Gibbs condition, i.e. that the contact angle with
respect the vertical is equal to the Young contact angle θY , the liquid depins and intrudes the cavity with a constant
contact angle and curvature. When the liquid in the cavity is little, the meniscus bridges the two vertical walls (blue dashed
line); beyond a given level of liquid in the cavity, a bubble is formed at one of the bottom corners (red dashed line). b
(non-dimensional) Free energy profile of intrusion/extrusion at various values of the liquid pressure. φ is the fraction of
the cavity volume occupied by the liquid, φ = Vl/V . c Extrusion time vs liquid pressure for water in a squared 3D cavity
of 10 nm and θY = 120◦. The dashed line represent the 1 s threshold. To compute the extrusion time we used the usual
text = τ0 exp[ΔΩ†/kBT ] formula, where τ0 is obtained from the Blander-Katz formula [14]. Panels a and b are reprinted
figures with permission from A. Giacomello, M. Chinappi, S. Meloni, C. M. Casciola, Phys. Rev. Lett., 109, 226102, 2012.
Copyright (2012) by the American Physical Society. https://doi.org/10.1103/PhysRevLett.109.226102

is convenient to develop the sharp interface model of
intrusion/extrusion in the grand canonical ensemble, in
which the thermodynamic potential is the grand poten-
tial Ω = Ωbulk +Ωinterface. Within the grand canonical
ensemble, the bulk grand potential of a single phase is
the negative of the product of its pressure, Px, times
its volume, Vx, where x stands for any of the three
phases: Ωbulk

x = −PxVx. Interface terms are propor-
tional to the area between pairs of phases, Axy, through
the corresponding surface tension γxy, where x and y
denote two phases: Ωinterface

xy = γxyAxy. Considering
that the surface of the solid does not change during
intrusion, the configuration of the system is defined
solely by specifying the liquid–gas dividing surface, the
interface Σlg. Indeed, Σlg and its intersection with the
surface of the solid implicitly determine Σsl, Σsg, and
the volumes of the three phases (Fig. 2). Thus, Ω is a
function(al) of Σlg: Ω(Σlg). Neglecting the contribution
of the solid bulk term, which does not change during
intrusion/extrusion, Ω(Σlg) reads:

Ω(Σlg) = −PgVg(Σlg)− PlVl(Σlg) (1)
+γlgAlg(Σlg) + γlsAls(Σlg) + γsgAsg(Σlg)

+const

= −ΔPVl(Σlg) + γlg (Alg(Σlg)− cos θY Als(Σlg))

+const′,

where ΔP = Pl −Pg and cos θY = (γsg −γsl)/γlg is the
definition of the (cosine of the) Young contact angle.

The last equality stems from the observation that the
volume available to the liquid and vapor is constant,
V = Vl + Vg as is the area of the exposed solid surface,
As = Asl + Asg. A solid is lyophobic when θY > 90◦,
that is, when wetting a solid, i.e., increasing Als, is asso-
ciated with an energy penalty.

The model of the free energy of a three phase sys-
tem, Eq. (1), will be used in the following to illustrate
the fundamental mechanism, energetics, and kinetics of
intrusion and extrusion. We will initially digress from
this objective to illustrate the basic principles that
allow one to identify the transition path, i.e., the most
probable sequence of configurations of the system dur-
ing the intrusion/extrusion process. We will start by
considering the nucleation of an emerging phase in the
bulk of a pre-existing one, e.g., the bulk nucleation of
vapor within a liquid. In classical nucleation theory
(CNT) [17], bulk nucleation is described in terms of
the volume of the growing phase, Vg in the paradig-
matic example of nucleation of vapor in a bulk liquid.
In the modern language of transition events [18,19],
Vg is the (putative) reaction coordinate of the process.
The reaction coordinate of a process is a collective vari-
able (CV), i.e., a function of the entire set of variables
describing the system—-in the case discussed above
Σlg—that is sufficient to characterize the sample along
the transition—the nucleation and growth of a vapor
bubble in the present case. For the time being, Vg is
just a putative reaction coordinate as it must be proved
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Fig. 2 Liquid wetting a 2D cavity. Σlg, Σsl and Σsg are
represented as dashed lines of various colors. The figure
shows that Σlg, together with its intersection with the solid
surface, determines Vs, Vl, Vg, Σsl and Σsg, hence the con-
figuration of the system

that this variable is sufficient to characterize the pro-
cess. Indeed, one immediately realizes that there is an
infinite number of bubbles of volume Vg = V ∗ having
different shapes Σlg; if homogeneous nucleation takes
place following paths in which the bubble has a complex
shape, Vg is an insufficient CV at describing nucleation.
We will discuss this problem in detail in Sect. 2.1.

Within CNT, originally developed for homogeneous
nucleation, the growing bubble is assumed to be spher-
ical, which can also be deduced from the following
probabilistic considerations. Consider a bubble of vol-
ume Vg; this bubble can be bound by an infinite num-
ber of liquid-vapor interfaces, Σlg(Vg). The probabil-
ity to find a bubble in the configuration Σlg(Vg) is
p(Σlg;Vg) ∝ exp [−Ω(Σlg(Vg))/kBT ]. Hence, the con-
figuration of maximum probability for a bubble of vol-
ume Vg is the one with surface Σ∗

lg(Vg) minimizing the
grand potential. Since all bulk terms are determined
by the value of Vg, minimizing the grand potential
Ω(Σlg(Vg)) for bulk nucleation amounts to minimize
the liquid-vapor interface, i.e., to find the interface Σ∗

lg

of minimum area enclosing Vg. In other words, an ener-
getic problem is turned into a geometrical one. From
basic geometry it is known that the 3D figure of min-
imal surface/volume ratio is the sphere, which is thus
also the most probable shape of a vapor bubble of pre-
scribed volume. It is worth remarking that this geomet-
rical/energetic problem does not have additional solu-
tions; so, for the case of vapor/gas bubble nucleation in
the bulk, there are no local minima of the free energy—
metastable states—in which the system can be trapped.
This has important consequences, considerably simpli-
fying the bulk vapor nucleation path.

Let us now consider the probability to observe depar-
tures from a spherical bubble. The relative probability
of observing two bubbles with the same volume but
enclosed by surfaces Σ′

lg, say the spherical bubble, and
Σ′′

lg is

p(Σ′′
lg)/p(Σ′

lg) = exp [−γlgΔA] , (2)

where ΔA = [Alg(Σ′′
lg) − Alg(Σ′

lg)]. Now consider,
for example, a sinusoidal perturbation of Σ′

lg of suit-
able frequency, i.e., such that the frequency is consis-
tent with the periodicity imposed by the radius of a
sphere, and prescribed amplitude. Consider two spher-
ical bubbles of different radii, both consistent with
the frequency of the sinusoidal perturbation; clearly,
ΔA is larger for the bigger bubble, as can be eas-
ily understood for the corresponding 2D problem con-
sidering that the length of a sinusoidal wave, L =∫ 2πR

0
dx

√
1 + (A sin(νx))2, grows with the radius of the

circle. This observation implies that perturbations of
prescribed amplitude (and frequency) are less proba-
ble in larger bubbles. Since any perturbation consistent
with the fact that Σlg is closed can be expanded in
terms of sine/cosine waves, the general conclusion is
that the departure from the spherical shape decreases
with increasing size of vapor bubbles. This analysis is
consistent with the empirical observation for the com-
plementary problem of condensation that small droplets
containing as few as 10-25 Lennard–Jones particles are
already of spherical shape [20].

The above considerations allow one to conclude that
the most probable vapor nucleation path at relatively
low temperature and in quasi-static conditions, i.e.,
such that the probability to observe a bubble of given
shape is p(Σlg;Vg) ∝ exp [−Ω(Σlg(Vg))/kBT ], is a
sequence of (almost) spherical bubbles of growing vol-
ume, as obtained from the minimization procedure dis-
cussed above. Importantly, there are no local minima of
the free energy that can trap the bubble in other attrac-
tive basins, i.e., bubbles of underneath different geome-
tries, and that the departure from this path decreases
with growing bubble volume, as the energy penalty to
produce perturbations also grows with size. A conse-
quence of the above analysis is that Vg is sufficient to
characterize the nucleation path of vapor/gas bubbles,
i.e., Vg is the reaction coordinate of this process.

In confinement, we use a variational approach analo-
gous to the one illustrated for CNT to identify the intru-
sion/extrusion path and the associated grand potential
profile within the (continuum) sharp interface model:

1. The process, which in this quasi-static framework
is the same for both intrusion and extrusion, is
described in terms of the volume of the vapor/gas
phase, Vg, within the pores of the solid; Vg decreases
during intrusion and increases along extrusion.

2. For a given value of Vg, one seeks the surface Σ∗
lg

minimizing the grand potential Ω(Σlg) of Eq. (1).
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Fig. 3 Intrusion mechanisms hypothesized in the previous
literature. In the panel a is reported the drop-like intru-
sion mechanism, while in the panel b is reported the sag-
ging mechanism, which was proposed for the case of short
textures, in which the bending of the meniscus brings the
liquid in contact with the bottom of corrugations before
depinning. These mechanisms were based on the intuition,
with a lack of formal arguments from which to derive them.
Adapted with permission from Langmuir 20, 7097–7102,
2004. Copyright (2004) American Chemical Society and
Langmuir 26, 8941–8945, 2010. Copyright (2010) American
Chemical Society

This procedure represents the extension of the classical
nucleation theory to confined environments, which we
denominated the confined Classical Nucleation Theory
(cCNT) [21,22].

The application of cCNT to a simple 2D square cavity
reveals that intrusion/extrusion is a process of unex-
pected complexity [21]. Hypothetical intrusion mech-
anisms were proposed in pioneering works, based on
physical intuition: one in which the liquid enters in the
cavity with an almost flat liquid–gas interface (Fig. 3a
[23]) and another in which the liquid sags into the pore
while being pinned at the top of corrugations (Fig. 3b
[24]). On the other hand, cCNT shows that the process
follows a more complex path: after an initial phase in

which the liquid intrudes the cavity with a flat menis-
cus, a bubble is formed in one of the corners at the
bottom of the pore (Fig. 1a [21]). This more com-
plex behavior is related to the ruggedness of the grand
potential landscape induced by the confining environ-
ment, which is characterized by the presence of several
absolute/local minima of the grand potential at fixed
Vg; importantly, the relative probability of these min-
ima changes with Vg. In other words, Vg is not a good
reaction coordinate in confinement: there exist several
minimal bubble morphologies with the same Vg and
different Σlg; thus, one certainly needs additional col-
lective variables to represent the state of the system
along the process. We will come back on this problem
in Sect. 2.1.

The complex mechanism identified by cCNT for
the wetting of a 2D cavity was found to be consis-
tent with recent confocal microscopy experiments [25],
which showed the formation of asymmetric air bub-
bles in the corners of cylindrical pores during intru-
sion. Indeed, the experiments showed that the bubble-
in-the-corner was a possible mechanism by which a liq-
uid wets a cavity; a second mechanism was observed in
which the liquid enters into the cavity with a symmetric
meniscus. This difference might be due to intrinsic dif-
ferences between the experimental setup and theoretical
hypotheses, first of all that insoluble gases (air) are not
considered in cCNT. Moreover, forward flux sampling
simulations [26,27] showed that the symmetric menis-
cus mechanism is more likely due to inertial effects: at
the typical experimental pressures, when the intrusion
barrier is small, and in absence of insoluble gasses, the
liquid enters into cavities at a high speed and the menis-
cus does not have time to relax to the constrained equi-
librium configuration. Of course, cCNT, which assumes
local equilibrium, cannot model well enough highly out
of equilibrium conditions.

The observation that the intrusion mechanism is non-
trivial might be relevant also in different contexts. For
example, Patel and coworkers [28] identified nonclassi-
cal vapor nucleation paths for the formation of a bub-
ble in a liquid between two hydrophobic plates. This
nonclassical path, which results in a reduced nucleation
barrier, corresponds to the abrupt transition from a
spherical-cap bubble attached to one wall into a cylin-
drical bubble joining the two plates. Indeed, this mecha-
nism can also be predicted by classical continuum mod-
els, provided that one uses a suitable theory of confined
nucleation, such as cCNT described above.

In Fig. 1b, the grand potential along intrusion is
shown at several values of the pressure. One notices
that, at low pressures, the stable state is the extruded
one, which is associated with a lower grand potential.
By increasing the liquid pressure, i.e. for ΔP � 0, the
bulk term in Eq. (1) favors intrusion, i.e., it reduces the
grand potential of configurations with large Vl. Thus,
for sufficiently large liquid pressures the intruded state
becomes the stable one. However, a barrier ΔΩ† sep-
arates the two states over a broad range of pressures;
thus, if the system was initially in the extruded state,
intrusion can be prevented for kinetic reasons, i.e., the
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system cannot overcome the barrier on the relevant
timescale, e.g., the experimental one (from microsec-
onds to hours). However, by further increasing the liq-
uid pressure the barrier is reduced, until it reaches a
value comparable with the thermal energy available to
the system, kBT . Since the intrusion time τ grows expo-
nentially with the barrier, τ = τ0 exp[ΔΩ†/kBT ], it is
only when ΔΩ† ≈ kBT that τ becomes short enough
that intrusion takes place on the experimentally accessi-
ble timescales (Fig. 1c). This is the statistical mechanics
picture of intrusion. This representation is apparently in
contrast with the classical picture, deriving from force
balance arguments, in which intrusion takes place at a
well-defined value of pressure, Pint. However, given the
exponential dependence of τ on ΔΩ†, and the depen-
dence of the latter on the liquid pressure, τ is found
to sharply decrease around a specific value of the pres-
sure. Thus, although one cannot identify a single value
of the pressure at which intrusion takes place, the pres-
sure interval within which τ goes from very long times
to experimentally relevant timescales is narrow enough
that, in practice, one can identify an intrusion pressure
also within the statistical mechanics picture of intru-
sion. This reconciles the two pictures of the intrusion
process, the classical and the statistical mechanics ones.

For the square cavity, it is interesting to illustrate
the origin of the intrusion barrier, ΔΩ†, by an intu-
itive argument. By intruding the liquid in the cavity one
increases the solid–liquid interface area at the expenses
of the solid–gas one. If the solid is lyophobic, θY > 90◦
and cos θY < 0, intrusion brings to an increase of the
grand potential. This is the only relevant surface con-
tribution during the initial phase of intrusion before
the meniscus forms a bubble in the corner, because in
this first phase the liquid–gas interface area does not
change. However, to complete intrusion, also the bot-
tom wall of the cavity needs to be wet, which requires
the cancellation of a portion of the liquid–gas and gas–
solid interfaces (see Figs. 1a and 3a). Thus, the ener-
getic cost of further wetting of the solid is compensated
by the gain of removing two interfaces. Depending on
the properties of the system, namely the values of the
three surface energies γxy, the final part of the wet-
ting may be associated with a reduction of the grand
potential, giving rise to the formation of a barrier. This
mechanism at the basis of the intrusion barrier was rec-
ognized by Patankar in his seminal work on the wetting
of surface textures [23,24], in which he imagined two
mechanisms depending on the depth corrugations: flat
meniscus intrusion and sagging (Fig. 3).

The arguments developed above are valid also for
extrusion. The physical process in this case is the nucle-
ation of a vapor bubble favored by lyophobic confine-
ment [29]. Thus, also for extrusion one can identify
a characteristic pressure, Pext, at which the extrusion
barrier is of the order of kBT . Also in this case, a cavity
initially intruded by a liquid can be kinetically trapped
in this (meta)stable state. Depending on the morphol-
ogy and size of the cavity and on the characteristics of
the liquid, the extrusion pressure may be negative, i.e.,
extrusion can be achieved only under tensile conditions

[30]. However, liquid rupture or formation of bubbles in
the bulk of the liquid might occur before extrusion, pre-
venting the observation of the latter process [31]. This
is why in the literature it is often reported that wetting
of cavities is irreversible [32]. One should remark that
the extrusion barrier decreases with the characteristic
length of the cavity; thus for nanometric lyophobic cav-
ities (contact angle θY > 90◦) extrusion can take place
at positive pressures [33–38].

The presence of intrusion and extrusion barriers
is also responsible for the hysteresis observed in liq-
uid porosimetry during the complete cycle. In liquid
porosimetry, a porous material, usually in granular
form, is dispersed in a non-wetting liquid and the mix-
ture is placed in a cylinder–piston system. During the
experiment, the piston is displaced and the pressure of
the liquid is measured, thus defining a P–V curve for
intrusion; a similar process can be repeated for extru-
sion. Here, for the sake of simplicity, we illustrate the
experiment in which the pressure is controlled while the
volume of the mixture is measured. Before and after
intrusion, one measures a moderate reduction of the
volume of the mixture due to the liquid compressibility.
On the contrary, at or close to Pint the volume changes
abruptly due to intrusion, shrinking by a value corre-
sponding to the total pore volume. Correspondingly, by
reducing the pressure starting from the intruded state,
the volume initially increases because of liquid expan-
sion. Subsequently, when the pressure approaches Pext,
the liquid extrudes and the volume increases suddenly
by an amount corresponding to the porous volume.
Thus, liquid porosimetry allows for the experimental
determination of the intrusion and extrusion pressures;
intrusion-extrusion hysteresis means that Pext < Pint

and, as we discussed above, these two critical pressures
are determined by intrusion/extrusion barriers. Thus, a
key question in porosimetry is determining the chemi-
cal and morphological characteristics of the pore which
determine the intrusion/extrusion pressures; more gen-
erally, such knowledge allows to establish the structure-
function relation for non-wetting porous materials,
which is crucial both in basic science and in techno-
logical applications. In the following, we will present
selected continuum calculations and atomistic simula-
tions that clarify the relation between physical proper-
ties and intrusion/extrusion conditions; we will further
apply this knowledge to design novel materials for tech-
nological applications.

2.1 Descriptors of intrusion and extrusion

Before moving to applications, we discuss some addi-
tional fundamental aspects of intrusion/extrusion. In
the section above we have explained that the most
detailed descriptor of intrusion and extrusion within
the sharp interface model is the liquid/gas interface
Σlg: for a rigid solid and an incompressible liquid Σlg

completely describes the state of the system. Never-
theless, in experiments one can only (indirectly) mea-
sure the volume of liquid in the cavities, and theories
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and simulations have been developed on the basis of
this descriptor of intrusion/extrusion (see, e.g., Refs.
[16,28,29,39]). Departure from macroscopic predictions
(of Eq. (1)) of the atomistic free energy profile for the
confined nucleation of vapor bubbles have been inter-
preted as nanoscale effects not captured by the sharp
interface model, i.e., effect that manifest themselves
only for nanoscopic bubbles. In particular, the mis-
match between atomistic and sharp interface (Eq. (1))
results has been used to quantify the so-called line ten-
sion, a term that is proportional to the length of the
solid–liquid–gas triple line [15,16,28], which gives a sig-
nificant contribution only for nanoscopic bubbles.

The presence of hysteresis in liquid porosimetry
experiments, in which one controls the volume of the
cylinder–piston system, suggests that the volume of
the liquid in the cavity is an insufficient descriptor of
the process. Indeed, hysteresis is connected to multiple
attractive basins in the space orthogonal to the variable
controlled [18,40,41], here the volume of the computa-
tional sample. In this section, we describe continuum
calculations and atomistic simulations that brought us
to identify a suitable descriptor for intrusion/extrusion.

Let us first analyze the results shown in Fig. 4. One
notices that the transition state corresponds to the mor-
phological transition of the meniscus from a symmet-
ric morphology to the bubble-in-a-corner one. Within
cCNT, where the descriptor of wetting is the volume of
the liquid in the cavity, this transition is discontinuous.
Let us define Φ†

l the volume fraction of the cavity occu-
pied by the liquid at the transition state, Φ†

l = Vl/V ; for
Φl < Φ†

l the symmetric meniscus configuration has the
lowest grand potential, while for Φl > Φ†

l the bubble-
in-the-corner configuration is the most stable one. Of
course, the path in which at Φ†

l the system abruptly
changes configuration from symmetric to bubble-in-the-
corner along intrusion (or vice versa during extrusion)
in unphysical as no continuous dynamics can bring to
such a discontinuous passage from one morphology to
another.

To overcome this problem and identify the real intru-
sion/extrusion path of a simple 2D cavity, we have
implemented the string method for a discretized rep-
resentation of the sharp interface and a corresponding
atomistic model [45] (See App. C). The string method
[42–44] is a technique capable of identifying the most
likely transition path when the process is character-
ized by large free-energy barriers separating the ini-
tial and final states. In this case, one cannot use stan-
dard continuum/atomistic techniques as the timescale
of the process largely exceeds that achievable by brute
force approaches. An additional advantage of the string
method is its good scalability with the number of (col-
lective) variables, which allows to use multiple CVs.
A similar approach has been used also by Panter and
Kusumaatmaja [46], Ren [47], Pashos et al. [48] to
investigate the intrusion of non-wetting liquids into sur-
face textures in combination with a diffuse interface
model of the fluid. We studied intrusion as a function
of (the discretized) Σlg obtaining the transition path

(a)

(b)

Fig. 4 a Comparison between the continuum (top) and
atomistic (bottom) density fields of a liquid intruding a
2D cavity as obtained from string calculations [42–44]. One
notices the similarities between continuum and atomistic
results, suggesting that up to the ∼ 10 nm length scale
macroscopic modeling gives a reliable (qualitative) picture
of the process. b Free energy profiles as obtained from con-
tinuum and atomistic simulations for (i) a single CV mea-
suring the amount of liquid in the cavity and (ii) for the
vectorial CV representing the density field of the liquid.
The close correspondence between continuum and atomistic
results confirm the reliability of simple continuum models
down to the ∼ 10 nm length scale. Reprinted from J. Chem.
Phys. 142, 104701, 2015, with the permission of AIP Pub-
lishing

shown in Fig 4a [45]. It is worth remarking that the
string method, which is a minimization algorithm in
the transition path space, allows to find the most likely
path in the attractive basin of the first guess. In other
words, the string method does not guarantee that the
one identified is the only possible intrusion/extrusion
path. Indeed, our analysis of the the intrusion in the
2D cavity by cCNT [21] revealed that several intrusion
paths are possible including the nucleation and growth
of a liquid droplet in the middle of the cavity or at its
walls that will eventually bring to the complete filling
of the texture. Nevertheless, studies based on a contin-
uum model of the three phase system [21,46] and the
corresponding atomistic representation [26,29,30] con-
firm that the one shown in Fig 4a is the most likely
intrusion path among all possible paths.

One notices that the morphologies of the meniscus
obtained from the string calculation and cCNT coin-
cide for a large portion of the transition path, essen-
tially departing from each other only close to the tran-
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sition state, in correspondence of the nonphysical mor-
phological transition of the cCNT. Similarly, the grand
potential profiles obtained for Σlg and Vl are very close
to each other except in correspondence of the transi-
tion state. Knowing more precisely the configuration of
the meniscus at the transition states and the value of
the corresponding barrier might provide not only better
estimates of the intrusion/extrusion kinetics but might
help to devise strategies to enhance/delay these pro-
cesses.

Atomistic simulations of the intrusion/extrusion pro-
cess performed using i) the total number of fluid parti-
cles and ii) the fluid density field in the cavity (Fig 4a)
as proxies of Vl and Σlg in the macroscopic representa-
tion, respectively, reveal a substantial accord between
the macroscopic and microscopic intrusion/extrusion
paths for cavities down to ca. 10 nm (Fig 4). The agree-
ment between atomistic free energy and macroscopic
grand potential of intrusion/extrusion is also remark-
able (Fig 4b). A similar behavior has been observed for
intrusion/extrusion in more complex cavities, such as
those corresponding to nanopillars decorating a surface
[41,49] and hydrophobic nanopores [50]. The analysis of
the continuum vs atomistic intrusion paths serves also
to test the accuracy of macroscopic models to describe
intrusion down to the nanoscale. Indeed, if one takes
into account that, due to the interatomic potential, a
portion of the cavity of length ∼ 1σ, where σ is the char-
acteristic size of atoms, e.g., the Lennard–Jones char-
acteristic length, is inaccessible by the liquid, there is
a surprising agreement between the macroscopic and
microscopic energetics. Here, one must remark that
this agreement has been obtained without any fit-
ting [45,49,51]; indeed, parameters of the macroscopic
model, Eq. (1), have been determined by independently
measuring the surface tension γlg by the Kirkwood-
Buff method [52] and the contact angle θY by deposit-
ing a droplet on a flat surface. Vl is determined from
the average density ρ within the cavity of volume V
assuming that the system is two phase, with liquid and
vapor having bulk densities ρl and ρg, respectively: ρ =
(ρlVl + ρgVg)/V = (ρlVl + ρg(V − Vl))/V , which, after
some manipulation, brings to Vl = (ρ− ρg)/(ρl − ρg)V .
Finally, Alg and Als are determined by the marching
cube method [53], a technique that allows to reconstruct
interfaces from a scalar field, here the density field of
the fluid.

In principle, for atomistic simulations one can per-
form the committor analysis to test whether the density
field is a suitable descriptor of intrusion/extrusion. The
committor analysis consists in determining what is the
probability to reach the final (initial) state first start-
ing from a given state. At the transition state the com-
mittor must be distributed around probability 0.5 [18].
However, the collective variable corresponding to the
(discrete) density field has a high computational cost,
because it requires to count of the number of particles
within (tens to hundreds of) cells of edge ∼ 3 Å(∼ 1 σ)
and by applying some smoothing to prevent impul-
sive forces on particles located at the borders the cells
[54,55]. The computational cost forces one to discretize

the string in relatively few images (typically 32–64), to
limit the number of MD simulations to be performed
per string iteration. This limitation, combined with the
rapid change of the free energy around the putative
transition state (the free energy barrier at the ther-
modynamic conditions of the simulations we have per-
formed is several hundreds of kBT [41]), prevented us
to identify an individual image along the transition
path with a committor distribution centered around
0.5, which would be the final evidence that the den-
sity field is a good CV. Also refining the string near the
putative maximum of the free energy and performing
the committor analysis to check whether the distribu-
tion of the committor improved is computationally very
challenging as the duration of simulations bringing the
liquid from the transition to the initial or final states
is very long, one 1ns or more per trajectory, requiring,
say, 10 × 1 ns ≈ 100 ns to estimate the committor for
each initial configuration at the transition state, to be
repeated for 10–100 initial configurations, for a total
of 1–10µs of MD simulations. This is a much longer
simulation time than that required for typical molec-
ular problems (e.g., conformational isomerization), for
which a careful committor analysis has been performed.
Nevertheless, the distribution of the committor around
0 and 1 for the two images before and after the putative
transition state reassured us that this CV is adequate
[45].

It must be remarked that the discrete density field
CV is not uniquely defined, as it depends on the size
of the cells used to discretize the space. In Refs. [49]
and [41], we proposed a qualitative and computation-
ally inexpensive test based on the idea discussed above
that for a CV to be suitable it must produce a con-
tinuous transition path. Thus, (i) one can compute the
transition path using a density field with a prescribed
discretization of the space and, after convergence of the
string calculation, (ii) compute the density field along
the string using a finer discretization of the space based
on atomistic trajectories at the last string iteration; (iii)
compute the Cartesian distance between the density
field at successive images: di =

√∑
j ρi

j − ρi−1
j , with i

the index of images along the string and j the index of
the cells used to discretize the space. If the transition is
continuous and the string is parametrized with equally
spaced images, one expects the distance between den-
sity fields to be (almost) constant (see Fig. 5). For non-
uniform discretization of the string the distance must
be properly re-weighted.

Figure 5 also illustrates the difference in the intrusion
path as predicted via a single CV, Vg, or with the den-
sity field for two discretization levels of the density field
[41]. For the intrusion path determined with these three
CVs, we report Σlg obtained from the density field on
the fine grid. Σlg is represented in color code: it is blue
when it is at the top of the pillars decorating the surface
and red when it is at the bottom of textures, passing
through green and yellow at intermediate heights. One
notices that with the single collective variables (first
row of Fig. 5a), the liquid intrudes the surface textured
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in blocks, e.g., the space in between two entire rows of
pillars, then the space between four pillars and so on.
With the discretized density field CV, on the contrary,
the process is continuous: the liquid intrudes all the tex-
tures, eventually touching the bottom of the textures
between two pillars. The general aspects of the intru-
sion path are analogous for the coarser and finer discrete
density fields, with some subtler differences still present
during the contact with the lower wall, that appears
continuous only with the finer density field CV.

We conclude this section by summarizing some
results:

– The liquid/gas interface, the meniscus shape Σlg, is
a suitable descriptor of the intrusion process.

– A suitable microscopic (atomistic) analogue of this
descriptor is the discretized density field. Typically,
the adequacy of degree of discretization can hardly
be tested by a proper committor analysis. Never-
theless, an heuristic test based on the Cartesian
distance between density fields at successive images
along a string has been proposed.

– We could not identify a universal principle for choos-
ing a suitable discretization of the density field. This
must be sufficiently fine to capture the curvature of
the meniscus during liquid intrusion, especially high
curvatures that occur when the meniscus transforms
from one morphology to another (see Fig 4a/b),
which, in turn, depends on the size and morphol-
ogy of the cavity.

– In some cases, these descriptors are difficult to use
in macroscopic calculations and in atomistic simula-
tions. In particular, the cost of computing the den-
sity field in atomistic simulations adds a significant
overhead to simulations that makes this approach
unsuitable, especially when one wants to gain a
qualitative understanding of the process.

– Fortunately, the simpler Vl descriptor is sufficient
to characterize the process, both qualitatively and
quantitatively, for a large part of the transition
path, and to give reasonable estimates of the free-
energy barrier.

3 Wetting and recovery of
superhydrophobic surfaces

Materials possess an intrinsic level of lyophobicity, the
property to repel a liquid, that depends on their surface
chemistry. Lyophobicity, which is named hydrophobic-
ity when the liquid is water, is usually measured by
the contact angle of the liquid, i.e., the angle formed
by the tangent to a droplet deposited on a surface at
the triple solid–liquid–gas line. Lyophobic surfaces have
a contact angle greater than 90◦, lyophilic ones have a
contact angle smaller than the same number. The larger
the contact angle, the more lyophobic the surface. For
an (atomically) flat surface, the contact angle corre-
sponds to the Young one, which depends on the inter-

face energies between the three phases (see Eq. (1)).
As a matter of fact, no surface of simple, atomistically
flat materials exist with a Young contact angle larger
than ∼ 110◦ with the most common liquid, water. How-
ever, it is common experience to observe larger val-
ues of contact angles for corrugated (non-atomistically
flat) surfaces. This is because, owing to capillary forces,
a droplet can remain suspended above the asperities
present on the surface in the so-called fakir state, also
know as the Cassie–Baxter state [56], after the name of
the researchers who first described this state. In the
Cassie–Baxter state, the solid–liquid contact area is
reduced; this fact, in addition to an enhanced contact
angle, confers to the liquid a series of properties that
we will discuss shortly. Indeed, the contact angle of an
intrinsically lyophobic surface is enhanced by surface
corrugations even when the liquid wets their bottom,
i.e., when the liquid is in the so-called Wenzel state [57],
also named the impaled state. There are several other
properties which make the Cassie–Baxter and Wenzel
states very different between them, among others, con-
tact angle hysteresis, i.e., the difference between the
advancing and receding contact angles, θa and θr, the
contact angles measured when the size of the droplet
increases or decreases, respectively, or the front and
rear contact angle for a sliding droplet. Empirically, the
larger the contact angle hysteresis, the stronger the liq-
uid adhesion to the surface. In the Cassie–Baxter state,
in which the liquid–solid contact is reduced, the adhe-
sion of a liquid to a solid is lower than on the corre-
sponding smooth surface. On the contrary, in the Wen-
zel state, in which the actual liquid–solid contact area
is larger than for a smooth surface, liquid adhesion is
increased. Thus, for example, a liquid in the Cassie–
Baxter state can easily roll-off of a surface, requiring
a minimal force or a small tilting of the surface. This
property, together with other technologically relevant
features that we refrain from discussing in detail, goes
under the name of superhydrophobicity.

Superhydrophobicity is often observed in nature; for
example, lotus leaves exploit this property to keep their
surface clean: rain droplets carry the dirt with them as
they roll off the surface of this plant [58]. Another nat-
ural example in which surperhydrophobicity is seen in
action are little “bugs” skating on water: water striders
move on the surface of water thanks to the action of
capillary forces and the peculiar hairy surface of their
legs, which prevent water from wetting them, leaving
the liquid in the fakir state [59,60].

Superhydrophobic surfaces have numerous technolog-
ical applications: they can be used, for example, to pre-
vent metal corrosion [61], to enhance water repellency,
to realize self-cleaning optical windows and lenses, to
reduce viscous drag [62], to impart anti-icing and anti-
bio-fouling properties [63], for water desalination and
many more applications [61,63–66]. What we want to
stress here is that the ideal superhydrophobic surface
must present (regular or irregular) surface corrugations
which reduce the solid–liquid contact area. Moreover,
these corrugations must be designed so that under oper-
ative conditions, with possible variations of pressure
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(a)

(b)

Fig. 5 a Liquid intrusion path in a pillared surface as obtained from atomistic simulations using a single CV, corresponding
to the amount of liquids within the pillars, and two vectorial CVs representing the density field with a coarser and finer
discretization of the space. b Euclidean distance di between the density field computed on a very fine grid computed on
trajectories of consecutive string images. One notices that in all cases di is almost constant on a large part of the path
(region A). Then, for the single CV and the coarser density field di varies (grows) significantly in the region B, the region in
which the liquid approaches and touches the bottom of surface textures. Finally, in the region C, where the depleted liquid
at the bottom reaches the density of the fully wet state, di return to normal and constant values. Adapted with permission
from J. Phys. Chem. B 122, 200–212, 2018. Copyright (2018) American Chemical Society

and temperature, they resist wetting, i.e., the liquid
cannot intrude the surface cavities within the exper-
imental timescale or, if intrusion takes place, the liq-
uid is able to spontaneously extrude upon restoring
normal conditions (self-recovery superhydrophobic sur-
faces [33]).

An intense experimental and theoretical research
activity has been devoted to investigate the funda-
mental mechanism of wetting and recovery, and its
dependence on the characteristics of surface textures.
Li et al. reported that a self-recovery textured surface
can be obtained by suitably optimizing the chemistry
of the material and, in particular, adopting hierarchi-
cal surface textures [67], similar to Verho et al. who
considered dual-scale superhydrophobic surfaces [68].
Checco et al. have shown that textured surfaces with
partial self-recovery can be fabricated on a large-scale
exploiting the self-assembling of block-copolymer fol-
lowed by plasma etching [69]. Vrancken et al. associ-
ated self-recovery properties of selected superhydropho-
bic surfaces to the directionality of their patterning,
which allowed the triple solid–liquid–gas to dewet the
grooves with negligible or no energy barrier to be over-
come [70]. Recovery can also be achieved by apply-
ing external stimuli, e.g., electric [71,72] or magnetic

pulses [73], if the liquid is superparamagnetic in the
latter case. Of course, recovery by external stimuli is
more complex and expensive in applications than the
passive means mentioned before. In parallel to these
(and other) experimental studies, an intense theoretical
research has tried to establish the fundamental princi-
ples of (self-)recovery. Among the others, Prakash et al.
have shown that inserting additional hydrophobic fea-
tures in the cavities of surface textures reduces the bar-
rier the liquid has to overcome along the extrusion path
[74]. This can be easily understood noticing that these
additional features increase the contact area between
water and the hydrophobic solid for a given volume
of surface corrugations. Using diffuse interface meth-
ods, Kusumaatmaja et al. came to the conclusion that
a liquid droplet can penetrate into pillars decorating
a surface by two mechanisms: by depinning from the
top of the pillars, overcoming a free energy barrier, or
by intruding in the interpillar space as a result of the
increase of the droplet curvature due to liquid evapo-
ration [75]. The authors concluded that wetting can be
prevented by decorating surfaces with tall pillars or, by
extension, tall textures.

To show how the theory presented in the previous sec-
tions can be instrumental for designing superhydropho-
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bic surfaces, we report cCNT investigations of the path,
energetics, and kinetics of intrusion and extrusion of
water for typical surface textures. We aim at finding the
geometry of corrugations with the highest possible bar-
rier opposing intrusion, so that if the thermodynamic
conditions favor the Wenzel state, the system can still
remain in the original Cassie–Baxter state for kinetic
reasons until the unfavorable (pressure/temperature)
fluctuation is finished [33]. At the same time, or alterna-
tively, we looked for textures minimizing the extrusion
barrier to obtain values lower than that allowing recov-
ery on a timescale short as compared to experimentally
relevant timescales. The self-recovery strategy is that,
if liquid intrusion in the corrugations accidentally takes
place, the system can spontaneously and quickly return
to the Cassie–Baxter state once the fluctuation that
induced the transition has ceased. In practice, we try
to provide a theoretical foundation to the experimental
[76–79] and heuristic [80,81] design of superlyophobic
(hydrophobic, oleophobic, omniphobic) surfaces, addi-
tionally requiring that they remain permanently dry
[34,82]. In particular, in these previous studies it was
found that a judicious use of morphology of the cor-
rugations, namely the geometry of their top in contact
with bulk liquid, may allow to fabricate corrugated sur-
faces resisting to the intrusion even of liquids with low
surface tension. Within a specific morphology of sur-
face textures, e.g., pillars with re-entrant square head,
genetics algorithms have been employed to heuristically
optimize their geometrical characteristics, e.g., spacing
between pillars, size of the reentrant head [80]. We aim
at rationalizing these findings within a unifying the-
ory. With this aim in mind, we considered a set of sur-
faces decorated with regular corrugations among the
ones more commonly used in experiments: surfaces dec-
orated with pillars, ridges, cylindrical pores and square
pores (see Fig. 6a). Assuming that the operative con-
ditions of these surfaces are ambient conditions, that
the liquid is water and that the intrinsic (Young) con-
tact angle of the material used to fabricate the sur-
faces is θY = 125◦ 1, we computed the free energy pro-
file of intrusion/extrusion using the cCNT presented
in Sect. 2. Given the complexity of these geometries,
this calculations is solved numerically using the soft-

1 θY = 125◦ used in the present analysis is only seemingly
inconsistent with the maximum value of the contact Young
declared above for water, ca. 110◦. We remark that this
value is about a simple solid, whose surface is made by a
compact layer of atoms/molecules. Here, however, we con-
sider the more general case of either (i) hierarchical rough
materials, in which the material used to fabricate surface
texture contains a second level of cavities of nanometric or
subnanometric textures, of (ii) crystalline porous materi-
als, such as MOFs, and zeolites, presenting surface cavities
revealed by the cutting or pores intrinsic to the crystallo-
graphic structure. In both cases,the contact between solid
and liquid atoms/molecules is reduced, which can increase
the contact angle. Indeed, preliminary, unpublished simula-
tions revealed for ZIF8, the zinc zeolitic imidazolate frame-
work, a contact angle of ∼ 130◦.

Fig. 6 Surface textures of various morphology and corre-
sponding free energy profiles as obtained from continuum
calculations: a circular pore, b squared pore, c pillared sur-
faces, d ridges, modular surfaces with e pillars and f ridges
implanted atop squared pores. Here and in the following
figures of this section, instead of measuring the degree of
progress of the process with the fraction of liquid intruding
the textures Φ, we use the complementary observable φg,
measuring the fraction of gas in the cavity. Adapted with
permission from ACS nano 12, 359–367, 2018. Copyright
(2018) American Chemical Society

ware SurfaceEvolver [83]. We are aware of the limita-
tions of this approach, which we discussed in detail in
Sect. 2.1. In particular, we know that this approach
might lead to underestimating the free-energy barrier.
Nevertheless, here we are more interested in the qualita-
tive aspects of the free energy profile and its connection
to the morphology and size of the surface textures than
in the quantitative details. Moreover, by comparison
with brute force molecular dynamics simulations of liq-
uid extrusion from selected cavities, we show that the
limitations implicit in the present approach still allow
to predict the correct order of magnitude of the kinetics
of the self-recovery process.

A key finding of this research is that the extrusion
barrier dramatically depends on the morphology of sur-
face textures. In particular, only the pores, especially
the square ones, present a sufficiently low extrusion bar-
rier to allow self-recovery of wet surfaces at ambient
conditions (see Fig. 6a). One must remark that even
for a seemingly simple pore of this type the extrusion
path is rather complex, with several changes in the mor-
phology of the liquid meniscus (see Fig. 7). Initially,
extrusion takes place by forming a gas bubble at one of
the bottom corners; the bubble subsequently expands
until it reaches a critical size beyond which it develops
along one of the edges at the bottom of the pore, join-
ing two corners. Upon further growth, it develops first
along two edges, joining three corners, hence along all
edges and joining all corners, with the liquid touching
the bottom of the cavity only in the central part. Then,
the liquid detaches from the bottom and forms a reg-
ular meniscus in contact with the four lateral walls of
the cavity with a contact angle θY = 125◦.

Another key finding of this research is that, at ambi-
ent conditions, the transition state occurs at the begin-

123



  163 Page 12 of 24 Eur. Phys. J. B          (2021) 94:163 

Fig. 7 a Free energy profile of the liquid intrusion in/extrusion from a modular ridge+squared cube surface. Branches
corresponding to different morphologies of the meniscus are highlighted by different colors, corresponding to the colors of
panel b. This figures highlight the complexity of the extrusion path (from I to V III of panel b). We remark that having
used a single CV, this path does not include the smooth transition from one morphology of the meniscus to the next.
Adapted with permission from ACS nano 12, 359–367, 2018. Copyright (2018) American Chemical Society

ning of the extrusion process, in correspondence of the
formation of a tiny bubble at a corner at the bottom
of the pore, for further theoretical considerations on
the recovery process see also Ref. [82]. This apparently
minor detail has, indeed, important consequences on
applications: the functional characteristics of superhy-
drophobic surfaces are generally connected to the mor-
phology of their top, i.e., to the part of the corrugations
which is in contact with the bulk liquid when this is in
the Cassie–Baxter state. Thus, the domains relevant for
the recovery and for the functional characteristics are
placed at distinct locations, at the bottom and top of
the cavity, respectively. This feature can be exploited to
design the two domains separately: the bottom can be
tailored to enhance extrusion and the top to minimize
the solid–liquid contact. This led us to propose a mod-
ular design, implanting atop of a square pore pillars or
ridges, which reduce the contact area between corruga-

tions and bulk liquid (Fig. 6a). To prove this concept
we computed the free energy profile of extrusion for
these two modular morphologies and have found that,
while the modular textures with square pore+ridges do
not significantly alter the free energy of the process, in
the case of pillars implanted on the squared pore a new
intermediate minimum emerges. This new metastable
state, which we denominated internal-Cassie–Baxter
state, is separated from the proper, fully extruded,
Cassie–Baxter state by a sizable barrier which prevents
the self-recovery of the superhydrophobic state (com-
plete extrusion). Thus, although modular surfaces allow
to reconcile the seemingly incompatible characteristics
of surface textures with small liquid–solid contact and
self-recovery capability, care must be paid to the emer-
gence of intermediate metastable states introduced by
joining two corrugation morphologies, such as pores and
pillars.
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Fig. 8 Comparison between continuum and atomistic a
free energy profile and b) meniscus morphology. Adapted
with permission from ACS nano 12, 359–367, 2018. Copy-
right (2018) American Chemical Society

The analysis reported above is based on several
hypotheses, i.e., that a sharp interface model can ade-
quately describe a liquid intruding in and extruding
from a nanometric cavity (∼ 10 nm), that using the vol-
ume of liquid in the cavity as the CV does not lead to
a severe underestimation of the actual barrier, the one
associated with Σlg (see Sect. 2.1), that the estimation
of the pre-exponential factor τ0 for the determination
of the extrusion time from the Blander–Katz formula
[14] is accurate enough, at least of the correct order
of magnitude. To validate these hypotheses we have
computed the free energy profile of extrusion of water
from the squared pore+ridges morphology from atom-
istic simulations and compared it with the results stem-
ming from the sharp interface model, obtaining a sur-
prisingly good agreement between results obtained with
the two approaches (Fig. 8). We also performed brute
force molecular dynamics simulations starting from the
fully intruded state and measured the time it takes to
recover the fully extruded Cassie–Baxter state when the
barriers are low, confirming that few nanoseconds are
sufficient to accomplish this task and that modular sur-
faces are good candidates for a new generation of multi-
functional textures solving the limitation of standard
ones.

Concerning the Blander–Katz formula [14] for the
pre-exponential factor, Menzl et al. [84] have validated
its accuracy for the specific case of liquid/vapor tran-
sition; this is further confirmed by the consistency
between brute force MD and the extrusion timescale
obtained from present free energy calculations for the
corresponding process under confinement.

4 Lyophobic porous systems for absorbing
vibrations and storing energy

Another field of applications connected to intrusion/extrusion
of liquids within cavities is the damping of vibrations
and storage of energy [5,6,9,38,85–88]. These appli-
cations may seem antithetical, but they are strongly
related. Damping of mechanical vibration or absorp-
tion of shocks via liquid intrusion/extrusion is pos-
sible owing to the large hysteresis between the two
processes, associated with the presence of free-energy
barriers [89,90], indicating that the mechanical energy
spent to trigger intrusion—the energy of the vibration
or shock in this case—is dissipated in other forms. On
the contrary, when hysteresis is negligible or small, the
energy spent to intrude the liquid in the porous mate-
rial is returned upon extrusion, making the heteroge-
neous system of porous solid and non-wetting liquid
a sort of mechanical battery or molecular spring. This
short description of the two processes makes it clear
that to develop devices implementing these technolo-
gies one must be able to design materials with (i) con-
trolled intrusion/extrusion hysteresis and (ii) such that
intrusion and extrusion take place at operative condi-
tions, e.g., in the range of pressures accessed during
the operations. Since during intrusion the energy spent
for triggering the process is (mostly) converted into
the interface energy between the liquid and solid, it is
also important that conditions (i) and (ii) are met for
materials having very large (internal) surface area den-
sity, the maximum liquid/solid interface area per gram
of the solid. Porous materials with several hundreds
to thousands of square meters per gram are suitable
for the applications mentioned above. Suitably coated
porous silica [31,91–93], hydrophobic metal or covalent
organic frameworks (MOF and COF, respectively) typ-
ically satisfy these conditions, although the complexity
of the structure of internal surfaces and the nanomet-
ric size of these cavities prevented, so far, to identify
the characteristics of the pores determining the intru-
sion/extrusion behavior.

An intriguing case is that of two porous silica materi-
als, WC8 and RPB. These systems contain cavities that
can be coated to make the materials hydrophobic [31].
RPB and WC8 present cavities of similar sizes, which
can be intruded by water through surface apertures
with similar characteristics. Thus, one expects simi-
lar intrusion/extrusion cycles between RPB and WC8.
However, while intrusion takes place at similar pres-
sures, ∼ 15 MPa, WC8 extrudes at ∼ 2.5 MPa and RPB
does not extrude at all (Fig. 9c). Thus, CH3-coated
WC8 is suitable for damping vibrations thanks to the
large intrusion/extrusion hysteresis, which, however,
closes at positive pressures allowing repeated intru-
sion/extrusion cycles. On the other hand, RPB cannot
be used for this purpose because, once intruded, water
remains in the pores; hence, RPB acts as a bumper suit-
able only for the mitigation of a single impact. Thus,
given the analogous nominal characteristics of these two
materials, a question arise: what determines the differ-
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ent extrusion behavior between WC8 and RPB? Trans-
mission Electron Microscopy (TEM) images revealed
that RPB cavities are independent, cylinder-like, with
a smooth internal surface (Fig. 9a). On the contrary,
WC8 pores consists of interconnected cavities, result-
ing in nanoscale apertures on the internal surface of the
main pores (Fig. 9b). Can these different characteristics
be at the basis of the different extrusion behavior?

To address the above question we investigated the
formation of a gas bubble within a spherical cap cavity
with and without nanoscale apertures on the internal
surface (Fig. 9d), mimicking the main characteristic dif-
ferentiating RPB and WC8. A preliminary continuum
analysis (Sect. 2) showed that extrusion from this geom-
etry follows a simple path, corresponding to the forma-
tion and growth of a spherical cap bubble at the inter-
nal liquid/solid interface. We thus performed atomistic
free energy calculations, using a single collective vari-
able measuring the size of the bubble, via, e.g., the total
number of water molecules in the cavity, which is suf-
ficient to describe the process. At ambient conditions,
the free energy profile of the smooth spherical cap cav-
ity presents two minima, one in correspondence of the
fully extruded state and the other in correspondence of
the fully intruded one, denoted by Φ = 0 and Φ = 1,
respectively. Values of Φ larger than 1 correspond to
compression of the liquid within the cavity. At ambient
conditions these two minima are separated by a barrier
ΔΩ† of several hundreds of kBT (Fig. 9d), which results
in an extrusion time (τ = τ0 exp[ΔΩ†/kBT ] - with τ0
determined by the Blander and Katz formula [14]) -
longer than the age of the universe. Thus, if the system
is intruded by applying a suitable pressure, ∼ 15 MPa
in the two experimental cases, water within the porous
material with smooth internal cavities (as RPB) cannot
extrude, remaining kinetically trapped inside the pores.

Let us consider now the same cavity decorated
with nanoscale apertures. These apertures do not get
intruded by water, neither at ambient pressure nor at ∼
15 MPa, the intrusion pressure, because of the extreme
confinement and hydrophobicity [34]. The effect of these
apertures on the free energy profile is (i) to destabi-
lize the intruded state with respect to the extruded
one (ΔΩ = Ωint − Ωext is larger in presence of the
nanoscale apertures) and (ii) to decrease the extrusion
barrier ΔΩ† (Fig. 9d). The higher the internal surface
area decorated with nanoscale apertures the larger ΔΩ
and the smaller ΔΩ†. Detailed atomistic simulations
showed that, for nanoscale apertures covering ∼ 50 % of
the internal pore surface, the extrusion barrier vanishes
at ambient conditions. This result shows that, in addi-
tion to pore size and surface chemistry, one can tune
intrusion/extrusion characteristics of a porous material
for either vibration damping or energy storage by engi-
neering the internal surface of porous materials, in par-
ticular, the pore connectivity.

The effect of empty nanoscale apertures, which
reduce the liquid/solid contact area, can be rational-
ized considering that their presence increases the effec-
tive hydrophobicity of the internal surface of the main
pores according to the so-called Cassie–Baxter effect

[56]. This is shown in Fig. 9e, presenting a trend of the
extrusion barrier obtained from cCNT consistent with
the atomistic predictions.

5 Intrusion/extrusion of liquids in flexible
materials for exceptional negative
compressibility

In the previous section, the discussion of applications of
heterogeneous systems composed of a non-wetting liq-
uid and a nanoporous material suggested that it is con-
venient to reduce the size and control the geometry of
pores, to facilitate and engineer extrusion and increase
the pore surface area. Among several crystalline porous
materials, Metal Organic Frameworks (MOF) are an
emerging class of materials for energy and other techno-
logical applications [94–96]. Intrusion/extrusion of liq-
uids in MOFs, which are highly flexible materials, add
some complexity to the experimental and theoretical
investigation of this process. For example, Debenedetti
and co-workers have shown that thermodynamic sta-
bility and evaporation kinetics of water in hydropho-
bic confinement is extremely sensitive to the flexibility
of the confining material [97,98]. However, the flexibil-
ity of MOFs opens new perspectives for technological
applications of liquid intrusion/extrusion. In particu-
lar, we have recently discovered that intrusion of liq-
uids inside selected flexible MOFs brings to exception-
ally large values of negative volumetric compressibility
[99]. Here, we will focus on this latter subject, which
gives us the opportunity to discuss intrusion/extrusion
at an atomic scale for systems in which the macroscopic
modeling is expected to fail.

Let us begin by illustrating experimental results
obtained on a sample of ZIF8 dispersed in water. ZIF8
is the acronym of Zeolitic Imidazolate Framework, a
hydrophobic MOF (apparent contact angle 147◦—see
inset of Fig. 11a) containing large cavities of the shape
of truncated octahedrons (Fig. 10a,b) whose macro-
scopic form is that of a granular material. When dis-
persed in water at ambient pressure the internal cav-
ities of ZIF8 remain dry. By applying an increasing
pressure on the water-ZIF8 mixture the overall volume
of the sample initially gently reduces due to the com-
pressibility of the liquid and solid (pre-intrusion branch
of the red curve of Fig. 11a). At ∼ 25 MPa the vol-
ume suddenly shrinks; this event is associated with the
intrusion of water in ZIF8 cavities. Once ZIF8 is fully
intruded, any further compression results in a reduction
of the overall volume with a volume/pressure slope sim-
ilar to that observed in the pre-intrusion stage (post-
intrusion branch of the red curve of Fig. 11a). In this
post-intrusion stage, the liquid and porous materials are
compressed. One can then proceed along the reverse
path, decreasing the pressure starting from the final
stage of the intrusion process (blue curve in Fig. 11a).
Here, the sample first expands gently, then extrudes,
though the extrusion branch of the curve is different
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Fig. 9 TEM images of a RPB and b WC8. c P–V intrusion/extrusion chart for the two porous systems. The red curve,
relative to RPB is open, which is due to the lack of extrusion at ambient pressure. d computational model used in atomistic
simulations with different amount of nanoscale apertures on the internal surface of the cavity and the corresponding free
energy profiles. d Analogous data for continuum calculations. Adapted with permission from ACS nano 13, 1728–1738,
2019. Copyright (2019) American Chemical Society

Fig. 10 a (cubic) Unit cell of ZIF8. For the sake of simplic-
ity, hydrogen atoms are not reported. The orange sphere is
shown to highlight ZIF8 cavities. b Representation of a por-
tion of the ZIF8 crystal illustrating interconnections among
cavities. The black arrow points to one of the hexagon-like
windows connecting pairs of cavities. c computational sam-
ple used in the simulations. In the central part of the sam-
ple one sees the ZIF8 slab between two water slabs (only
oxygen atoms are represented). Adapted with permission
from Nanolett. 21, 2848, 2021. Copyright (2021) American
Chemical Society

from the intrusion one; finally, in the post-extrusion
stage gently expands a second time.

In Ref. [99], an intrusion/extrusion experiment was
performed while collecting neutron scattering data,
from which it was possible to determine the trend of the

lattice parameter of the cubic cell of ZIF8 vs pressure
(Fig. 11b). One notices that in the pre-intrusion and
post-intrusion stages of the process, and in the corre-
sponding stages along extrusion, the lattice parameter
changes according the usual positive compressibility of
conventional materials: the lattice parameter reduces
when the pressure increases and expands when pres-
sure decreases. However, in correspondence of intrusion
(extrusion) the materials expands (contracts) while the
pressure increases (decreases) as a consequence of the
liquid entering (leaving) ZIF8 cavities. During intru-
sion the coefficient of volumetric compressibility of the
porous material, κ = −1/V (∂V/∂P )T , is negative with
an absolute value an order of magnitude larger than
previously reported materials with the largest nega-
tive compressibility. Thus, this research inspired by the
investigation of materials for energy storage and vibra-
tion damping led us to identify novel strategies for
producing giant negative compressibility based on liq-
uid intrusion/extrusion, which can be used, for exam-
ple, to regulate the liquid flow in nanofluidic devices,
i.e., design and fabricate nanoapparatuses playing the
role of a nanovalve: grains of ZIF8 are introduced in
a nanochannel, if the pressure rises above the intru-
sion pressure the liquid intrudes in the ZIF8 cavities,
the grains expand and reduces or block the liquid flow
(Fig.12).

Negative linear compressibility has been recently
observed in another highly flexible MOF, Cu2L [100],
whose structure significantly differs from ZIF8. Thus,
a question arise: what MOFs’ characteristics determine
negative compressibility by liquid intrusion? To address
this question we performed restrained MD calculations
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Fig. 11 a P–V intrusion/extrusion cycle of water in ZIF8. In the inset is shown a water droplet deposited on a ZIF8 pellet
used to measure the (effective) contact angle. b Lattice parameter vs pressure during intrusion (red) and extrusion (blue).
The pressure range in which negative compressibility is observed is highlighted by a dashed box. c Free energy profile at
several pressure values in the domain at which the transition from the extruded to the intruded state is observed in the
simulations. d Lattice parameter vs pressure as obtained from simulations. e Stroboscopic image highlighting the rotation
of Zn(Im)4 tetrahedrons and e Zn–N pair correlation function during intrusion. g) Isosurface of the water density field
within the ZIF8 slab at an intermediate level of filling. The yellow arrows highlight water residing within hexagonal-like
windows connecting contiguous ZIF8 cavities. h A cartoon representation of these windows and an illustration of the effect
of water on their structure. Adapted with permission from Nanolett. 21, 2848, 2021. Copyright (2021) American Chemical
Society

[29,30,101] of the intrusion/extrusion process of water
in ZIF8 (see also App. B). We recognize that the pro-
cess is very complex and, as discussed above, a sin-
gle CV counting the number of water molecules within
the porous material is insufficient at determining intru-
sion/extrusion path and the corresponding free energy
profile. Many questions need to be addressed before
one can imagine possible CVs for this purpose. In fact,
as shown in Fig. 10b, ZIF8 contains a series of cavi-

ties connected by hexagon-like and square-like windows.
Thus, a first question to address is whether intrusion
occurs with the fluid penetrating into all cages with
an almost uniform density that grows during intrusion
(vapor condensation-like mechanism) or it fills the cav-
ities one after the other (percolation-like mechanism).
If intrusion occurs cage-by-cage, the next question is
whether liquid percolation follows a specific path, with
the liquid passing from a cavity to another of the 8 con-
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Fig. 12 Scheme of functioning of a nanovalve based on a
negative volumetric compressibility material driven by liq-
uid intrusion. Adapted with permission from Nanolett. 21,
2848, 2021. Copyright (2021) American Chemical Society

tiguous ones on the basis of some well defined pattern
or if the percolation path is random. Moreover, as we
have already observed for simple cavities [9,21,29,45],
describing the intrusion or extrusion process of pores
might require complex CVs, such as the density field
of the fluid. Last but not least, some elements of the
ZIF8 framework, namely imidazolate linkers, can take
different orientations, which alters the internal mor-
phology of ZIF8 cavities and of the windows connecting
neighboring cavities, which represent further degrees of
freedom to be taken into account in the CVs to study
the intrusion/extrusion path in detail. This makes the
detailed intrusion/extrusion mechanism of liquids in
ZIF8, and possibly other MOFs and COFs, especially
challenging as these processes likely involve also the
degrees of freedom of the solid medium, that so far
we did not consider in studying the intrusion/extrusion
mechanism. However, the objective of this preliminary
work is mainly exploratory and we used a single CV,
the number of H2O molecules within a slab of ZIF8
embedded within two water slabs, NH2O (Fig. 10c).

The free energy of NH2O presents several minima,
corresponding to the filling of individual ZIF8 cavities,
separated by sizable barriers. One notices that the pro-
file changes with pressure, with the absolute minimum
passing from the state corresponding to the empty cages
to the one of filled cages in 1 MPa, when going from
50 to 51 MPa (Fig. 11c). The difference in the sim-
ulated intrusion pressure as compared to the experi-
mental value is probably due to limitations in the force
field [102], which is not designed for ZIF8 in contact
with water. Along the intrusion process, we measured
the effective lattice parameter in our slab by computing
the average distance between equivalent crystal sites of
different unit cells forming the ZIF8 slab at the value of
NH2O corresponding to the minimum of the potential of

the mean force at the current pressure. In other words,
we computed this average distance out of restrained
MD trajectories with a value of NH2O corresponding
to the minimum of the mean force at the current pres-
sure. For the pre- and post-intrusion slab, the average
distance between equivalent crystal sites is determined
in standard MD simulations of the sample containing
either the empty or filled slabs, respectively. One notices
(Fig. 11d) that the trend of the lattice parameter with
pressure is qualitatively consistent with experimental
results. Moreover, the variation of the lattice parame-
ter during intrusion is in quantitative agreement with
the experimental value.

Having confirmed that the experimental phenomenol-
ogy is reproduced by MD simulations, we analyzed our
trajectory to investigate the origin of negative com-
pressibility. We considered the variations of ZIF8 char-
acteristics that can affect the lattice parameters. The
most likely variations are those corresponding to soft
degrees of freedom, namely the distance between Zn
and nitrogen atoms of imidazolate, and rotations of the
Zn(Im)4 tetrahedrons (Im stands for imidazolate). Con-
cerning this latter degree of freedom, at ambient con-
ditions, before intrusion, Zn(Im)4 tetrahedrons have an
orientation such that the hexagon-like windows allow-
ing percolation of water from cavity to cavity are star -
shaped (see Fig. 11e,i). The water intruding the cavities
may induce a rotation of Zn(Im)4 tetrahedrons, result-
ing in an expansion of the lattice. Indeed, with some
surprise we observed that water resides in these win-
dows, of the size of ∼ 6 Å, once the main cavities are
filled (see Fig. 10h). It is this ultraconfined water that
induces Zn(Im)4 rotation (Fig. 11e) and the stretching
of Zn-N bonds (Fig. 10f) resulting in the expansion of
the lattice upon extrusion.

The results described above allow us to confirm that
negative compressibility is connected to the flexibility
of the material, but the material must possess some
structural characteristics allowing expansion, which in
ZIF8 is given by the presence of star -shaped windows
connecting the framework cavities. More research is
needed to identify the typical characteristics of MOFs
and other flexible porous material leading to negative
linear and volumetric compressibility. Inspiration can
be drawn from metamaterials with negative compress-
ibility [103–105], which are also typically made of inter-
connected nodes that can expand or compress due to
rotations of some of the units forming the network. In a
positive feedback, some of the characteristics of flexible
porous materials might led to propose metamaterials
with novel structures.

6 Conclusions and outlook

In this review, we described some of the results of our
research in the field of intrusion/extrusion of liquids
in/from textured surfaces and porous materials. Here
we mostly focused on the mechanical aspects of the pro-
cess: intrusion/extrusion mechanism and its (free) ener-

123



  163 Page 18 of 24 Eur. Phys. J. B          (2021) 94:163 

getics under the action of a mechanical perturbation,
typically the increase or decrease of pressure. We have
introduced a model, the confined classical nucleation
theory, which constitutes a simple and yet compre-
hensive framework to understand liquid intrusion and
extrusion processes. We have shown that this theory
provides a (semi-)quantitative description of the pro-
cess, providing free energetics in good agreement with
atomistic simulations down to scales of tens of nanome-
ters. On smaller length scales, or when the atomistic
structure of porous materials is more complex, like in
crystalline porous materials, the continuum description
of the process is likely insufficient (work is in progress
about this issue).

Many aspects of intrusion/extrusion have been inten-
tionally left out of this review; some of them have not
been discussed to keep the focus on the main aspects
of liquid intrusion/extrusion, others because there are
open challenges to be addressed in the future. For exam-
ple, here we discussed intrusion only as a quasi-static
process, so that the system, whether it is modeled at
the atomistic or continuum level, can reach the (local)
equilibrium at the current value of the collective coordi-
nates. However, liquids have inertia and the comparison
between simulations and experimental results revealed
this can play a key role in the intrusion and extrusion of
cavities, including those of nanoscale size [26]. However,
these results require further investigation on a broad set
of systems to ascertain the relevance of inertia in the
intrusion and its dependence on the nature of the liquid
and of the porous material. Concerning further appli-
cations of liquid intrusion/extrusion, we focused on the
narrow field related to energy and materials with neg-
ative compressibility. Actually, intrusion/extrusion of
liquids into/from porous materials is of great impor-
tance for a much broader range of applications, e.g.,
liquid-phase chromatography, liquid separation, arti-
ficial and biological nanopores [13], and many more.
Here, we refrain from discussing too many applications
and aspects at the same time with the objective to give
the theoretical and simulation fundamentals of intru-
sion/extrusion phenomena for researchers interested in
the field.

Let us conclude this article listing some challenges
to be addressed in the close future, some of which con-
cern well-established experimental evidences that are
still waiting for a theoretical explanation and other
that arise from very recent results. Typically, intru-
sion and extrusion are accompanied by a heat flux, the
process can be either endo- or exothermic. The heat
released/adsorbed in the processes is very important
as, for example, one can use liquid intrusion/extrusion
to collect thermal energy from the environment or to
fabricate actuators reacting to thermal stimuli [106].
Moreover, it has been recently shown that some electric
current is generated during liquid intrusion/extrusion
in hydrophobic porous material [6,88], which allows to
exploit intrusion/extrusion to produce electric current,
a process at the basis of a project recently funded by the
European Commission, ELECTRO-INTRUSION. The
triboelectric process at the basis of generation of electric

current is still a rather elusive phenomenon and even
more obscure is the correlation between the efficiency
of this form of energy conversion and the characteristics
of the liquid and porous solid. Changing the pure liq-
uids considered in this review to a solution adds another
important dimension to intrusion/extrusion problem:
for instance, interesting new phenomena and applica-
tions may arise in the case of salt solutions [107–111].
Dissolved gases also play an important role in confined
extrusion [3,11,12], accelerating the process with direct
relevance for the resolution of liquid-phase chromatog-
raphy [4] and, potentially, to explain the general anaes-
thetic effect [10].
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Appendix A: Landau free energy

In this topical review, we extensively referred to the proba-
bility density of a state of a system, the corresponding free
energy and techniques to compute them. Since the focus
of this article is not the detailed discussion of these topics,
we refrained from presenting them in the main text. How-
ever, with the aim of offering to the readers a self-contained
reference text, especially for those who are new to these
themes, we added a couple of appendices on the atomistic
techniques mentioned in the work. The reader is referred to
other review works [112–114] and textbooks [115,116] for
a thorough presentation and discussion of these techniques
and their theoretical foundations.

In statistical mechanics, any thermodynamic potential is
related to the logarithm of a suitable probability density
function (PDF) in the relevant ensemble. In this topical
review article, we extensively considered the PDF of having
a prescribed number of water molecules within the cavities

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Eur. Phys. J. B          (2021) 94:163 Page 19 of 24   163 

of textured surfaces or of porous media, M(N∗
H2O). In terms

of the ensemble distribution m(r), i.e., given the probability
density to find the atoms of the system at positions corre-
sponding to the 6N-dimensional vector r:

M(N∗
H2O) =

∫
dr m(r) δ(NH2O(r) − N∗

H2O), (3)

where δ(·) is the Dirac delta function. δ(·) selects those
atomic configurations satisfying the condition that the num-
ber of water molecules in the pore(s), NH2O(r), is equal to
the target value, N∗

H2O. In practice, δ(·) allows to count
the atomic configurations consistent with the condition
NH2O(r) = N∗

H2O. The Landau free energy is just this
probability, M(N∗

H2O), represented on a logarithmic scale
and reported in thermal units, kBT (kB Boltzmann con-
stant, T temperature): F (N∗

H2O) = −kBT log
(
M(N∗

H2O)
)
.

Indeed, μ(r; N∗
H2O) = m(r) δ(NH2O(r) − N∗

H2O) is the con-
ditional probability to find the system in the configuration
r given that there are N∗

H2O water molecules in the pores,
which can be used to compute conditional ensemble average:
〈A〉N∗

H2O
=

∫
dr A(r)μ(r; N∗

H2O).

Appendix B: Restrained molecular dynamics

In principle, M(N∗
H2O) and μ(r; N∗

H2O) can be sampled by
binning molecular dynamics trajectories as a function of
N∗

H2O, i.e., by computing the frequency of configurations

with NH2O(r) ∈ [
N∗

H2O − ε/2, N∗
H2O + ε/2

)
, where ε is the

amplitude of the binning interval. However, it is well known
that this approach is computationally inefficient (see, e.g.,
Ref. [115] and references cited therein) since in presence of
large free energy barriers, larger than the thermal energy
kBT , within the (short) duration of a typical simulation,
maximum few hundreds of nanoseconds, the system vis-
its only the attractive basin to which the initial configu-
ration belongs to. Several techniques exist to overcome this
problem, here we discuss one of them, restrained molecular
dynamics (RMD) [54,101]. RMD can be seen as a specific
implementation of the Kirkwood’s thermodynamic integra-
tion, and a simplified and more convenient version of con-
strained MD [117] to compute the mean force.

Consider the free energy F (N∗
H2O) introduced in App. A;

assume that the ensemble is canonical:

m(r) = e[−βV (r)]

/ ∫
dr e[−βV (r)], (4)

with V (r) the interacting potential among atoms, the so-
called force field, and β = 1/kBT , the inverse of the thermal
energy. In the following we will use β when convenient to
make the notation more compact. The arguments developed
below can be straightforwardly extended to other ensembles,
e.g., isothermal-isobaric. Within the canonical ensemble, the
PDF of Eq. 3 reads:

M(N∗
H2O) =

∫
dr e[−βV (r)] δ(NH2O(r) − N∗

H2O)∫
dr e[−βV (r)]

. (5)

We now approximate δ(NH2O(r) − N∗
H2O) with a Gaussian

function of width σ, e
−(NH2O(r)−N∗

H2O)2/(2σ2)
/(σ

√
2π): the

smaller the σ, the sharper the Gaussian, the more accu-
rate the approximation. If one plugs this approximation in

Eqs. 5, and 5 in the definition of the Landau free energy one
obtains:

F (N∗
H2O) (6)

∼ −kBT log

∫
dr e[−βV (r)]e

−(NH2O(r)−N∗
H2O)2/(2σ2)

+kBT log

(
σ
√

2π

∫
dr e[−βV (r)]

)

= −kBT log

∫
dr e

−β[V (r)+κ/2(NH2O(r)−N∗
H2O)2]

+ C,

where κ = 1/(βσ2) and C = kBT log
(
σ
√

2π
∫

dr e[−βV (r)]
)
.

Since one is typically interested in differences of free ener-
gies, C does not need to be explicitly computed. In Eq. 6,
one notices that the effect of mollifying the δ function
into a Gaussian amounts to subjecting the atoms to an
extended potential consisting of the sum of the physical
potential, V (r), and a biasing term, κ/2(NH2O(r)−N∗

H2O)2,
whose effect is restraining the trajectory to stay close to
the condition NH2O(r) = N∗

H2O. κ controls the tightness of
the restraint. A final remark is in order: within the Gaus-
sian approximation of the δ function, the conditional PDF
μ(r; N∗

H2O) reads:

μ(r; N∗
H2O) ∼ e

−β[V (r)+κ/2(NH2O(r)−N∗
H2O)2]

∫
dr e

−β[V (r)+κ/2(NH2O(r)−N∗
H2O

)2]
. (7)

By deriving Eq. 6 against N∗
H2O, one realizes that the

so-called mean force can be approximated by the average of
a suitable observable over the ensemble associated with the
extended potential U(r; N∗

H2O) = V (r) + κ/2(NH2O(r) −
N∗

H2O)2:

dF (N∗
H2O)

dN∗
H2O

(8)

∼
∫

dr − κ(NH2O(r) − N∗
H2O)μ(r; N∗

H2O).

Equation 8 summarizes the RMD method: one uses
restrained molecular dynamics to compute the mean force
at a series of points between the initial and final states,
represented by specific values of N∗

H2O; the numerical inte-
gration of the mean force provides the profile of the free
energy between these extreme points.

Appendix C: The string method

Very frequently, a single CV is not sufficient to characterize
a process, i.e., this CV is not the reaction coordinate of the
process. For example, in the case of intrusion/extrusion in
porous systems we have found that one typically needs a
vectorial CV, the discretized density field. Determining the
free energy profile in a multidimensional space is very chal-
lenging, especially when the number of dimensions exceeds
2–3; indeed, with most of the rare event techniques, the
computational cost of exploring and/or reconstructing the
free energy landscape grows exponentially with the degrees
of freedom. An alternative approach consists in focusing on
the free energy profile along the most likely path, or the
set of most likely paths if more than one reactive channels
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exist (see Fig. 13). In this case, one first determines the
most likely path connecting the initial and final state start-
ing from a first guess and then compute the free energy
along this path. This approach returns both i) the mecha-
nism of the process and ii) its energetics, free energy dif-
ference between the initial and final state and the barrier.
Several techniques have been proposed to achieve this objec-
tive; here, we shortly describe the string method in collective
variable [44], that we used in our research on liquid intru-
sion/extrusion in porous systems. We remark that in this
appendix the focus is on the algorithm, readers are invited to
read the original paper for the theory beneath this method.

The objective of the string method in collective variables
is to identify the minimum free energy path, MFEP, the con-
tinuous curve in the space of collective variables satisfying
the equation

dzi(α)

dα

∣∣∣∣
∣∣∣∣

N∑
j=1

Qij(z(α))
∂F (z(α))

∂zj
, (9)

where zi is the value of the ith collective variable, or of the
ith component of a vectorial CV, α is a parameterization
of the MFEP (usually, α ∈ [0, 1]), ‖ means “parallel to”,
F (z) = −kBT log(M(z)) is the free energy of more than
one CV, with

M(z) =

∫
dr e[−V (r)/kBT ] ∏

i δ(ξi(r) − zi)∫
dr e[−V (r)/kBT ]

. (10)

In other words, the free energy depends on the multidimen-
sional PDF M(z), which the probability density that the
ith CV, ξi(r) takes a prescribed value: ξi(r) = zi. In Eq. 10,
Qij(z) is a metric matrix due to projection of the phase
space onto the collective variable space, and is defined as
[44]

Qij(z) = 〈∇zξi · ∇rξj〉z (11)

≡
∫

d z ∇zξi · ∇zξj e−βV (r) ∏
δ(ξk(r) − zk)∫

d z e−βV (r)
∏

δ(ξk(r) − zk)
,.

The hypothetical case Qij = δij helps understanding the
intuitive meaning of Eq. (9): MFEP if the path connecting
the initial and final states, two minima of the free energy,
along which the mean force has only parallel components.
Within the hypothesis Qij = δij , the MFEP is like the path
a hiker would take to go from one valley to the next one
passing through a mountain pass: always against or along
the gradient of the force. Of course, when Q is non-trivial,
i.e., when Qij 	= δij , the path deviates from this example
taken from normal life.

The string method is an algorithm that allows one to
identify the MFEP. The string itself is a discretization of
the path connecting two (meta)stable states and is usu-
ally parameterized according to its relative arc-length, α =∫ zα

zb
|dz|/ ∫ ze

zb
|dz|, with zb and ze beginning and end of the

string. The discrete points along the string are called images
and are labeled with their position on the string αl, where
l is the index of the images. Starting from a first guess, the
simplified and improved version of the string method [118]
used in our works consists of three steps:

1. Calculation of the free-energy gradient and of the metric
matrix, at the current position of the images;

Fig. 13 a Contour plot of a three-hole potential. Leftmost
and rightmost minima are the initial and final states, respec-
tively. The transition can take place along two reactive chan-
nels, the one passing through the intermediate minimum,
panel b, and the direct one, panel c. Adapted with permis-
sion from J. Chem. Phys. 125, 084110, 2006

2. Evolution of one time step of the images according to
the (time-discretized) pseudo-dynamics

∂zi(αl, t)

∂t
= −

N∑
j=1

Qij(z(αl, t))
∂F (z(αl, t))

∂zj
; (12)

3. Parameterization of the string to enforce equal arc-
length parameterization among contiguous images.
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For sufficiently large t, the algorithm guarantees that z(αl, t)
converges to the MFEP of Eq. (9) [44,118]. We remark that
t is not a realistic time, it is only a pseudo-time introduced
to define the pseudo-dynamics of z.

Summarizing, the string method is a first order dynamics
with the constraint of constant value of the parametrization
αl following the generalized force −Q̂(z(αl, t)) ∇F (z(αl, t)).
The reparametrization step, enforcing the constant value of
αl, removes the effect of the parallel component of the mean
force on images, hence avoiding the need to remove this
component before evolving string images by a numerically
inaccurate projection operation. Overall, the string method
is a constrained minimization of the system at a set of states
at fixed αl in a space equipped with the metric Q̂ local to
the basin in the path space to which the first guess path
belongs to.
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67. Y. Li, D. Quéré, C. Lv, Q. Zheng, Monostable superre-
pellent materials. Proc. Natl. Acad. Sci 114, 3387–3392
(2017)

68. T. Verho, J.T. Korhonen, L. Sainiemi, V. Jokinen,
C. Bower, K. Franze, S. Franssila, P. Andrew, O.
Ikkala, R.H. Ras, Reversible switching between super-
hydrophobic states on a hierarchically structured sur-
face. Proc. Natl. Acad. Sci. 109, 10210–10213 (2012)

69. A. Checco, B.M. Ocko, A. Rahman, C.T. Black, M.
Tasinkevych, A. Giacomello, S. Dietrich, Collapse and

123



Eur. Phys. J. B          (2021) 94:163 Page 23 of 24   163 

reversibility of the superhydrophobic state on nanotex-
tured surfaces. Phys. Rev. Lett. 112, 216101 (2014)

70. R.J. Vrancken, H. Kusumaatmaja, K. Hermans, A.M.
Prenen, O. Pierre-Louis, C.W. Bastiaansen, D.J. Broer,
Fully reversible transition from wenzel to cassie- baxter
states on corrugated superhydrophobic surfaces. Lang-
muir 26, 3335–3341 (2010)

71. T.N. Krupenkin, J.A. Taylor, E.N. Wang, P. Kolod-
ner, M. Hodes, T.R. Salamon, Reversible wetting-
dewetting transitions on electrically tunable super-
hydrophobic nanostructured surfaces. Langmuir 23,
9128–9133 (2007)

72. G. Manukyan, J. Oh, D. Van Den Ende, R.G. Lam-
mertink, F. Mugele, Electrical switching of wetting
states on superhydrophobic surfaces: a route towards
reversible cassie-to-wenzel transitions. Phys. Rev. Lett.
106, 014501 (2011)

73. Z. Cheng, H. Lai, N. Zhang, K. Sun, L. Jiang, Magnet-
ically induced reversible transition between cassie and
wenzel states of superparamagnetic microdroplets on
highly hydrophobic silicon surface. J. Phys. Chem. C
116, 18796–18802 (2012)

74. S. Prakash, E. Xi, A.J. Patel, Spontaneous recovery
of superhydrophobicity on nanotextured surfaces. Proc.
Natl. Acad. Sci. 113, 5508–5513 (2016)

75. H. Kusumaatmaja, M. Blow, A. Dupuis, J. Yeomans,
The collapse transition on superhydrophobic surfaces.
EPL (Europhys. Lett.) 81, 36003 (2008)

76. A. Tuteja, W. Choi, M. Ma, J.M. Mabry, S.A. Mazzella,
G.C. Rutledge, G.H. McKinley, R.E. Cohen, Design-
ing superoleophobic surfaces. Science 318, 1618–1622
(2007)

77. A. Solga, Z. Cerman, B.F. Striffler, M. Spaeth, W.
Barthlott, The dream of staying clean: Lotus and
biomimetic surfaces. Bioinspiration & Biomimetics 2,
S126 (2007)

78. X. Zhang, F. Shi, J. Niu, Y. Jiang, Z. Wang, Super-
hydrophobic surfaces: from structural control to func-
tional application. J. Mater. Chem. 18, 621–633 (2008)

79. O. Tricinci, T. Terencio, B. Mazzolai, N.M. Pugno, F.
Greco, V. Mattoli, 3d micropatterned surface inspired
by salvinia molesta via direct laser lithography. ACS
Appl. Mater. Interfaces 7, 25560–25567 (2015)

80. J. Panter, Y. Gizaw, H. Kusumaatmaja, Multifaceted
design optimization for superomniphobic surfaces. Sci.
Adv. 5, eaav7328 (2019)

81. M. Amabili, A. Giacomello, S. Meloni, C.M. Casci-
ola, Unraveling the salvinia paradox: design principles
for submerged superhydrophobicity. Adv. Mater. Inter-
faces 2, 1500248 (2015)

82. A. Giacomello, L. Schimmele, S. Dietrich, M.
Tasinkevych, Recovering superhydrophobicity in
nanoscale and macroscale surface textures. Soft
Matter. 15, 7462–7471 (2019)

83. K. A. Brakke, The surface evolver, Exp. Math., vol. 1,
pp. 141–165, 1992

84. G. Menzl, M.A. Gonzalez, P. Geiger, F. Caupin, J.L.
Abascal, C. Valeriani, C. Dellago, Molecular mecha-
nism for cavitation in water under tension. Proc. Natl.
Acad. Sci. 113, 13582–13587 (2016)

85. Eroshenko, Valentin, “Patent: RU-SU 943444, 1980,”
1980

86. V. Eroshenko, A new paradigm of mechanical energy
dissipation. part 1: theoretical aspects and practical

solutions. Proc. Inst. Mech. Eng. Part D 221, 285–300
(2007)

87. V. Eroshenko, I. Piatiletov, L. Coiffard, V. Stoudenets,
A new paradigm of mechanical energy dissipation. part
2: experimental investigation and effectiveness of a
novel car damper. Proc. Inst. Mech. Eng. Part D 221,
301–312 (2007)

88. A. Lowe, N. Tsyrin, M. Chorażewski, P. Zajdel, M.
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