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Abstract

In this thesis we develop a new approach to nonlinear stochastic partial differential equations
(SPDEs) with Gaussian noise. Our aim is to provide an abstract framework which is applicable to
a large class of SPDEs and includes many important cases of nonlinear parabolic problems which
are of quasi- or semilinear type. One of the main contributions of this thesis is a new method to
bootstrap Sobolev and Hölder regularity in time and space, which does not require smoothness of
the initial data. This leads to new results even in the classical L2-settings, which we illustrate for
a parabolic SPDE and for the stochastic Navier-Stokes equations in two dimensions.

Our theory is formulated in an Lp-setting, and because of this we can deal with nonlinearities
in a very efficient way. Applications to local-well posedness to several concrete problems and their
quasilinear variants are given. This includes Stochastic Navier-Stokes equations, Burger’s equation,
the Allen-Cahn equation, the Cahn-Hilliard equation, reaction-diffusion equations, and the porous
media equation. The interplay of the nonlinearities and the critical spaces of initial data leads to
new results and insights for these SPDEs. Most of the previous equations will be considered with
a gradient-noise term.

The thesis is divided into three parts. The first one concerns local well-posedness for stochastic
evolution equations. Here, we study stochastic maximal Lp-regularity for semigroup generators,
and in particular, we prove a sharp time-space regularity result for stochastic convolutions which
will play a basic role for the nonlinear theory. Next, we show local existence of solutions to
stochastic evolution equations with rough initial data which allows us to define ‘critical spaces’ in
an abstract way. The proofs are based on weighted maximal regularity techniques for the linearized
problem as well as on a combination of several sophisticated splitting and truncation arguments.
The local-existence theory developed here can be seen as a stochastic version of the theory of critical
spaces due to Prüss-Simonett-Wilke (2018). We conclude the first part by applying our main result
to several SPDEs. In particular, we check that critical spaces defined abstractly coincide with the
critical spaces from a PDEs perspective, i.e. spaces invariant under the natural scaling of the SPDE
considered.

The second part is devoted to the study of blow-up criteria and instantaneous regularization.
Here we prove several blow-up criteria for stochastic evolution equations. Some of them were
not known even in the determinstic setting. For semilinear equations we obtain a Serrin type
blow-up criterium, which extends a recent result of Prüss-Simonett-Wilke (2018) to the stochastic
setting. Blow-up criteria can be used to prove global well-posedness for SPDEs. As in the first
part, maximal regularity techniques and weights in time play a central role in the proofs. Next we
present a new abstract bootstrapping method to show Sobolev and Hölder regularity in time and
space, which does not require smoothness of the initial data. The blow-up criteria are at the basis
of these new methods. Moreover, in applications the bootstrap results can be combined with our
blow-up criteria, to obtain efficient ways to prove global existence. This fact will be illustrated for
a concrete SPDE.

In the third part, we apply the previous results to study quasilinear reaction-diffusion equa-
tions and stochastic Navier-Stokes equations with gradient noise. As regards the former, we show
global well-posedness and instantaneous regularization of solutions employing suitable dissipative
conditions. Here we also prove a suitable stochastic version of the parabolic DeGiorgi-Nash-Moser
estimates by employing a standard reduction method. The last chapter concerns stochastic Navier-
Stokes equations and in the three dimensional case we prove local existence with data in the critical
spaces L3 and B

3
q−1
q,p . In addition, we prove a blow-up criterium for solutions with paths in Lp(Lq)

where 2
p + 3

q = 1 which extends the usual Serrin blow-up criteria to the stochastic setting. Finally,
we prove existence of global solutions in two dimensions under minimal assumptions on the noise
term and on the initial data.
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Chapter 1

Introduction

Stochastic partial differential equations (SPDEs) of evolution type arise in many areas of mathe-
matics, physics as well as in engeneering applications and have attracted a lot of attention in the
past decades. SPDEs are typically derived as ‘random’ perturbation of partial differential equations
(PDEs) and the stochastic terms can model thermal fluctations, uncertain determinations of the
parameters and non-predictable forces acting on the system. For instance, stochastic perturbation
of the Navier-Stokes equations are widely used in the study of turbulence in fluid flows.

SPDEs are usually modelled as an ordinary stochastic differential equations (SDEs) in an infinite
dimensional state space. The latter are typically referred to as stochastic evolution equations and
have been extensely studied in the literature. In this thesis we will deal with stochastic evolution
equations of parabolic type. This means that the leading operators provide (some) smoothing
effects. We will turn to this point when we will analyse maximal regularity techniques. There
are two concepts of solutions to stochastic evolution equations: strong and martingale solutions.
Roughly speaking, in the first case the probability space is fixed, while in the second one, it is
variable and has to be constructed jointly with the solution. In this thesis we focus on strong
solutions only. Let us stress that existence of strong solutions to stochastic evolution equations
can be (sometimes) proven by analysing martingale solutions and applying the Yamada-Watanabe
theorem (see [148, Appendix E]).

There are several fundamental approaches or methods to prove existence and uniqueness of
strong solutions. One method is based on monotonicity of the operators under consideration
(see [147]). It has been applied in the stochastic setting by Pardoux [171] and by Krylov and
Rozovskĭı in [135] (see also [148] for a textbook exposition). Another method is the semigroup
approach and in this thesis we mainly follow its philosophy but we also borrow some ideas from
the monotone approach. The semigroup method started with Curtain and Falb [48], Dawson [55]
and has been continued by DaPrato and collaborators (see [50] and the refereces therein). The
references given so far, only deal with spaces having a Hilbert space structure which is (sometimes)
restrictive in applications. An important step in the recent developments of stochastic evolution
equations in a non Hilbertian setting was made by Brzeźniak in [25, 26] where the author studied
stochastic evolution equations in Banach spaces with martingale type 2 (for such spaces we refer
to [107, Subsection 3.5.d] and the references therein). In [25] maximal regularity results have been
considered and in [26] applications to (semilinear) stochastic evolution equations were given by
using fixed point methods. In the semigroup approach, a breakthrough was made by van Neerven,
Veraar and Weis in [163, 166]. In [163] the authors developed a stochastic integration theory for
processes with values in UMD Banach spaces (see also [169]) and sharp two-side estimates for the
stochastic integrals which generalize the Itô-isometry known for Hilbert valued processes. In [166],
the authors showed optimal space-time regularity estimates for stochastic convolutions where the
above mentioned two-side estimates played a crucial role. Finally, maximal regularity technique was
used by van Neerven, Veraar and Weis in [165] to study semilinear stochastic evolution equations,
and subsequently extended by Hornung [104] to quasilinear equations.

The aim of this thesis is to completely revise this theory and provide a new and systematic
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1.1. Criticality

treatment of parabolic stochastic evolution equations by employing maximal regularity techniques.
Here we are concerned with equations of the form{

du+A(u)udt = F (u)dt+ (B(u)u+G(u))dWH , t ∈ (0, T ),

u(0) = u0.
(1.1)

The leading operator A is of quasilinear type which means that for each v in a suitable interpolation
space

u 7→ A(v)u,

defines a mapping from X1 into X0, where X1 ↪→ X0 densely. The problem (1.1) includes the
semilinear case where the pair (A(u)u,B(u)u) is replaced by (Ãu, B̃u). Here (Ã, B̃) are operators
not depending on u. The noise term WH is a cylindrical Brownian motion. The nonlinearities F
and G are of semilinear type. As we will see, many SPDEs fit in this framework.

In this thesis we build an Lp(Lq)-theory for (1.1) in which the coercivity condition can be
formulated for an abstract pair (A,B) and where we allow (t, ω)-dependence in the operators in
an adapted way. Krylov’s Lp-theory [129] is an important step in this direction, and recently an
evolution equation approach has been found by Veraar and Portal in [174], which additionally gives
optimal space-time-regularity. Here we will completely revise the general theory, and our approach
has a lot of flexibility. In particular, we allow:

• a quasilinear couple (A,B);

• measurable dependence in (t, ω);

• (A,B) without smallness conditions on B;

• weights in the time variable wκ(t) = tκ with κ ∈ [0, p2 − 1);

• rough initial data: u0 ∈ (X0, X1)1− 1+κ
p ,p;

• nonlinearities F and G defined on interpolation spaces [X0, X1]1−ε which are locally Lipschitz
and have polynomial growth;

• Lp(0, T ;Lq)-theory and Lp(0, T ;Hs,q)-theory for a range of s ∈ R.

In the above (X0, X1)θ,p and [X0, X1]θ denote the real and complex interpolation spaces, respec-
tively. In applications these can be identified with certain Besov spaces and Bessel potential spaces.

Using the weights wκ we will introduce a stochastic version of the theory of critical spaces,
which we will briefly discuss in the deterministic setting in the next section of the introduction.
After that we will give a simplified introduction to stochastic maximal Lp-regularity which will
play a basic role throughout the thesis. In Section 1.3 we give an informal overview of the abstract
results proven and in Section 1.4 we discuss applications to SPDEs with particular emphasis to
stochastic reaction diffusion equations and stochastic Navier-Stokes equations with gradient noise.

1.1 Criticality
In the literature critical spaces are often introduced as those spaces which satisfy a scaling invariance
similar to the one of the PDE itself, or as those spaces in which the energy bound and nonlinearity
are of the same order. More details on this can be found in [31, 121, 144, 190, 199], and references
therein. For example for the Navier-Stokes equations on R3 one can obtain solutions in Lp(0, T ;Lq)

for small initial data in the critical space Ḃ
−1+ 3

q
q,p provided the criticality condition 2

p + 3
q = 1 holds,

and q ∈ (3,∞) (see [144, p. 182]).
Another way to introduce criticality would be to consider a specific nonlinearity, e.g. F (u) = |u|r

in a given PDE. Typically, some exponent r turns out to be critical in the sense that the “usual”

2



Chapter 1. Introduction

estimates are not powerful enough anymore. Below that value of r the problem is usually called
subcritical and above that value it is called supercritical.

In a recent paper of Prüss-Simonett-Wilke [178] a new viewpoint on critical spaces has been
discovered in the deterministic setting. Special cases have been considered before in [175, 180, 181].
The authors consider abstract evolution equations in spaces of the form Lp((0, T ), wκ;X0), where
p ∈ (1,∞), wκ(t) = tκ is a weight function with κ ∈ [0, p − 1) and typically X0 is a Sobolev or
an Lq-space. Assuming maximal regularity (see Section 1.2) for the leading term and several other
conditions, the authors establish local well-posedness. The weight can be chosen in correspondence
with the polynomial growth rate of the nonlinearity to obtain what they call a critical weight. After
the weight exponent κ is fixed, the so-called trace space of initial values which one can consider
becomes (X0, X1)1− 1+κ

p ,p, and this space they call critical.
A surprising feature is that in many concrete examples the latter trace space coincides with

the critical space from a PDE point of view. In [178] this leads to several new results for classical
PDEs of evolution type such as the Navier–Stokes equation, Cahn-Hilliard equations, convection-
diffusion equations, and many more. A crucial point in their theory is that F does not have to
be defined on the real interpolation spaces (X0, X1)1− 1

p ,p
and one can allow it to be defined on a

much smaller space Xθ with θ > 1− 1
p at the cost of a growth condition on F .

In this thesis we will develop a stochastic version of the above theory. For this many additional
difficulties have to be overcome. Some of them are connected to Lp(Ω)-integrability issues for the
nonlinearities, and others are connected with the fact that in stochastic maximal regularity (see
next section) one needs to work with vector-valued spaces with fractional smoothness to obtain the
right trace theory. Note that in the stochastic case the condition on κ becomes more restrictive
κ ∈ [0, p2 − 1) (in the deterministic case this was κ ∈ [0, p− 1)). Another issue in the examples is
that the stochastic version of maximal Lp-regularity theory is more complicated and less developed
than the deterministic case. Fortunately, there is a lot of current research in this direction and
some new progress is contained in the thesis as well.

We will show that our theory can be applied to several classes of parabolic SPDEs. With
a hands on approach for each SPDE separately one can often obtain very detailed properties of
solutions. Our theory can provide other information as one usually obtains new spaces in which
the problem can be analyzed, and thus provides different regularity results which where often not
available yet.

Before we continue our discussion, we will first introduce the reader to so-called stochastic
maximal regularity, which is one of the main tools used to study (1.1).

1.2 Stochastic maximal regularity
Maximal regularity has many forms and has always played a fundamental role in modern PDE.
Below we will try to explain some of the background in a nontechnical way. The precise definitions
can be found in Chapter 3 and Subsection 4.2.

Arguably the most common form of maximal regularity for elliptic equations is: the solution u
to λu−∆u = f with f ∈ Lq(Rd) and λ > 0 satisfies

‖u‖W 2,q(Rd) ≤ C‖f‖Lq(Rd),

where q ∈ (1,∞) and C is a constant depending on λ and q. The result fails for the endpoints
q ∈ {1,∞}. For q = 2 this result is simple, and for general q one typically uses Calderón–Zygmund
theory (see [94]).

For the heat equation a similar result holds: the solution u to ∂tu − ∆u = f , with initial
condition u0 ∈ B2−2/p

q,p (Rd) (Besov space) and f ∈ Lp(0, T ;Lq(Rd)) satisfies

‖u‖W 1,p(0,T ;Lq(Rd)) + ‖u‖Lp(0,T ;W 2,q(Rd)) h ‖u0‖B2−2/p
q,p (Rd)

+ ‖f‖Lp(0,T ;Lq(Rd)),

where p, q ∈ (1,∞). Again the result fails if p or q are in {1,∞}. There are many ways how to
deduce the latter results, and again Calderón–Zygmund theory plays a central role. The fact that
the estimate is two-sided shows that the result is optimal.
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1.2. Stochastic maximal regularity

An efficient reformulating of the last result is

‖u‖W 1,p(0,T ;X0) + ‖u‖Lp(R+;X1) h ‖u0‖(X0,X1)
1− 1

p
,p

+ ‖f‖Lp(0,T ;X0),

where X0 = Lq(Rd) and X1 = W 2,q(Rd). In this form the result can be extended to many other
parabolic problems, and this has been an important field of research for decades:

• For a PDE perspective see [93, 133, 140];

• For an evolution equation perspective see [62, 138, 177].

This topic is still very active in various schools as it is evident from the many recent results (see
e.g. [63, 66, 67, 75, 106, 172, 185, 196]). As we explained before sharp estimates for the linear
setting can be used very effectively in the nonlinear case. In the quasilinear case for deterministic
equations the standard reference for this is [46], and the recent monograph [177].

In the stochastic situation the above theory is much more recent. If u is a solution to the
stochastic heat equation du+ ∆udt = fdt+ gdW , then for all p ∈ (2,∞) and q ∈ [2,∞)

‖u‖Lp(Ω;Hθ,p(0,T ;H2−2θ,q(Rd))) . ‖u0‖Lp(Ω;B
2−2/p
q,p (Rd))

+ ‖f‖Lp(Ω;Lp(0,T ;Lq(Rd)))

+ ‖g‖Lp(Ω;Lp(0,T ;W 1,q(Rd;`2))),

for any θ ∈ [0, 1/2). Moreover, if q = 2, then p = 2 is also allowed. Here Hθ,p denotes the
Bessel-potential space with smoothness θ. The above result was proved in [166] by van Neerven,
Veraar and Weis. The case θ = 0 and p ≥ q ≥ 2 was obtained before in [125, 128, 129, 130]
with a slightly stronger assumption on u0. Recently, a stochastic version of Calderón–Zygmund
theory was developed by Lorist and Veraar [149]. The latter can be used to derive the full range
p ∈ (2,∞) and q ∈ (2,∞) from the case p = q.

As before the evolution equation reformulation is of the form

‖u‖Lp(Ω;Hθ,p(0,T ;X1−θ)) . ‖u0‖Lp(Ω;(X0,X1)
1− 1

p
,p

) + ‖f‖Lp(Ω;Lp(0,T ;X0))

+ ‖g‖Lp(Ω;Lp(0,T ;γ(`2,X 1
2

))),
(1.2)

where X1−θ = [X0, X1]1−θ denotes the complex interpolation spaces and coincides with D(A1−θ)
for A = 1−∆ on X0. This is the setting in which in [166] the stochastic maximal regularity was
proved for a large class of SPDEs. An important difference with the deterministic case is that the
estimate does not hold for the end-point θ = 1/2. However, the half-open interval θ ∈ [0, 1/2) is
good enough for applications.

The abstract view-point in [166] will be pursued in Chapter 3 where we study stochastic maximal
Lp-regularity by looking at estimates of the form (1.2) for solutions to du + Audt = fdt + gdWH

where A is a semigroup generator. Among others, we prove the independence on κ ∈ [0, p2 − 1) of
the weighted maximal Lp-regularity for power weights wκ = |t|κ. In particular, (1.2) is equivalent
to the weighted estimate

‖u‖Lp(Ω;Hθ,p(0,T,wκ;X1−θ)) . ‖u0‖Lp(Ω;(X0,X1)
1− 1+κ

p
,p

) + ‖f‖Lp(Ω;Lp(0,T,wκ;X0))

+ ‖g‖Lp(Ω;Lp(0,T,wκ;γ(`2,X 1
2

))),

where X0 = Lq(Rd) and X1 = W 2,q(Rd) as above. A key observation is the following. If κ ↑ p2 − 1,
then (X0, X1)1− 1+κ

p ,p becomes larger than (X0, X1)1− 1
p ,p

appearing in (1.2). Therefore the weights
allow us to study stochatic evolution equations with rough initial data.

It is important to note that the natural formulation of the stochastic heat equations is actually
du+ ∆udt = fdt+ (g +Bu)dW , where

BudW =

d∑
j=1

∑
n≥1

bjn∂ju dw
n, (1.3)

4



Chapter 1. Introduction

where (bjn)n≥1 ∈ `2. Under the parabolicity/coercivity assumption

|ξ|2 − 1

2

d∑
i,j=1

∑
n≥1

binbjnξiξj ≥ δ|ξ|2, (1.4)

the above estimates for the stochastic heat equation still hold (see [174, Theorem 5.3] and Section
5.1.1 for a more general formulation). A similar situation appears for the stochastic Navier-Stokes
equations arising in the study of turbulent flows (see (1.11) and (1.14) below). To handle such
situations, in Chapter 4 we introduce and study a (generalized) notion of stochastic maximal Lp-
regularity where we consider couple of operators (A,B) rather than a single operator A. Several
properties of this generalized maximal regularity will be given in Subsections 4.2, 6.2 and 9.1.2
where the analysis of the case B = 0 will play of basic importance to extrapolate the space-time
regularity estimate (1.2) from the case θ = 0 (see Proposition 4.2.8).

Although we will only use stochastic maximal regularity in the Lp(Lq) scale, it is important
to note that it can also be considered in different scales such as the Besov scale and Hölder scale.
For details on this we refer to [25, 28, 49, 149] for the Besov scale and to [70, 71, 205]. The Hölder
case can be seen as a stochastic analogue of Schauder theory (see [93, 127]).

1.3 Stochastic evolution equations in critical spaces
In this subsection we present our main results concerning (1.1) proven in Chapters 4, 6 and 7 in
an informal way. The precise statements will be given in the main text of the thesis.

1.3.1 Local well-posedness and critical spaces
The main result of Chapter 4 is a local well-posedness result. Details can be found in Section 4.3,
and in particular the precise statements can be found in Theorem 4.3.5, 4.3.7 and 4.3.8 below.

Theorem 1.3.1. Let p ∈ [2,∞) and wκ(t) = tκ with κ ∈ [0, p2 − 1) (set κ = 0 if p = 2).
Under maximal Lp-regularity assumptions on the pair (A,B), and local Lipschitz conditions and
polynomial growth conditions on A, B, F and G, and assuming u0 ∈ XTr

κ,p a.s., there exists a
unique Lpκ-maximal solution (u, σ) to (1.1), and the paths of u almost surely satisfy

u ∈ Lploc([0, σ), wκ;X1) ∩ C([0, σ);XTr
κ,p) ∩ C((s, σ);XTr

p ). (1.5)

In the above σ > 0 a.s., and XTr
p = (X0, X1)1− 1

p ,p
and XTr

κ,p := (X0, X1)1− 1+κ
p ,p. By analyzing

the precise polynomial growth conditions of F and G we obtain conditions on (p, κ) for criticality
of the space XTr

κ,p. Of course this condition also depends on the choice of the spaces X0 and X1.
However, the corresponding ‘trace space’ XTr

κ,p in the critical case is usually independent of the
choice of the scale (see [178, Section 2.4] and the applications in Chapters 5, 8 and 9).

1.3.2 Blow-up criteria
In applications to problems of mathematical physics and/or enginnering one expects that the cor-
responding solutions are global in time or, in case of it ceases to exist, one is willing to understand
the mechanics behind the ‘explosion’ of the solutions. Theorem 1.3.1 does not provide any in-
formation on the life-span σ of solutions to (1.1) and to answer the questions above we need to
investigate conditions that allows us to determinate whether σ =∞ a.s. or not. Such requirements
are (usually) referred to as blow-up criteria. For (deterministic) evolution equations such condi-
tions are widely known and we cannot give a complete overview. We refer to [177, Chapter 5] and
[178, Theorem 2.4] and for a PDE perspective we refer to [182]. On the contrary, little is known
about explosion criteria for stochastic evolution equations, and to the best of our knowledge, in this
thesis we give a first systematic treatment of such criteria for solutions to (1.1). Let us mention
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1.3. Stochastic evolution equations in critical spaces

that in [26, 104, 164, 165] some abstract settings appear in which global existence is proved using
an argument which resembles a blow-up criterium. Of these criteria, [104, Theorem 4.3] comes
closest to ours, for a comparison see the text below Theorem 1.3.2.

Next we state our blow-up criteria for stochastic evolution equations which will be proven in
Chapter 6. Let us begin by looking at the quasilinear case. More details and other criteria can be
found in Theorem 6.3.6 and its proof. To formulate it we introduce the following notation:

N κ(u; t) := ‖F (·, u)‖Lp(0,t,wκ;X0) + ‖G(·, u)‖Lp(0,t,wκ;γ(H,X1/2)).

Theorem 1.3.2 (Quasi-linear case). Under suitable conditions, the maximal solution (u, σ) of
Theorem 1.3.1 satisfies

(1) P
(
σ <∞, lim

t↑σ
u(t) exists in XTr

κ,p, N κ(u;σ) <∞
)

= 0;

(2) P
(
σ <∞, lim

t↑σ
u(t) exists in XTr

κ,p

)
= 0 if XTr

κ,p is not critical for (1.1);

(3) P
(
σ <∞, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖Lp(0,σ;X1−κ
p

) <∞
)

= 0.

The blow-up criteria of Theorem 1.3.2 can often be used to prove global existence. Indeed, for
this one needs a suitable a priori bound for the solution which implies the existence of the limit
limt↑σ u(t) in the ‘trace space’ XTr

κ,p on the set {σ <∞}. According to Theorem 1.3.2 this can only
happen if P(σ < ∞) = 0, and thus σ = ∞ a.s. Of course to prove an a priori bound or energy
estimate we need to use structural properties of a given SPDE. To obtain such bounds one can
typically use Ito’s formula, combine it with one-sided growth conditions of F , and subtle regularity
results for linear SPDEs.

Theorem 1.3.2(3) in the case κ = 0 can be compared with [104, Theorem 4.3]. However, in
that case Theorem 1.3.2(2) is applicable and actually easier to check as we do not need to consider
‖u‖Lp(0,σ;X1) < ∞ in the criterium. Moreover, there are many differences, and in particular the
assumptions on the nonlinearities and initial data in [104] are much more restrictive, and only
κ = 0 is considered.

In the semilinear case much more can be said (see Theorems 6.3.7 and 6.3.8 for the precise
statements).

Theorem 1.3.3 (Semi-linear case). Under suitable conditions, the maximal solution (u, σ) of
Theorem 1.3.1 satisfies

(1) P
(
σ <∞, sup

t∈[0,σ)

‖u(t)‖XTr
κ,p

<∞
)

= 0 if XTr
κ,p is non-critical for (1.1);

(2) P
(
σ <∞, sup

t∈[0,σ)

‖u(t)‖XTr
κ,p

+ ‖u‖Lp(0,σ;X1−κ
p

) <∞
)

= 0;

(3) P
(
σ <∞, ‖u‖Lp(0,σ;X1−κ

p
) <∞

)
= 0 under extra conditions on κ.

The above results extend the blow-up criteria in [178, Corollaries 2.2, 3.3 and Theorem 2.4]
to the stochastic setting. The criterium (3) is a Serrin type blow-up condition, and probably the
deepest of the criteria stated here. It seems that our result is the first systematic approach to
blow-up criteria in the stochastic case. The global existence results for stochastic Navier-Stokes
equations in two dimensions, and equations of reaction diffusion type in Chapters 8 and 9, will be
based on these new criteria. Let us mention that some of the criteria we obtain are even new in
the deterministic setting.

The advantage of our approach is that for a given concrete SPDE, the local well-posedness
theory, and blow-up criteria can be used as a black box. So to prove global existence one only
needs to prove energy estimates (which can be hard). However, the rest of the argument can be
completed in a rather soft way. We summarize this in the following roadmap of which a more
extensive version can be found in Roadmap 6.3.11. Applications of the results will be discussed in
Chapter 7, 8 and 9.
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Chapter 1. Introduction

Roadmap 1.3.4 (Proving global existence and regularity).

(a) Prove local well-posedness and regularity with Theorem 1.3.1.

(b) Prove an energy estimate.

(c) Combine the energy estimate with Theorem 1.3.2 or 1.3.3 to prove σ =∞.
Moreover, instantaneous regularization (see Subsection 1.3.3 below) can help in the above

scheme as often the extra regularity enable us to prove energy estimates.

1.3.3 Instantaneous regularization
In order to introduce the reader to instantaneous regularization in this section we let X1 $ X0

which is usual in applications to SPDEs. From (1.5) one sees that if κ > 0, then the solution to
(1.1) instantaneously regularizes ‘in space’ as the regularity of u for t > 0 is better than the one
in t = 0 since XTr

p $ XTr
κ,p. This simple but central result is the key behind our new bootstrapping

method, which we will now explain in the special setting of Corollary 7.1.5 which requires the
conditions p > 2 and κ > 0. The case p = 2 or κ = 0 can be studied as well, see Proposition 7.1.7
and the text below it.

Fix s > 0, r ∈ (p,∞). Since κ > 0, we can choose α ∈ [0, r2 − 1) such that 1
p <

1+α
r < 1+κ

p .
By (1.5) we have u(s) ∈ XTr

p ↪→ XTr
α,r a.s. and one can construct a maximal local solution to (1.1)

starting at s with initial data u(s) ∈ XTr
α,r by Theorem 1.3.1. This gives a maximal local solution

(v, τ) on [s,∞) and by (1.5),

v ∈ Lrloc([s, τ), wα;X1) ∩ C([s, τ);XTr
α,r) ∩ C((s, τ);XTr

r ) a.s. (1.6)

Since r > p, XTr
r $ XTr

p and hence the regularity of v seems to be better than the one of u in (1.5).
Now if we could show that τ = σ and u = v on [s, σ), then this would improve the regularity of
u significantly. By choosing r large one can even obtain Hölder regularity in time (see Corollary
7.1.5 for details).

To prove u = v, first note that by using the regularity of v and the uniqueness of the maximal
local solution (u, σ), one can obtain τ ≤ σ a.s. and v = u on Js, τM. This is not surprising since v is
‘more regular’ than u and therefore one expects that v blows-up before u. The key step is proving
that σ = τ . To prove it note that on the set {τ < σ}, v = u ∈ C((s, τ ];XTr

p ) ⊆ C((s, τ ];XTr
α,r), and

hence

P(τ < σ) = P
(
{τ < σ} ∩ {τ < T} ∩

{
lim
t↑τ

v(t) exists in XTr
α,r

})
≤ P

(
τ < T, lim

t↑τ
v(t) exists in XTr

α,r

)
= 0,

which follows from the blow-up criterium of Theorem 1.3.2(2) applied to (v, τ).
The above gives an abstract bootstrap mechanism to obtain time regularization of solutions to

(1.1). A variation of this strategy can be used to bootstrap regularity in space. This requires two
Banach couples (Y0, Y1) and (Ŷ0, Ŷ1) in which the equation (1.1) can be considered as well. Next
we state this result. The precise assumptions are too technical to state here, but the conditions to
be checked seem to be natural in all examples we have considered in Chapters 8 and 9. For the
precise details we refer to Theorem 7.1.3.

Theorem 1.3.5. Let (Y0, Y1) and (Ŷ0, Ŷ1) be Banach spaces such that

Y1 ↪→ Y0, Ŷ1 ↪→ Ŷ0, and Ŷi ↪→ Yi ↪→ Xi.

Let r̂ ≥ r ≥ p > 2, α ∈ [0, r2 − 1), and α̂ ∈ [0, r̂2 − 1). Let (u, σ) be the Lpκ-maximal solution of
Theorem 1.3.1. Under suitable conditions, the following implication holds:

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (0, σ;Y1−θ) a.s. =⇒ u ∈

⋂
θ∈[0,1/2)

Hθ,r̂
loc (0, σ; Ŷ1−θ) a.s.
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1.4. Applications to parabolic SPDEs

We emphasize that we do not need additional regularity on the initial data u0, since the
arguments all take place on [s,∞) with s > 0. The main idea of the theorem is that regularity in the
(Y0, Y1, r, α)-setting be transferred to the (Ŷ0, Ŷ1, r̂, α̂)-setting. Since we can choose the spaces Yi
and Ŷi, we can iterate the above to gain regularity. The regularity class

⋂
θ∈[0,1/2)H

θ,r
loc (0, σ;Y1−θ)

seems rather obscure at first sight. However, as we have seen in Subsection 1.2, it is the one that
contains all information concerning stochastic maximal Lr-regularity.

The extra regularity obtained by bootstrapping, is of course interesting from a theoretical point
of view, but it can also assist in proving global existence. Indeed, due to the extra smoothness
and integrability, often one can prove energy estimates on an interval [s, σ) with s > 0 by applying
Itô’s formula and integration by parts arguments.

In classical bootstrapping arguments one argues in a completely different way. Given the maxi-
mal solution (u, σ) one investigates what regularity f := F (·, u) and g := G(·, u) have, and combines
this with regularity estimate for linear equations with inhomogeneities f and g to (hopefully) find
more space and time regularity for u. With the new information on u, one can repeat this argument
over and over again. This method is of course very important, but it also has some disadvantages.
First of all it requires a smooth initial value. Moreover, in case of critical nonlinearities or un-
weighted situations it often not possible to use this argument as F (·, u) or G(·, u) does not have the
right integrability/regularity properties. This will be discussed for the 2D Navier-Stokes equations
(see (1.16) below) and in an 1D example see Subsection 7.2 and the introduction in Chapter 7.

In order to deal with the critical and unweighted case (in particular if p = 2) we proved a further
variation of the bootstrapping result of Theorem 1.3.5 in Proposition 7.1.7. Here the idea is to
exchange some of the space regularity to create a weighted setting out of unweighted setting. As
soon as the weight is there, the loss of integrability and regularity can be recovered with Theorem
1.3.5.

The applications of Theorem 1.3.5 (and its variants) are ‘universal’ to some extent. Indeed, the
implementation of such result depends only on X0, X1, p, κ and does not depend on the concrete
SPDEs under investigation. We will see an instance of this fact in studying the regularization of
solutions to the stochastic Navier-Stokes equations (see Theorem 1.4.3(1) below). The previous
somewhat surprising fact could be understood by recalling that the quadruple (X0, X1, p, κ) encodes
the scaling property of the underlined SPDE and this is the only information we need to prove
instantaneous regularization results.

Finally, we mention that in deterministic theory one can often use the implicit function theorem
to prove higher order regularity in time and space. This method is referred to as the parameter trick
and usually attributed to [12, 11]. It can be used to prove differentiability and even real analyticity
in time. For further details on this method we refer to [177, Chapter 5] and to the notes of that
chapter for further historical accounts. Of course, differentiability in time is completely out of
reach in the stochastic setting, since already Brownian itself is not differentiable. Therefore, it
seems impossible to extend this method to the stochastic framework.

1.4 Applications to parabolic SPDEs
Chapters 5, 8 and 9 will be devoted to applications of the theory developed for (1.1) to SPDEs.
Our aim is to show the flexibility and usefulness of the abstract results proven here. In all cases we
obtain sharp results in an Lp(Lq)-scale and most results in this setting seem to be new. Specifically,
in Chapter 5 we apply well-posedness result of Theorem 1.3.1 to several parabolic SPDEs including
reaction-diffusion equations in conservative and non-conservative form, quasilinear SPDEs with or
without spatial weights, the porous media equation, and 1D Burger’s equation with white noise.
Relying also on the results in Chapters 6 and 7, in Part III we study regularization and global
well-posedness for quasilinear reaction diffusion equations and for the stochastic Navier-Stokes
equations. In Chapters 8-9, we mainly consider equations on the d-dimensional torus Td and/or
bounded domains. This choice simplifies the proofs of energy estimates that are needed to check the
blow-up criteria of Theorems 1.3.2 and 1.3.3. However, with some additional work and assumptions,
we expect that our methods can be applied to study equations on unbounded domains.
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Chapter 1. Introduction

To give a flavour of the results one can obtain with the theory developed in this thesis, in the
next subsections we state some results which will be proven in this work. Here we pay particu-
lar attention to the stochastic Navier-Stokes equations with gradient noise which, to the author’s
opinion, seem the most important and explanatory application treated in this thesis. In all cases,
we consider H = `2 and the cylindrical Brownian motion W`2 is solely determinated by a se-
quence (wn)n≥1 of independent standard Brownian motions on a complete filtered probability
space (Ω,F = (Ft)t≥0,A ,P) (see Example 2.3.6). Other choices are possible, see Subsection 5.1.5
and 5.2.7 for the 1D Burger’s equations with white and coloured noises, respectively. First we
give a local well-posedness result for a parabolic SPDE on Rd in critical spaces, then we discuss a
quasilinear Allen-Cahn equation and the stochastic Navier-Stokes equations.

1.4.1 Parabolic SPDEs with power-type nonlinearities
Consider the following stochastic reaction-diffusion equations on Rd with d ≥ 3

du−∆udt = u|u|2dt+

d∑
j=1

∑
n≥1

(
bjn∂ju(x) + gnu|u|

)
dwnt , on Rd,

u(0) = u0, on Rd,
(1.7)

where u : [0,∞) × Ω × Rd → R is the unknown process, (bjn)n≥1 and (gn)n≥1 ∈ `2 and the bjn
satisfy (1.4). The following is a special case of Theorem 5.1.10. Problem (1.7) can be recasted in
the form (1.1). The definition of maximal local solution will be given in Section 4.3 (see the text
below (5.23) and Definition 4.3.4).

Theorem 1.4.1. Let d ≥ 3. Assume that q ∈ [2, d) and q > d/2. Let p ∈ (2,∞) be such that
1
p + d

2q ≤ 1 holds, and let κcrit = p(1− d
2q )− 1. Then for each

u0 ∈ L0
F0

(Ω;B
d
q−1
q,p (Rd))

there exists a maximal local solution (u, σ) to (1.7) such that

u ∈ Lploc([0, σ), wκcrit ;W
1,q(Rd)) ∩ C([0, σ);B

d
q−1
q,p (Rd)) ∩ C((0, σ);B

1− 2
p

q,p (Rd)) a.s.

Here Lp(0, T, wκ) denotes the weighted Lp-space with weight wκ(t) = tκ. One can check that
(1.7) is invariant under the scaling (see Subsection 5.1.3)

uλ(t, x) := λ1/2u(λt, λ1/2x), for λ > 0, x ∈ Rd. (1.8)

Moreover, the space of initial data B
d
q−1
q,p (Rd) (or actually its homogeneous version) is invariant

under this scaling as well. Employing the results in Theorem 1.3.3 one can obtain useful criteria
to determinate whetever (u, σ) is a global solution to (1.7), i.e. σ = ∞. Global existence results
for semilinear reaction-diffusion equations will be investigate in Chapter 8 under a dissipation
condition. Let us point out some interesting features of Theorem 1.4.1:

• We can obtainW 1,q-solutions for any initial data with arbitrary low but positive smoothness.
Using the results in Chapter 7 one can show that u instantaneously gains regularity in space
and time;

• Only part of the structure of the nonlinearities u|u|2 and u|u| plays a role in the formulation
of the result. In particular, if the nonlinearities have a different growth, then the above spaces
need to be changed accordingly (see Theorem 5.1.10 for details);

• The deterministic and stochastic nonlinearities in (1.7) have the same scaling under the map
(1.8) (see Subsection 5.1.3).
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1.4. Applications to parabolic SPDEs

1.4.2 Stochatic quasilinear Allen-Cahn equation
Allen-Cahn equation is a reaction-diffusion equation of mathematical physics which describes the
process of phase separation in multi-component alloy systems, including order-disorder transitions.
Here we consider the following quasilinear stochastic Allen-Cahn equation on a C1-bounded domain
O ⊆ Rd with d ≥ 2

du− div(a(u) · ∇u)dt = (u− u3)dt+

d∑
j=1

∑
n≥1

Φn(u) dwnt , on O,

u = 0 on ∂O,

u(0) = u0, on O,

(1.9)

where u : [0,∞) × Ω × O → R is the unknown process, Φ := (Φ)n≥1 : R → `2 is measurable,
a : R→ Rd×d is bounded, locally Lipschitz and

d∑
i,j=1

ai,j(y)ξjξj ≥ ν|ξ|2, for all ξ ∈ Rd and ‖(Φn(y)− Φ(y′))n≥1‖`2 ≤ C|y − y′|2

for some ν > 0 and C ∈ (0, 2
d−1 ) independent of y, y′ ∈ R. To recast (1.9) in the form (1.1), we

introduce spaces with Dirichlet boundary conditions:

DH
1,q(O) := {v ∈W 1,q(O) : v = 0 on ∂O}, and DB

s
q,p(O) := {v ∈ Bsq,p(O) : v = 0 on ∂O}

where q, p ∈ (1,∞) and s ∈ ( 1
q , 1) and B stands for Besov spaces. Let us note that DCs

′
(O) ↪→

DB
s
q,p(O) for all s′ > s where DC

s′(O) := {v ∈ Cs(O) : v = 0 on ∂O} (see Remark 8.3.4). For
each θ1, θ2 > 0 and open set J ⊆ R+ = (0,∞), we denote by Cθ1,θ2(J ×O) the set of all bounded
maps v : J × O → R such that

|v(t, x)− v(t′, x′)| . |t− t′|θ1 + |x− x′|θ2 , for all (t, x), (t′, x′) ∈ J × O (1.10)

and Cθ1,θ2loc (R+ × O) the set of all maps v ∈ Cθ1,θ2(J × O) for all compact sets J ⊆ R+.
The following is a special case of Theorem 8.3.2. Weak solutions to (1.9) are defined in Sub-

section 8.3.1 and are intended as weak in the analytic sense (or strong in the probability sense).

Theorem 1.4.2. Let the above assumptions be satisfied. Suppose that q ∈ [2,∞), p ∈ (2,∞) and

κ ∈ [0, p2 −1) satisfy 1−2 1+κ
p > d

q . Then for any u0 ∈ L0
F0

(Ω;DB
1−2 1+κ

p
q,p (O)) there exists a global

weak solution u to (8.66) such that

u ∈ Lploc([0,∞), wκ;DH
1,q(O)) ∩ C([0,∞);DB

1−2 1+κ
p

q,p (O)), a.s.

Moreover, the global solution u instantaneously regularizes in time and space: For all θ1 ∈ (0, 1/2)

and θ2 ∈ (0, 1) one has u ∈ Cθ1,θ2loc (R+ × O) a.s.

Some special features of Theorem 1.4.2 are the following:

• Theorem 1.4.2 is applicable for u0 ∈ DC
δ(O) with δ > 0 choosing p, κ such that 1−2 1+κ

p < δ;

• As in (1.7) the deterministic and the stochastic nonlinearities have the same scaling;

• Weak solutions to (1.9) instantaneously become ‘almost’ C1 in space. As we will show in [6],
it is possible also to improve such result. In particular, we will prove that u instantaneously
becomes a strong solution to (1.9) and u ∈ Cθ1,θ2(Iσ×O) for all θ1 ∈ (0, 1/2) and θ2 ∈ (0, 2);

• In Theorem 8.3.2 we allow ai,j to be VMO in space and measurable in time.

The proof of Theorem 1.4.2 relies on the blow-up criterium in Theorem 1.3.2(2) and the stochas-
tic DeGiorgi-Nash-Moser estimates. In absence of gradient-noise term, such estimates can be ob-
tained by reducing the deterministic problem to a deterministic PDEs (see Subsection 8.1.2). The
argument breaks down if a gradient-noise term is present, and therefore we omitted in (1.9) the
term bj,n∂ju which appears in (1.7).
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1.4.3 Stochastic Navier-Stokes equations for turbulent flows
In Chapter 9 we are concerned with the study of existence and regularity of solutions to the
stochastic Navier-Stokes equations with gradient noise:du−∆u dt =

(
−∇P − div(u⊗ u)

)
dt+

∑
n≥1

(φn · ∇)u dwnt , on Td,

divu = 0, u(·, 0) = u0, on Td.
(1.11)

Here u := (uk)dk=1 : IT ×Ω×Td → Rd denotes the unknown velocity field, P,Qn : IT ×Ω×Td → R
the unknown pressures, u⊗ u := (ujuk)dj,k=1 and

(φn · ∇)u :=
( d∑
j=1

φjn∂ju
k
)d
k=1

, div(u⊗ u) :=
( d∑
j=1

∂j(u
juk)

)d
k=1

.

We also consider (1.11) with additional forcing terms and variable viscosity, see (9.48).
The relation between Navier-Stokes equations and hydrodynamic turbulence is one of the most

challenging problems in fluid mechanics. It is believed that the onset of the turbulence is related
to the randomness of background movement. The mathematical study of stochastic perturbations
of Navier-Stokes equations began with the work of Bonsoussan and Temam in [19] and it was
later extended in several directions, see e.g. [24, 27, 40, 32, 72, 83, 84, 109, 158, 206] and the
references therein. In the mathematical literature, usually, the random perturbation of the Navier-
Stokes equations is postulated and does not have a clear physical motivation. In [160, 161] a new
approach was taken to derive stochastic perturbation of the Navier-Stokes equations. Indeed, it is
assumed that the dynamics of the fluid particles is given by the stochastic flow{

dX (t, x) = u(t,X (t, x))dt+ φ(t,X (t, x)) ◦ dW,
X (0, x) = x, x ∈ O,

(1.12)

where u, φ are undetermined, W and ◦ denote a white-noise and the Stratonovich integration,
respectively. Roughly speaking, (1.12) says that the velocity field splits into a sum of slow oscillating
part u dt and a fast oscillating part φ ◦ dW . As noticed in [161], such splitting can be traced back
to the work of Reynolds in 1880. In more recent works, closely related models were proposed by
Kraichnan [122, 123] in the study of turbulence transportation of passive scalars and then developed
further by other authors, see e.g. [89, 90]. The corresponding theory of turbulence transportation
is called Kraichnan’s theory in which one typically has φ = ((φjn)dj=1)n≥1 and

φn = (φjn)dj=1 ∈ H
d
2 +α ∩ {div ξ = 0} ↪→ Cα, for all n ≥ 1 (1.13)

where α > 0 is small and Hs := Hs,2 are Bessel-potential spaces, cf. [162, Section 1]. We refer to
[82, 160, 161, 162] for additional motivations and to [161] for a derivation of (1.11) from (1.12) via
the second Newton’s law or balance of forces. A similar stochastic perturbation was also introduced
in the study of Cammassa-Holm equation in [47], and subsequentially analysed in [8].

The problem (1.11) fits into the setting (1.1). Reasoning as in Subsection 1.2 (see (1.3) and the
text before it), B is not a lower-order term w.r.t. −∆ and therefore we need to use the full strenght
of the theory of stochastic evolution equations developed here. To recast (1.11) in the form (1.1)
we let Hs,q(Td) and Bsq,p(Td) be the Bessel-potential and Besov spaces of Rd-valued divergence free
vector fields (see Subsection 9.2.1 for the precise definition), respectively. To ensure parabolicity
of (1.11), we assume

|ξ|2 − 1

2

d∑
i,j=1

∑
n≥1

φin(x)φjn(x)ξiξj ≥ ν|ξ|2, for all ξ ∈ Rd and x ∈ Td. (1.14)

Let us state the following special case of Theorems 9.3.2, 9.3.3, 9.3.5 and 9.3.6. Recall that the
spaces Cθ1,θ2loc have been defined below (1.10). For the definition of δ-weak solution to (1.11) see
the text before Theorem 9.3.2.
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1.4. Applications to parabolic SPDEs

Theorem 1.4.3. Let d ∈ {2, 3}. Assume that (1.14) holds and φj ∈ Cα(T3; `2) for some α > 0
and all j ∈ {1, . . . , d}. Let δ ∈ [− 1

2 , 0] be such that |δ| ≥ α. Assume that either p = q = d = 2 and
δ = 0, or

q ∈ [2,∞), p ∈ (2,∞) satisfy
d

2 + δ
< q <

d

1 + δ
and

2

p
+
d

q
≤ 2 + δ.

Then for each u0 ∈ L0
F0

(Ω;B
d
q−1
q,p (Td)) there exists a unique δ-weak solution (u, σ) to (1.11) with

σ > 0 a.s. and

u ∈ Lploc([0, σ), wκ;H1+δ,q(Td)) ∩ C([0, σ);B
d
q−1
q,p (Td)) a.s. (1.15)

where κ = −1 + p
2 (2 + δ − d

q ). Moreover the following assertions hold:

(1) (Almost C1-regularization) u ∈ Cθ1,θ2loc (Iσ × Td) a.s. for all θ1 ∈ (0, 1/2) and θ2 ∈ (0, 1);

(2) (Global existence in 2D) If d = 2, then σ =∞ a.s.;

(3) (Stochastic Serrin’s criteria) Let d = 3, r ∈ (2,∞), δ ∈ [− 1
2 , 0) and ξ ∈ (3, 3

1+δ ) be such that
2
r + 3

ξ = 1. Then

P
(
ε < σ <∞, ‖u(t)‖Lr(ε,σ;Lξ(T3;R3)) <∞

)
= 0 for all ε > 0.

The first statement in Theorem 1.4.3 yields a stochastic version of the well-known local existence

result for the deterministic Navier-Stokes equations in the critical spaces B
d
q−1
q,p (Td) (see e.g. [31,

144, 181, 199]). However, some limitations on q appear due to the regularity of the noise term
(φn · ∇)u dwnt . Moreover, if φn is smooth, then setting δ = − 1

2 we get q < 2d and Theorem 1.4.3
provides local existence for (1.11) with data in critical spaces with smoothness d

q − 1 > − 1
2 . The

optimality of such threeshold goes beyond the scope of this thesis.
Since α > 0, Theorem 1.4.3 is always applicable for some δ < 0 and therefore we may choose

q ∈ (d, d
1+δ ) so that B

d
q−1
q,p (Td) has negative smoothness. As we will see in Corollary 9.3.4, this

allows one to prove local-well posedness for data in the critical space L3(T3) (i.e. the subset of
divergence free Rd-valued vector fields in L3). The content of (1) yields the following

u0 ∈ B
d
q−1
q,p (Td) a.s. ⇒ u(t) ∈ Cθ(Td) a.s. for all t ∈ (0, σ)

for all θ ∈ (0, 1). In other words, (1) shows that solutions to (1.11) instantaneous regularize in
space regardless the regularity of the initial data.

Theorem 1.4.3 yields new results even in the widely studied 2D-case. Indeed, if q > 2, then
(2) ensures global existence for (1.11) with data in B

2
q−1
p,q (T2) for some q > 2. Since L2(T2) ↪→

B
2
q−1
p,q (T2), (2) improves the usual 2D-global existence result (see e.g. [162, Theorem 2.2] for the

similar R2-case) including initial data with infinite energy. In addition, (1) is of particular interest
in the case d = q = p = 2 and δ = 0. Indeed, the usual bootstrapping argument sketched in
Subsection 1.3.3 cannot be applied to show smoothing of u. Indeed, one is tempted to prove
|u| ∈ Lrloc([0, σ);Lζ(T2)) (i.e. u ⊗ u ∈ L

r/2
loc ([0, σ);Lζ/2(T2))) for r, ζ ≥ 4 where either r > 4 or

ζ > 4. However this is not possible since the following embeddings are sharp

C([0, t];L2(T2)) ∩ L2(0, t;H1(T2)) ↪→ L4(0, t;H1/2(T2)) ↪→ L4(0, t;L4(T2)), t > 0. (1.16)

Therefore using (1.15) with p = q = 2 and κ = 0 we merely obtain div(u⊗u) ∈ L2
loc([0, σ);H−1(T2))

which is useless if we want to improve the regularity by standard methods.
The above is related to the fact that div(u⊗u) is a critical nonlinearity for (1.11) in the 2D-case.

Roughly speaking this means that the standard energy bound in L∞(0, σ;L2(T2))∩L2(0, σ;H1(T2))
has the same order as the nonlinearity.
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Chapter 1. Introduction

Item (3) is the stochastic analogue of [144, Theorem 11.2] and will be derived from Theorem
1.3.3(3). Actually, we prove a more refined result where Lξ is replaced by a Sobolev space with
(possible) negative smoothness.

To conclude, let us mention that in [7] the abstract results proven here will be used to improve
the results in Theorem 1.4.3. Indeed, we will show that (1) can be improved to u ∈ Cθ1,θ2(Iσ×Td)
where θ1 ∈ (0, 1/2), θ2 ∈ (0, 1+η) with η > 0 and even to an optimal regularization in the Sobolev
scale provided φ ∈ Hd/2+α (cf. (1.13)). Moreover, we will prove that solution to (1.11) are global
in probability if the initial data is small in the critical space Bd/q−1

q,p (Td).

1.5 Overview
This thesis is divided into three parts. Part I consists of Chapters 3-5 and is devoted to stochas-
tic maximal Lp-regularity, local well-posedness for (1.1) and its application to parabolic SPDEs.
Chapters 6 and 7 represent Part II where we study blow-up criteria and regularization results for
solutions to (1.1). Part III consists of Chapters 8-9 and provides applications of the theory in Parts
I-II to stochastic reaction diffusion and stochastic Navier-Stokes equations.

In Chapter 2 we explain some preliminary results on sectorial operators, H∞-calculus, de-
terministic maximal Lp-regularity, fractional Sobolev spaces with power weights and stochastic
integration in UMD Banach spaces. In Chapter 3 we study stochastic maximal Lp-regularity pre-
senting a weighted sharp space-time regularity estimate for stochastic convolutions which is the
main result in [5]. In Chapters 4 and 5 we prove Theorem 1.3.1 and we apply it to several SPDEs
of parabolic type. The latter results are taken from [3].

In Chapters 6 and 7 we prove Theorems 1.3.2, 1.3.3 and 1.3.5. In Chapter 7 we also apply our
bootstrapping method to a 1D SPDE with cubic nonlinearity. These results are taken from [4].

In Chapter 8 we study semilinear and quasilinear reaction-diffusion equations showing global
well-posedness and regularization phenomena. The latter results will be presented in [6]. Chapter
9 is devoted to the study of stochastic Navier-Stokes where we prove Theorem 1.4.3 which will be
treated in [7].
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Chapter 2

Preliminaries

In this preliminary chapter we recall some definitions and results that we will frequently use.
Further definitions and references will be given in the next chapters where needed. In Section
2.1 we discuss several operator theoretic concepts such as sectorial operators, H∞-calculus and
R-boundedness. In Subsection 2.1.2 we discuss some basic properties of deterministic maximal Lp-
regularity and its connection with the R-boundedness. In Section 2.2 we introduce Sobolev spaces
with fractional smoothness and power weights which will play a basic role throughout the thesis.
In particular, in Subsection 2.2.1 we prove an ‘optimal’ trace embedding for anisotropic Sobolev
spaces with power weights. Stochastic integration in UMD spaces will be the topic of Section 2.3.
Here we only provide basic facts and references to the existing literature. In Subsections 2.3.1-2.3.2
we discuss also the concept of type 2 and the class of γ-radonifying operators.

This chapter also contains definitions and notations which will be used throughout the thesis.
For the reader’s convenience we provide a list here. Further variants of the following notation will
be also employed in the later chapters. For a Banach space X, θ ∈ (0, 1), I = (a, b) an open
interval with −∞ ≤ a < b ≤ ∞ and a sectorial operator A we let:

• [·, ·]θ and (·, ·)θ,p denote the complex and the real interpolation functors respectively, see e.g.
[20, 151, 197];

• D(Aθ) and DA(θ, p) denote the domain of its fractional power and the real interpolation space
defined in (2.4), respectively;

• wκ(t) = |t|κ for κ, t ∈ R is a power weight;

• Lp(I, wκ;X) or Lp(a, b, wκ;X) denote weighted Lebesgue spaces (see (2.6));

• Hθ,p(I, wκ;X) or Hθ,p(a, b, wκ;X) (resp. 0H
θ,p(a, b, wκ;X) or 0H

θ,p(a, b, wκ;X)) denote the
fractional Sobolev spaces introduced in Definition 2.2.1;

• WH denotes a cylindrical Brownian motion, see Definition 2.3.5;

• For I ∈ {(a, b), (a, b], [a, b), [a, b]}, C(I;X) denotes the set of all continuous functions f : I →
X. If max{|a|, |b|} < ∞, then C([a, b];X) is a Banach space when it is endowed with the
norm

‖f‖C([a,b];X) := sup
t∈I
‖f(t)‖X . (2.1)

Most of the results presented here are taken from the existing literature. For the extension
operators in Proposition 2.2.4 and the optimal trace embedding in Proposition 2.2.5, we follow the
presentation given in [3] and [5], respectively.
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Chapter 2. Preliminaries

2.1 Operator theory

2.1.1 Sectorial operators and H∞-calculus
Let A : D(A) ⊆ X → X be a closed operator on a Banach space X. We say that A is sectorial if
the domain and the range of A are dense in X and there exists φ ∈ (0, π) such that σ(A) ⊆ Σφ,
where Σφ := {z ∈ C : | arg z| < φ}, and there exists C > 0 such that

|λ|‖(λ−A)−1‖L (X) ≤ C, ∀λ ∈ C \ Σφ. (2.2)

Moreover, ω(A) := inf{φ ∈ (0, π) : (2.2) holds for some C > 0} is called the angle of sectoriality
of A.

Next we define the H∞-calculus for a sectorial operator A. Let φ ∈ (0, π) and let us denote
by H∞0 (Σφ) the set of all holomorphic function f : Σφ → C such that |f(z)| . min{|z|ε, |z|−ε} for
some ε > 0.

For φ > ω(A) and f ∈ H∞0 (Σφ), we set

f(A) :=
1

2πi

∫
Γ

f(z)(z −A)−1dz.

Note that f(A) is well defined and f(A) ∈ L (X). We say that A has a bounded H∞-calculus of
angle φ if there exists C > 0 such that

‖f(A)‖L (X) ≤ C‖f‖H∞(Σφ), ∀f ∈ H∞0 (Σφ). (2.3)

Finally, we set ωH∞(A) := inf{φ ∈ (0, π) : (2.3) holds for some C > 0} is the angle of the H∞-
calculus of A.

For the reader’s convenience, we list some operators with a bounded H∞-calculus. However,
this list is far from complete. Moreover, there are still many new developments on H∞-calculus
for differential operators.

Example 2.1.1.

(1) Positive self-adjoint operators on Hilbert spaces [108, Proposition 10.2.23];

(2) −A generates an analytic contraction semigroups on a Hilbert space [108, Theorem 10.2.24
and Corollary 10.4.10];

(3) −A generates a positive contraction semigroup on Lq which is analytic and bounded on a
sector.

(4) Second order uniformly elliptic operators with Dirichlet or Neumann boundary conditions on
Lq(O), where q ∈ (1,∞) and O ∈ {Rd,Rd−1 × R+} or O is a C2-domain with compact
boundary [61] or [111];

(5) Second and high-order uniformly elliptic operators with Lopatinskii-Shapiro boundary condi-
tions (see [177, Chapter 6]) on Lq(O), where q ∈ (1,∞) and O is a sufficiently smooth domain
with compact boundary [61];

(6) The Stokes operator on Lq(O) (i.e. divergence-free vector fields in Lq(O;Rd)), where q ∈ (1,∞)
and O is a bounded C2,α-domain [111];

(7) The Stokes operator on Lq(O), where | 1q −
1
2 | ≤

1
2d and O is a bounded Lipschitz domain [139].

Some more examples can be found in [108, Chapter 10] and in particular the notes to that
chapter. Moreover, by interpolation-extrapolation arguments one obtains similar results on other
spaces (see [3, Appendix A] and the references therein).

Next, we introduce the class of operators with bounded imaginary powers (or briefly BIP). For
details we refer to [97]. Let A be a sectorial operator on X. Let us note that, for a given sectorial
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operator A, the operator Az for z ∈ C is defined through the extended functional calculus [177,
Subsection 3.3.2]. We say that A ∈ BIP(X) if Ait ∈ L (X) for all t ∈ R. In this case, one can
check that t 7→ ‖Ait‖L (X) has exponential growth and we denote by θA the power-angle of A, i.e.

θA := lim sup
t↑∞

1

t
log ‖Ait‖L (X).

For future convenience, let us recall the following properties:

• If A ∈ BIP(X), then [X,D(A)]θ = D(Aθ) for any θ ∈ (0, 1), see e.g. [177, Theorem 3.3.7];

• If A has a bounded H∞-calculus, then A ∈ BIP(X) and θA ≤ ωH∞(A).

We conclude this section by definying additional spaces related to sectorial operators. Let A be
a sectorial operator on a Banach spaces X and assume 0 ∈ ρ(A). As usual, for each m ∈ N, we
denote by D(Am) the domain of Am endowed with the norm ‖ · ‖D(Am) := ‖Am · ‖X . Then for each
ϑ > 0 and p ∈ (1,∞) we define

DA(ϑ, p) := (X,D(Am))ϑ/m,p; (2.4)

where ϑ < m ∈ N and (·, ·)ϑ/m,p denotes the real interpolation functor. It follows from reiteration
(see [197, Theorem 1.15.2]) that DA(µ, p) does not depend on the choice of m > ϑ, moreover

(X,DA(ϑ, p))ν,q = DA(ν ϑ, q),

for all ν > 0 and q ∈ (1,∞). We refer to [197, Chapter 1], [151, Chapter 1] and [177, Chapter 3]
for more on this topic.

2.1.2 Deterministic Maximal Lp-regularity and R-boundedness
Deterministic maximal Lp-regularity has been investigated by many authors and plays an impor-
tant role in the modern treatment of parabolic equations, see e.g. [62, 138, 177, 178] and the
references therein. The following is taken from [177, Definition 3.5.1].

Definition 2.1.2 (Deterministic maximal Lp-regularity). Let T > 0 and p ∈ [1∞]. A closed
linear operator A on a Banach space X is said to have (deterministic) maximal Lp-regularity on
(0, T ) if for all f ∈ Lp(0, T ;X) there exists an unique u ∈W 1,p(0, T ;X)∩Lp(0, T ;D(A)) such that

u′ +Au = f, u(0) = 0.

In this case we write A ∈ DMR(p, T ).

Several stability properties of the deterministic maximal Lp-regularity have been studied in [68]
(see also the monograph [177]): For all p ∈ [1,∞] and T ∈ (0,∞]

• the class DMR(p, T ) is stable under appropriate translations and dilations;

• if A ∈ DMR(p, T ), then −A generates an analytic semigroup;

• if A ∈ DMR(p,∞), then S = (S(t))t≥0 is exponential stable;

• DMR(p,∞) ⊆ DMR(p, T ) = DMR(p, T̃ ) if T, T̃ ∈ (0,∞).

• if A ∈ DMR(p, T ) and S = (S(t))t≥0 is exponential stable, then A ∈ DMR(p,∞);

• DMR(p, T ) ⊆ DMR(q, T ) for all q ∈ (1,∞) with equality if p ∈ (1,∞).
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Moreover let us recall that weighted versions of deterministic maximal Lp-regularity have been
studied in [176] for power weights and in [37, 38] for weights of Ap-type. The aim of Chapter 3 is
to provide similar results for the stochastic maximal Lp-regularity.

For the reader’s convenience, we recall an important result due to L. Weis [207] which character-
ize deterministic maximal Lp-regularity in terms of R-boundedness of certian family of operators.
To this end, we introduce the concept of R-boundedness for a family of operators bounded linear
operators J ⊆ L (X,Y ) where X,Y are Banach spaces.

Let (r̃n)n≥1 be a Rademacher sequence on (Ω̃, F̃ , P̃), i.e. a sequence of independent random
variables with P(r̃n = 1) = P(r̃n = −1) = 1

2 for all n ≥ 1. A family of bounded linear operators
J ⊆ L (X,Y ) is said to be R-bounded if there exists a constant C > 0 such that for all x1, . . . , xN ∈
X, T1, . . . , TN ∈J one has

∥∥∥ N∑
j=1

rjTjxj

∥∥∥
L2(Ω;X)

≤ C
∥∥∥ N∑
j=1

rjxj

∥∥∥
L2(Ω;X)

.

The least constant in the above inequality will be denoted by R(J ). One can readily check that R-
boundedness is stronger than uniform boundedness. More precisely, if J is R-bounded, then J is
uniformly bounded and supT∈J ‖T‖L (X,Y ) ≤ R(J ). For a detailed study of the R-boundedness,
we refer to [108, Chapter 8].

A sectorial operator A is said to be R-sectorial if for some φ ∈ (0, ω(A)) the set

{λR(λ,A) : λ ∈ C \ Σφ} is R-bounded. (2.5)

Finally, we set ωR(A) := inf{φ ∈ (0, ω(A)) : (2.5) holds}. For the notion of UMD Banach space
we refer to Subsection 2.3.1 and the references therein.

Theorem 2.1.3 (L. Weis [207]). Let A be a sectorial operator on X such that 0 ∈ ρ(A). Let X
be UMD. Then A ∈ DMR(p,∞) if and only A is R-sectorial with angle < π/2.

Remark 2.1.4.

• Actually in [207] a more general version of Theorem 2.1.3 is proven. Indeed, the condition
0 ∈ ρ(A) can be removed at the expense of using an homogeneous version of the deterministic
maximal Lp-regularity.

• For any UMD space X, one has A ∈ BIP(X) implies that A is R-sectorial on X and ωR(A) ≤
θA (see [177, Theorem 4.4.5]).

2.2 Fractional Sobolev spaces with power weights
Here and in the rest of the thesis for p ∈ (1,∞) and κ ∈ (−1, p− 1) we set wκ(t) := |t|κ for t ∈ R.
For p, κ as before and for an open interval I we denote by Lp(I, wκ;X) the Banach space of all
strongly measurable functions f : I → X for which

‖f‖pLp(I,wκ;X) :=

∫
I

‖f(t)‖pXwκ(t)dt <∞. (2.6)

If κ = 0, then wκ = 1 and we write Lp(I;X) instead of Lp(I, w0;X). Moreover, we note that if
0 /∈ I and I is bounded, then Lp(I, wκ;X) = Lp(I;X) isomorphically. Moreover, for I = (a, b)
and p, κ as above, we set Lp(a, b, wκ;X) := Lp(I, wκ;X). A similar convention will be used for the
spaces introduced below.

To introduce Sobolev spaces we need to introduce the space of X-valued distributions. For
an open subset I ⊆ R, let D(I) := C∞0 (I) with the usual topology. Then we define the set of
all X-valued distribution as D ′(I;X) := L (D(I);X). Note that L1

loc(I;X) ↪→ D ′(I;X) and the
distributional derivatives f (j) ∈ D ′(I;X) for all j ≥ 1 and f ∈ L1

loc(I;X) in the usual way.
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For n ≥ 1 and an open interval I ⊂ R, we denote by Wn,p(I, wκ;X) the set of all f ∈
Lp(I, wκ;X) such that f (j) ∈ Lp(I, wκ;X) for all j ∈ {1, . . . , n}, where f (j) denotes the j-th
distributional derivative of f . We endow Wn,p(I, wκ;X) with the norm

‖f‖Wn,p(I,wκ;X) :=

n∑
j=0

‖f (j)‖Lp(I,wκ;X).

If κ ∈ (−1, p−1) and 0 ∈ I, then the trace map f 7→ f(0) is a bounded mapping fromW 1,p(I, wκ;X)
into X (see [146, Lemma 3.1]). Define a closed subspace of W 1,p(I, wκ;X) as

0W
1,p(I, wκ;X) = {f ∈W 1,p(I, wκ;X) : f(0) = 0 if 0 ∈ I}. (2.7)

We define fractional Sobolev spaces by complex interpolation as in [153] and [177, Section 3.4.5].

Definition 2.2.1. Let −∞ ≤ a < b ≤ ∞, I = (a, b) p ∈ (1,∞), κ ∈ (−1, p− 1) and θ ∈ (0, 1). Let

Hθ,p(I, wκ;X) := [Lp(I, wκ;X),W 1,p(I, wκ;X)]θ.

If 0 ∈ I let
0H

θ,p(I, wκ;X) := [Lp(I, wκ;X), 0W
1,p(I, wκ;X)]θ.

As before, Hθ,p(I, wκ;X) = Hθ,p(I;X) isomorphically if 0 /∈ I and I is bounded. Furthermore,
by interpolation it is immediate that

0H
θ,p(I, wκ;X) ↪→ Hθ,p(I, wκ;X) contractively. (2.8)

Let us note some further properties of the above spaces.

Proposition 2.2.2. Let X be a Banach space. Let θ ∈ (0, 1), p ∈ (1,∞), κ ∈ (−1, p − 1),
J ⊆ I ⊆ R intervals, IT = (0, T ) with T ∈ (0,∞], ε > 0, and A ∈ {H, 0H}. Then for all
f ∈ Aθ,p(IT , wκ;X),

‖f‖Aθ,p(J,wκ;X) ≤ ‖f‖Aθ,p(I,wκ;X),

‖f‖Hθ,p(ε,T ;X) ≤ ε−κ‖f‖Aθ,p(IT ,wκ;X), if κ ∈ [0, p− 1).

Proof. For convenience of the reader we provide the details. The first estimate follows by interpo-
lating the restriction operator mapping from Ak,p(I, wκ;X) into Ak,p(J,wκ;X) for k ∈ {0, 1}.

To prove the second estimate by (2.8) it suffices to consider the case A = H. Let r : f 7→ f |(ε,T )

be the restriction operator on (ε, T ). It is immediate to see that

‖r‖L (W j,p(IT ,wκ;X)),W j,p(ε,T ;X)) ≤ ε−κ, for j ∈ {0, 1}.

Thus, interpolation gives r : Hθ,p(IT , wκ;X)→ Hθ,p(ε, T ;X) with norm at most ε−κ.

Here we discuss extension operators for the spaces just introduced. Further properties of
fractional Sobolev spaces will be investigated in Chapter 4. In [153], extension operators for the
above spaces are already given. However, we found a different and (to our viewpoint) simpler
approach to build extension operators. It will give some more information, which will be needed
in the following. Let us begin with a definition.

Definition 2.2.3 (Extension operator). Let A ∈ {Hs,p, 0H
s,p} for some s ∈ [0, 1], p ∈ (1,∞) and

let κ ∈ (−1, p− 1). Let IT = (0, T ) for some T ∈ (0,∞). We say that a bounded linear operator

ET : A(IT , wκ;X)→ A(R, wκ;X),

is an extension operator on A(IT , wκ;X) if ET f = f on IT .
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Let E be the extension operator which maps,

A(0, 1, wκ;X)→ A(R, wκ;X), where A ∈ {Lp,W 1,p} (2.9)

given by the classical reflection argument (see e.g. [1, Theorems 5.19 and 5.22]), which can be
extended to the weighted setting. By construction it follows that

‖Ef‖Lp(R,wκ;X) ≤ Cp,κ‖f‖Lp(0,1,wκ;X), (2.10)
‖(Ef)′‖Lp(R,wκ;X) ≤ Cp,κ(‖f‖Lp(0,1,wκ;X) + ‖f ′‖Lp(0,1,wκ;X)), (2.11)

where Cp,κ is a constant which depends only on p, κ. The last ingredient needed in our approach
is the Poincaré inequality (see [153, Lemma 2.12]): For all T > 0

‖f‖Lp(0,T,wκ;X) .p,κ T‖f ′‖Lp(0,T,wκ;X), ∀f ∈ 0W
1,p(I, wκ;X). (2.12)

Proposition 2.2.4. Let s ∈ [0, 1], p ∈ (1,∞), κ ∈ (−1, p − 1) and let T ∈ (0,∞). Let ET :
Lp(0, T, wκ;X)→ Lp(R, wκ;X) be the operator given by

ET f(t) := E(f(T ·))
( t
T

)
, t ∈ R,

where E is as above. Then the following assertion holds.

(1) The restriction 0ET of ET to 0H
s,p(IT , wκ;X) defines a bounded extension operator with values

in 0H
s,p(R, wκ;X) with

‖ 0ET ‖L (0H
s,p(IT ,wκ;X), 0H

s,p(R,wκ;X)) ≤ 0C,

where 0C depends only on p, s, κ.

(2) Let η > 0 and T ∈ (η,∞]. Then ET induces an extension operator on Hs,p(IT , wκ;X), which
will be still denoted by ET . Moreover,

‖ET ‖L (Hs,p(IT ,wκ;X),Hs,p(R,wκ;X)) ≤ C,

where C depends only on p, s, κ, η.

Proof. (1): By a change of variable and (2.10),

‖ 0ET f‖Lp(R,wκ;X) =
∥∥∥t 7→ E(f(T ·))

( t
T

)∥∥∥
Lp(R,wκ;X)

. ‖f‖Lp(IT ,wκ;X),

and

‖(0ET f)′‖Lp(R,wκ;X) = T−1
∥∥∥t 7→ (E(f(T ·)))′

( t
T

)∥∥∥
Lp(R,wκ;X)

= T−1+ 1+κ
p ‖(E(f(T ·)))′‖Lp(R,wκ;X)

(i)

. T−1+ 1+κ
p (‖f(T ·)‖Lp(0,1,wκ;X) + ‖f ′(T ·)T‖Lp(0,1,wκ;X))

(ii)

. T
1+κ
p ‖f ′(T ·)‖Lp(0,1,wκ;X) = ‖f ′‖Lp(IT ,wκ;X)

where in (i) we used (2.11) and in (ii) the weighted Poincaré inequality (2.12). We can conclude
that also ‖ 0ET ‖L (0W

1,p(0,T,wκ;X),0W
1,p(R,wκ;X)) ≤ C with C independent of T .

Now complex interpolation gives that 0ET is a bounded linear operator from 0H
s,p(IT , wκ;X)

into 0H
s,p(R, wκ;X). Moreover, it has the extension property, i.e. 0ET f = f on IT , which follows

from the extension property of E.
(2): This follows in the same way, but since we cannot use Poincaré inequality, we obtain

‖ET ‖L (W 1,p(0,T,wκ;X),W 1,p(R,wκ;X)) ≤ C(1 + T−1).
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2.2.1 A trace embedding of weighted anisotropic space
The aim of this subsection is to prove an optimal trace embedding for anisotropic space with power
weights which will play a basic role throghout this thesis. Recall that, for a given sectorial operator
A, the space DA(θ, p) is defined in (2.4). Finally, for an interval I, C0(I;X) denotes the Banach
space of all continuous functions on I with values in X which vanish at infinity.

Proposition 2.2.5 (Trace embedding). Let p ∈ (1,∞), κ ∈ [0, p − 1), s ∈ (0, 1) and let X be a
UMD space and define IT = (0, T ) where T ∈ (0,∞]. Let A be an invertible sectorial operator on
X. Then the following assertions hold:

(1) If s > 1+κ
p , then

Hs,p(IT , wκ;X) ∩ Lp(IT , wκ;D(As)) ↪→ C0

(
I,DA

(
s− 1 + κ

p
, p
))
.

(2) If s > 1
p and δ ∈ (0, T ), then setting Jδ,T := (δ, T ) we have

Hs,p(IT , wκ;X) ∩ Lp(IT , wκ;D(As))) ↪→ C0

(
Jδ,T ;DA

(
s− 1

p
, p
))
.

By Proposition 2.2.4 we can keep track of the constants in the embeddings (1)-(2). This will
be exploited in Chapter 4.

The proof of Proposition 2.2.5 will be given at the end of this subsection. It will be useful to
use a Fourier analytic description of the fractional Sobolev spaces Hθ,p introduced in Definition
2.2.1. Here we provide only basic facts and we refer to [145, 154] for details. Proposition 2.2.5 is
stated only for smoothness s ∈ (0, 1). However, our arguments can be extended also to high-order
regularity (see [5, Section 7]) but it will be not needed here.

Let S (R;X) be the space of X-valued Schwartz functions endowed with the usual topology,
and S ′(R;X) := L (S (R);X) denotes the space of X-valued tempered distributions. Let Js be
the Bessel potential operator of order s ∈ R, i.e.

Jsf = F−1((1 + | · |2)s/2F(f)) , f ∈ S (R;X);

where F denotes the Fourier transform. Thus, one also has Js : S ′(R;X)→ S ′(R;X). For s ∈ R,
p ∈ (1,∞), κ ∈ (−1, p− 1), H s,p(R, wκ;X) ⊆ S ′(R;X) denote the Bessel potential space, i.e. the
set of all f ∈ S ′(R;X) for which Jsf ∈ Lp(R, wκ;X) and we set

‖f‖Hs,p(R,wκ;X) := ‖Jsf‖Lp(R,wκ;X).

To define vector valued weighted Bessel potential spaces on the half-line R+ = (0,∞), we use a
standard method. Recall that D ′(R+;X) is the space all X-valued distributions.

Definition 2.2.6. Let p ∈ (1,∞) and κ ∈ (−1, p− 1). Let

H s,p(R+, wκ;X) = {f ∈ D ′(R+;X) : ∃g ∈H s,p(R, wκ;X); s.t. g|R+
= f},

endowed with the quotient norm ‖f‖H s,p(R+,wκ;X) = inf{‖g‖H s,p(R,wκ;X) : g|I = f}.

To handle Bessel potential space we need the following result, see [145, Propositions 5.5 and
5.6].

Proposition 2.2.7. Let p ∈ (1,∞), κ ∈ (−1, p − 1), I ∈ {R,R+} and let X be a UMD Banach
space.

(1) There exists an extension operator E : H s,p(R+, wκ;X)→H s,p(R, wκ;X) such that E f |R+
=

f for all f ∈H s,p(R+, wκ;X) and E : C1([0,∞);X)→ C1(R;X).
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(2) If k ∈ N, p ∈ (1,∞), then H k,p(I, wκ;X) = W k,p(I, wκ;X).

(3) Let θ ∈ (0, 1) and s0, s1 ∈ R and set s := s0(1− θ) + θs1. Then

[H s0,p(I, wκ;X),H s1,p(I, wκ;X)]θ = H s,p(I, wκ;X).

By Definition 2.2.1 and Proposition 2.2.7 we have

H s,p(I, wκ;X) = Hs,p(I, wκ;X), for I ∈ {R,R+} provided X is UMD and s ∈ [0, 1]. (2.13)

Besides this identification, sometimes it will be useful to keep a different notation for H and H.
Next, we prove a density lemma. we I ∈ {R,R+}, we denote by C1

c (I;X) the space of X-valued
functions f : I → X such that f, f ′ are continuous and bounded with compact support.

Lemma 2.2.8. Let X and Y be Banach spaces such that Y ↪→ X densely. Let k ∈ N, s ∈ [0, 1],
p ∈ (1,∞), κ ∈ (−1, p− 1). Let I ∈ {R,R+}. Then C1

c (I)⊗ Y is dense in H s,p(I, wκ;X) and in
H s,p(I, wκ;X) ∩ Lp(I;wκ;Y ).

Proof. By Proposition 2.2.7 it suffices to prove the statements in the case I = R. The density of
Ckc (R)⊗X in Hs(R, wκ;X) follows from [145, Lemma 3.4]. Now since Y is densely embedded in
X the result follows.

To prove the density in E := H s,p(R, wκ;X)∩Lp(R;wκ;Y ), let f ∈ E. Let ϕ ∈ C∞c (R) be such
that ϕ ≥ 0 and ‖ϕ‖1 = 1. Let ϕn(x) = n−1ϕ(nx). Then ϕn ∗ f → f in E. Therefore, it suffices to
approximate g = ϕn ∗ f for fixed n. Since g ∈H s,p(R, wκ;Y ) and H s,p(R, wκ;Y ) ↪→ E it suffices
to approximate g in H s,p(R, wκ;Y ). This follows from the first statement of the lemma.

The key ingredient in the proof of Proposition 2.2.5 is the following trace result due to [156,
Theorem 1.1] where the result was stated on the full real line. The result on R+ is immediate from
the boundedness of the extension operator of Proposition 2.2.7 and the density Lemma 2.2.8.

Theorem 2.2.9. Let A be an invertible sectorial operator with dense domain. Let p ∈ (1,∞),
κ ∈ (−1, p − 1) and s ∈ ( 1+κ

p , 1]. Then the trace operator (Trf) := f(0) initially defined on
C1
c ([0,∞);D(A)), extends to a bounded linear operator on H s,p(R+, wκ;X) ∩ Lp(R+, wκ;D(As)).

Moreover,

Tr : H s,p(R+, wκ;X) ∩ Lp(R+, wκ;D(As))→ DA
(
s− 1 + κ

p
, p
)
.

Proof of Proposition 2.2.5. By Proposition 2.2.4 it is enough to consider the case T = ∞. Thus
by (2.13) we can also replace H by H .

(1): For notational convenience let us set E := H s,p(R+, wκ;X)∩Lp(R+, wκ;D(As)). To prove
the required embedding by the density Lemma 2.2.8 it suffices to check that supt≥0 ‖f(t)‖DA(µ,p) ≤
C‖f‖E for every f ∈ C1

c (R+;D(A)). To prove this we extend a standard translation argument to
the weighted setting. Let (T (t))t≥0 the left-translation semigroup, i.e. (T (t)f)(s) := f(t + s) on
Lp(R+;X). Since κ ≥ 0, T (t) is contractive on Lp(R+, wκ;X) as well. Since T (t) commutes with
the first derivative ∂s it is immediate that (T (t))t≥0 defines a contraction on W 1,p(R+, wκ;X). By
complex interpolation and Proposition 2.2.7 it follows that there exists a constant M such that
‖T (t)‖L (H s,p(R+,wκ;X)) ≤M for t ∈ R+, and consequently the same holds on E. Now by Theorem
2.2.9 we obtain

‖f(t)‖DA(µ,p) = ‖(T (t)f)(0)‖DA(µ,p) ≤ C‖T (t)f‖E ≤ CM‖f‖E

as required.
(2): By Proposition 2.2.2 and (2.13) we get

H s,p(IT , wκ;X) ∩ Lp(IT , wκ;D(As)) ↪→H s,p(Jδ,T ;X) ∩ Lp(Jδ,T ;D(As)).

Therefore, since (1) extends to any half line [δ,∞) ⊆ [0,∞) the required result follows from (1) in
the unweighted case.
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2.3 UMD spaces and stochastic integration
In this section we revise the theory of stochastic integration in UMD spaces [29, 163] (see also
[200]). For the reader’s convenience, we also provide some basic definition on UMD spaces and
γ-radonifying operators that are needed to formulate such theory.

Throughout this section, (Ω,F = (Ft)t≥0,A ,P) denotes a filtered probability space.

2.3.1 UMD spaces and Banach spaces with type 2

Let us begin with a standard definition. Let (Ω̃, (F̃n)n≥1, Ã , P̃) be a filtered probability space. A
sequence (Mn)n≥1 ⊂ L1(Ω̃;X) is said to be a martingale sequence provided E[Mn|Fn−1] = Mn−1

for all n ≥ 2. To each martingale sequence, we can associate the martingale difference sequence

dM1 = 0, and dMn := Mn −Mn−1, for all n ≥ 2.

Next, we define the unconditional martingale differences (or briefly UMD) property.

Definition 2.3.1 (UMD property). A Banach space X is said to have the UMD property if
for there exists a constant β > 0 depending only on X such that the following holds. Whenever
(Ω̃, (F̃n)n≥1, Ã , P̃) is a filtered probability space and (dMn)n≥1 is a martingale difference sequence,
then for any N ≥ 1 and every finite sequence (εn)Nn=1 ⊆ {−1, 1}N we have

∥∥∥ N∑
n=1

εndMn

∥∥∥2

L2(Ω̃;X)
≤ β

∥∥∥ N∑
n=1

dMn

∥∥∥2

L2(Ω̃;X)
.

UMD spaces will play a central role in this thesis. Let us list some properties and examples of
UMD spaces. We refer to [107, Chapter 4-5] for further properties and references.

• If X is UMD, then every closed subspace C ⊆ X is UMD;

• X is UMD if and only if X∗ is UMD;

• UMD space are reflexive;

• If (X0, X1) is a compatible couple of UMD spaces, then (X0, X1)θ,p and [X0, X1]θ are UMD
provided θ ∈ (0, 1) and p ∈ (1,∞).

Typical examples of UMD spaces are: Lp-spaces and Sobolev spaces Hs,p and/or Besov spaces
Bsq,p on either Rd,Td or domains with (sufficiently) regular boundary provided s ∈ R and p, q ∈
(1,∞). To apply stochastic maximal Lp-regularity techniques, we will use UMD space having
type 2. For the reader’s convenience, we recall the definition. Further properties and examples
can be found in [108, Chapter 7] and the references therein. As above, we say that (r̃n)n≥1 is a
Rademacher sequence on (Ω̃, F̃ , P̃) provided they are independent random variables and P(r̃n =
1) = P(r̃n = −1) = 1

2 for all n ≥ 1.

Definition 2.3.2 (Banach space with type 2). Let (r̃n)n≥1 be a Rademacher sequence on a prob-
ability space (Ω̃, Ã , P̃). A Banach space X is said to have type 2 if there exists a constant C such
that for all finite subset (xi)

N
i=1 ⊆ X one has

∥∥∥ N∑
n=1

r̃nxn

∥∥∥2

L2(Ω̃;X)
≤ C

N∑
n=1

‖xn‖2X .

Example of UMD Banach spaces with type 2 are Lp-spaces and Sobolev spaces Hs,p and/or
Besov spaces Bsq,p on either Rd,Td or domains with (sufficiently) regular boundary provided s ∈ R
and p, q ∈ [2,∞) (cf. [108, Proposition 7.1.4]).
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2.3.2 γ-radonifying operators
In this subsection we briefly review some basic facts regarding γ-radonifying operators; for further
discussions see [108, Chapter 9]. Through this subsection (γn)n∈N denotes a Gaussian sequence,
i.e. a sequence of independent standard normal variables over a probability space (Ω̃, Ã , P̃).

Let H be a Hilbert space (with scalar product (·, ·)H) and X be a Banach space with finite
cotype. Recall that H⊗X is the space of finite rank operators from H to X. In other words, each
T ∈ H ⊗X has the form

T =

N∑
n=1

hn ⊗ xn ,

for N ∈ N and (hn)Nn=1 ⊆ H. Here h⊗ x denotes the operator g 7→ (g, h)Hx.
For T ∈ H ⊗X define

‖T‖2γ(H,X) := sup
∥∥∥ N∑
n=1

γnThn

∥∥∥2

L2(Ω̃;X)
<∞,

where the supremum is taken over all finite orthonormal systems (hn)Nn=1 in H. Then ‖T‖ ≤
‖T‖γ(H,X). The closure ofH⊗X with respect to the above norm is called the space of γ-radonifying
operators and is denoted by γ(H, X).

ForX = Lp(S) with p ∈ [1,∞), where (S,Σ, µ) is a measure space one has (see [108, Proposition
9.3.2])

γ(H, X) = Lp(S;H). (2.14)

The previous identification show that γ-radonifying operators can be considered as a natural gen-
eralisation of ‘squre function’ widely used in harmonic analysis.

The following property will be used through the thesis.

Proposition 2.3.3 (Ideal Property). Let T ∈ γ(H, X). If G is another Hilbert space and Y a
Banach space, then for all U ∈ L (X,Y ) and V ∈ L (G,H) we have UTV ∈ γ(G, Y ) and

‖UTV ‖γ(G,Y ) ≤ ‖U‖L (X,Y )‖T‖γ(H,X)‖V ‖L (G,H).

We will be mainly interested in the case that H = L2(S;H) where (S,A, µ) is a measure space
and H is another Hilbert space. In this situation we employ the following notation:

γ(S;H,X) := γ(L2(S;H), X)

and γ(a, b;H,X) := γ(L2(a, b;H), X), if S = (a, b), µ is the one dimensional Lebesgue measure
and A is the natural σ-algebra. If H = R we simply write γ(a, b;X) := γ(L2(a, b), X).

An H-strongly measurable function G : S → L (H,X) (i.e. for each h ∈ H the map s 7→ f(s)h
is strongly measurable) belongs to L2(S;H) scalarly if G∗(s)x∗ ∈ L2(S;H) for each x∗ ∈ X∗. Such
a function represents an operator R ∈ γ(S;H,X) if for all f ∈ L2(S;H) and x∗ ∈ X∗ we have∫

S

〈G(s)f(s), x∗〉 ds = 〈R(f), x∗〉.

It can be shown that if R is represented by G1 and G2 then G1 = G2 almost everywhere. It will
be convenient to identify R with G and we will simply write G ∈ γ(S;H,X) and ‖G‖γ(S;H,X) :=
‖R‖γ(S;H,X). By the ideal property, if S = S1 ∪ S2 and S1 and S2 are disjoint, then

‖G‖γ(S;H,X) ≤ ‖G‖γ(S1;H,X) + ‖G‖γ(S2;H,X). (2.15)

Another consequence of the ideal property is that for G ∈ γ(S;H,X), φ ∈ L∞(S) and S0 ⊆ S,
we have

‖φG‖γ(S;H,X) ≤ ‖φ‖∞‖G‖γ(S;H,X), ‖1S0G‖γ(S;H,X) = ‖G‖γ(S0;H,X) (2.16)

To conclude this section, we recall the following embedding:
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Proposition 2.3.4. Let X be a Banach space with type 2, then

L2(S; γ(H,X)) ↪→ γ(L2(S), γ(H,X)) ↪→ γ(L2(S;H), X).

Proof. Since X has type 2, also γ(H,X) has type 2, because it is isomorphic to a closed subspace
of L2(Ω̃;X) (see [108, Proposition 7.1.4]). Now the first embedding follows from [108, Theorem
9.2.10]. The second embedding follows by considering finite rank operators and applying [108, The-
orem 7.1.20] with orthonormal family {γ̃iγ̂j : i, j ∈ N}, where γ̃i and γ̂j are defined on probability
spaces Ω̃ and Ω̂, respectively.

2.3.3 Stochastic Integration in UMD Banach spaces
The aim of this section is to present basic results of the stochastic integration theory in UMD
Banach spaces developed in [163]. Throughout this section (Ω,F = (Ft)t≥0,A ,P) denotes a
filtered probability space. An adapted step process is a linear combination of functions

(1A×(s,t] ⊗ (h⊗ x))(ω, t) := 1A×(s,t](ω, t)(h⊗ x) ,

where 0 ≤ s < t ≤ T and A ∈ Fs. Let T > 0, we say that a stochastic process G : [0, T ] × Ω →
L (H,X) belongs to L2(0, T ;H) scalarly almost surely if for all x∗ ∈ X∗ a.s. theG∗x∗ ∈ L2(0, T ;H).
Such a process G is said to represents an L2(0, T ;H)-strongly measurable R ∈ L0(Ω; γ(0, T ;H,X))
if for all f ∈ L2(0, T ;H) and x∗ ∈ X∗ we have

〈R(ω)f, x∗〉 =

∫ T

0

〈G(t, ω)f(t), x∗〉 dt.

As done in Subsection 2.3.2, we identify G and R in the case that R is represented by G. Moreover,
we say that G ∈ Lp(Ω; γ(0, T ;H,X)) if R ∈ Lp(Ω; γ(0, T ;H,X)) for some p ∈ [0,∞). We say that
R : Ω → γ(0, T ;H,X) is elementary adapted if it is represented by an adapted step process G.
Finally,

LpP(Ω; γ(0, T ;H,X))

denotes the closure of all elementary adapted R ∈ Lp(Ω; γ(0, T ;H,X)). Throughout the thesis we
will consider cylindrical Gaussian noise.

Definition 2.3.5. Let H be a separable Hilbert space. A bounded linear operatorWH : L2(R+;H)→
L2(Ω) is said to be an cylindrical Brownian motion in H if the following are satisfied:

• for all f ∈ L2(R+;H) the random variable WH(f) is centered Gaussian.

• for all t ∈ R+ and f ∈ L2(R+;H) with support in [0, t], WH(f) is Ft-measurable.

• for all t ∈ R+ and f ∈ L2(R+;H) with support in [t,∞], WH(f) is independent of Ft.

• for all f1, f2 ∈ L2(R+;H) we have E(WH(f1)WH(f2)) = (f1, f2)L2(R+;H).

Given a cylindrical Brownian motion in H, the process (WH(t)h)t≥0, where

WH(t)h := WH(1(0,t] ⊗ h) , (2.17)

is a Brownian motion.
Example 2.3.6. Let (wn)n≥1 be independent standard Brownian motions on (Ω,F,A ,P). Then
W`2(f) =

∑
n≥1

∫
R+
〈f, en〉dwn converges in L2(Ω) and defines a cylindrical Brownian motion in

`2, where en = (δjn)n≥1 and δjn denotes the Kronecker’s delta.
At this point, we can define the stochastic integral with respect to a cylindrical Brownian motion

in H of the process 1A×(s,t] ⊗ (h⊗ x):∫ ∞
0

1A×(s,t] ⊗ (h⊗ x)(s) dWH(s) := 1A ⊗ (WH(t)h−WH(s)h)x , (2.18)

and we extend it to adapted step processes by linearity.
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Theorem 2.3.7 (Itô-isomorphism). Let T > 0, p ∈ (0,∞) and let X be a UMD Banach space, then
the mapping G→

∫ T
0
GdWH admits a unique extension to a isomorphism from LpP(Ω; γ(0, T ;H,X))

into Lp(Ω;X) and

E sup
0≤t≤T

∥∥∥∫ t

0

G(s) dWH(s)
∥∥∥p
X

hp,X E‖G‖pγ(0,T ;H,X).

If G does not depend on Ω, then the above holds for every Banach space X and the norm
equivalence only depends on p ∈ (0,∞).

To conclude, we make the following simple observation. To state this, we denote by LpP(Ω ×
(0, T ); γ(H,X)) the closure in Lp(Ω× (0, T ); γ(H,X)) of all simple adapted stochastic process. As
a consequence of Proposition 2.3.4 one easily obtains the following:

Corollary 2.3.8. Let T > 0, p ∈ (0,∞) and let X be a UMD Banach space with type 2. Then
the mapping G 7→

∫ T
0
GdWH extends to a bounded linear operator from LpF (Ω × (0, T ); γ(H,X))

into Lp(Ω;X). Moreover,

E sup
0≤t≤T

∥∥∥∫ t

0

G(s) dWH(s)
∥∥∥p
X

.p,X,T E‖G‖pL2(0,T ;γ(H,X)).
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Local well-posedness
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Chapter 3

Stochastic maximal Lp-regularity for
semigroup generators

In this chapter, X denotes a Banach space with UMD and type 2, H denotes an Hilbert space with
dimension dimH ≥ 1, and A : D(A) ⊆ X → X is an operator such that −A generates a strongly
continuous semigroup (S(t))t≥0. In addition (Ω,F = (Ft)t≥0,A ,P) and P denote an underlying
filtered probability space and the progressive sigma algebra, respectively.

The aim of this chapter is to introduce and study stochastic maximal Lp-regularity for semi-
group generators. The latter concerns optimal (space-time) regularity estimates for stochastic
convolutions

S �G(t) :=

∫ t

0

S(t− s)G(s)dWH(s), t ∈ R+,

where WH denotes a cylindrical Brownian motion in H and G a progressively measurable process.
The study of stochastic convolutions is motivated by the fact that S�G satisfies du+Audt = gdWH

and u(0) = 0. The set of all operators having stochastic maximal Lp-regularity will be denoted by
SMR(p, T ). Some variants of the latter will be also employed.

This chapter is organized as follows. In Section 3.1 we present some basic definitions and
properties of the class SMR(p, T ) such as a deterministic characterization and independence of on
the noise dimension dimH. In Section 3.2 by means of square-function estimates we prove that if
A ∈ SMR(p, T ), then (S(t))t≥0 is an analytic semigroup. To this end we prove several additional
results which are of independent interests. In Section 3.3 we prove that the class SMR(p, T ) is
independent of the lenght of the interval. As a by-product of the latter result we obtain that

A ∈ SMR(p, T ) for some T <∞ ⇒ there exists λ ∈ R such that λ+A ∈ SMR(p,∞).

In particular, the latter shows that one can always reduce the study of maximal Lp-regularity to
exponentially stable semigroup generators.

Section 3.4 is devoted to the study of the weighted stochastic maximal Lp-regularity. Here we
prove that weighted stochastic maximal Lp-regularity is equivalent to the un-weighted one. Finally,
we introduce the class SMRθ(p,∞) consisting of generators of an exponetially stable semigroup
satisfying suitable (weighted) estimates. Following [166], we use the DaPrato-Kwapień-Zabczyk
factorization argument to show optimal space-time regularity for S�G in the case A ∈ SMRθ(p,∞).
The results in Section 3.4 will be of basic importance for the subsequent chapters where space-
time regularity estimates will be used in fixed point arguments to prove existence for nonlinear
problems.

The results in this chapter are taken from my work [5].
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3.1 Definitions and basic facts
Let us begin by discussing the relation between abstract stochastic Cauchy problem and stochastic
convolutions.

3.1.1 Solution concepts
For processes F ∈ L1

P(Ω× (0, T );X) and G ∈ L2
P(Ω× (0, T ); γ(H,X)) for every T <∞, consider

the following stochastic evolution equation{
dU +AUdt = Fdt+GdWH , on R+,

U(0) = 0.
(3.1)

The mild solution to (3.1) is given by

U(t) = S ∗ F (t) + S �G(t) :=

∫ t

0

S(t− s)F (s)ds+

∫ t

0

S(t− s)G(s) dWH(s).

for t ≥ 0. It is well-known that the mild solution is a so-called weak solution to (3.1): for all
x∗ ∈ D(A∗), for all t ≥ 0, a.s.

〈U(t), x〉+

∫ t

0

〈U(s), A∗x∗〉ds =

∫ t

0

〈F (s), x∗〉ds+

∫ t

0

G(s)∗x∗dWH(s)

Conversely, if U ∈ L1
loc(R+;X) a.s. is a weak solution to (3.1), then U is a mild solution. Moreover,

if U ∈ L1
loc(R+;D(A)) a.s., then additionally U is a strong solution to (3.1): for all t ≥ 0 a.s.

U(t) +

∫ t

0

AU(s)ds =

∫ t

0

F (s)ds+

∫ t

0

G(s)dWH(s).

For details we refer to [50] and [200].

3.1.2 Main definitions
Here and in the rest of this chapter, ω0(−A) denotes the growth bound of S:

ω0(−A) := inf
{
ω ∈ R : sup

t>0
e−ωt‖S(t)‖ <∞

}
.

In particular, ω0(−A) < 0 if and only if S is exponentially stable. Moreover, if A is a densely
defined operator and w > ω0(−A), then w + A is a sectorial operator on X, and as noticed in
Subsection 2.1.1, (w +A)1/2 is a well-defined closed operator on X.

Let us begin by defining the class of operators having stochastic maximal Lp-regularity.

Definition 3.1.1 (Stochastic maximal Lp-regularity). Let X be a UMD space with type 2, let p ∈
[2,∞), w > ω0(−A) and let J = (0, T ) with T ∈ (0,∞]. The operator A is said to have stochastic
maximal Lp-regularity on J if for each G ∈ LpP(Ω× J ; γ(H,X)) the stochastic convolution S �G
takes values in D((w +A)1/2) P× dt-a.e., and satisfies

‖S �G‖Lp(Ω×J;D((w+A)1/2)) ≤ C‖G‖Lp(Ω×J;γ(H,X)), (3.2)

for some C > 0 independent of G. In this case we write A ∈ SMR(p, T ).

Note that, the class SMR(p, T ) does not depend on w > ω0(−A). Indeed, for any w,w′ >
ω0(−A), D((w +A)1/2) = D((w′ +A)1/2) isomorphically.

Some helpful remarks may be in order.
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Remark 3.1.2. In Definition 3.1.1 it suffices to consider G in a dense class of a subset of LpP(Ω×
J ; γ(H,X)) for which the stochastic convolution process (w + A)1/2S � G(t) is well-defined for
each t ≥ 0. For example, the set of all adapted step processes with values in D(A) (or the
space LpP(Ω × J ; γ(H,D(A)))) can be used. Indeed, if G ∈ LpP(Ω × J ; γ(H,D(A))), then s 7→
(w +A)1/2S(t− s)G(t) belongs to Lp(Ω× J ; γ(H,X)) for each t ∈ J . Thus for t ∈ J ,

E
∫ t

0

‖(w +A)1/2S(t− s)G(s)‖pγ(H,X) ds ≤M
2E
∫ t

0

‖(w +A)1/2G(s)‖pγ(H,X) ds

≤ cM2‖G‖Lp(Ω×J;γ(H,D(A))),

where M := sups≤t ‖S(t)‖. Therefore, for each t ∈ J , the well-definedness of (w + A)1/2S � G(t)
follows from Corollary 2.3.8.

Remark 3.1.3. In the setting of Definition 3.1.1, for α ∈ [1/2, 1], one could ask for

‖S �G‖Lp(Ω×J;D((w+A)α)) ≤ C‖G‖Lp(Ω×J;γ(H,D((w+A)α−1/2))), (3.3)

for each G ∈ LpP(Ω× J ; γ(H,D((w+A)α−
1
2 ))). One can easily deduce that A satisfies (3.3) if and

only if A ∈ SMR(p, T ).

Before going further, we introduce an homogeneous version of stochastic maximal Lp-regularity:

Definition 3.1.4 (Homogeneous Stochastic Maximal Lp-regularity). Let X be a UMD space with
type 2 and let p ∈ [2,∞). The operator A is said to have homogeneous stochastic maximal Lp-
regularity if for each G ∈ LpP(Ω × R+; γ(H,X)) the stochastic convolution S � G takes values in
D(A1/2) P× dt-a.e. and

‖A1/2S �G‖Lp(Ω×R+;X) ≤ C‖G‖Lp(Ω×R+;γ(H,X)), (3.4)

for some C > 0 independent of G. In this case we write A ∈ SMR0(p,∞).

There is no need for the homogeneous version of SMR(p, T ) for J = (0, T ) with T < ∞, since
in this situation by Corollary 2.3.8 we have

‖S �G‖Lp(Ω×J;X) ≤ cT ‖G‖Lp(Ω×J;γ(H,X)).

Moreover, it is clear that if A ∈ SMR0(p,∞) for some p ∈ [2,∞) and 0 ∈ ρ(A) (thus 0 ∈ ρ(A1/2))
then A ∈ SMR(p,∞). The converse is also true as Corollary 3.2.9 below shows.

We will mainly study the class SMR(p, T ) (for T ∈ (0,∞]). However, many results can be
extended to the class SMR0(p,∞) without difficulty.

In order to state the following result we introduce the following condition:

Assumption 3.1.5. Let X be a UMD Banach space with type 2 and let p ∈ [2,∞). Assume that
the following family is R-bounded

{Jδ}δ>0 ⊆ L (LpP(Ω× R+; γ(H,X)), Lp(Ω× R+;X)),

where Jδf(t) := 1√
δ

∫ t
(t−δ)∨0

f(s)dWH(s).

The above holds for p ∈ (2,∞) if X is isomorphic to a closed subspace of an Lq(S) space
with q ∈ [2,∞). If q = 2, one can also allow p = 2. The following central result was proved in
[166, 167, 168]; see also Remark 3.4.7.

Theorem 3.1.6. Suppose that Assumption 3.1.5 is satisfied. If A has a bounded H∞-calculus with
ωH∞(A) < π/2, then A ∈ SMR0(p,∞).
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3.1.3 Deterministic characterization and immediate consequences
In the next proposition we make a first reduction to the case where G does not depend on Ω.

Proposition 3.1.7. Let X be a UMD space with type 2, let p ∈ [2,∞), let J = (0, T ) with
T ∈ (0,∞] and fix w > ω0(−A). Then the following are equivalent:

(1) A ∈ SMR(p, T ).

(2) There exists a constant C such that for all G ∈ Lp(J ; γ(H,D(A))),(∫ T

0

‖s 7→ (w +A)1/2S(t− s)G(s)‖pγ(0,t;H,X) dt
)1/p

≤ C‖G‖Lp(J;γ(H,X)).

Proof. (1) ⇒ (2): For G ∈ Lp(J ; γ(H,D(A))), Theorem 2.3.7 provides the two-sides estimates

‖(w +A)1/2S �G(t)‖Lp(Ω;X) hp,X ‖s 7→ (w +A)1/2S(t− s)G(s)‖γ(0,t;H,X).

Now the claim follows by taking Lp(J)-norms in the previous inequalities.
(2) ⇒ (1): As in the previous step, we employ Theorem 2.3.7. Indeed, for any t ∈ J and G an

adapted step process, we have

‖(w +A)1/2S �G(t)‖pLp(Ω;X) hp,X E‖s 7→ (w +A)1/2S(t− s)G(s)‖pγ(0,t;H,X).

Integrating over t ∈ J , we get

‖(w +A)1/2S �G‖pLp(Ω×J;X) hX,p E
∫ T

0

‖s 7→ (w +A)1/2S(t− s)G(s)‖pγ(0,t;H,X) dt

≤ CpE
∫ T

0

‖G(t)‖pγ(H,X) dt = Cp‖G‖pLp(Ω×J;γ(H,X)),

where in the last we have used the inequality in (2) pointwise in Ω. The claim follows by density
of the adapted step process in LpP(Ω× J ; γ(H,X)).

Proposition 3.1.8. Let X be a UMD space with type 2, let p ∈ [2,∞). Let J = (0, T ) with
T ∈ (0,∞] and assume A ∈ SMR(p, T ). Then:

(1) If T <∞ and λ ∈ C, then A+ λ ∈ SMR(p, T ).

(2) If T =∞ and λ ∈ C is such that <λ ≥ 0, then A+ λ ∈ SMR(p,∞).

(3) If T ∈ (0,∞] and λ > 0, then λA ∈ SMR(p, T/λ).

Proof. (1): Note that −A− λ generates (e−λtS(t))t>0. Then, fix w > ω0(−A− λ) (thus w + λ >
ω0(−A)) and let G ∈ Lp(J ; γ(H,D(A))). By (2.16) one has

‖s 7→ (w + λ+A)1/2e−λ(t−s)S(t− s)G(s)‖γ(0,t;H,X)

≤MT,λ‖s 7→ (w + λ+A)1/2S(t− s)G(s)‖γ(0,t;H,X),

where MT,λ = sup{0<s<t<T} e
−(Reλ)(t−s). Therefore, taking the Lp(J)-norms, Proposition 3.1.7

implies the required result.
(2): Follows by the same argument of (1) but in this case M∞,λ = sup{0<s<t} e

−(Reλ)(t−s) is
finite if and only if <λ ≥ 0.

(3): Note that −λA generates (S(λt))t>0. Fix G ∈ Lp(0, T/λ; γ(H,D(A))) and w > ω0(−λA)
(thus w/λ > ω0(−A)), one has

‖s 7→ (w + λA)1/2S(λ(t− s))G(s)‖γ(0,t;H,X)

= ‖s 7→ (w + λA)1/2S(λs)G(t− s)‖γ(0,t;H,X)
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hλ ‖s 7→ (
w

λ
+A)1/2S(s)G(t− s

λ
)‖γ(0,λt;H,X).

Then integrating over 0 < t < T/λ, one has∫ T
λ

0

‖s 7→ (w+λA)1/2S(λ(t− s))G(s)‖pγ(0,t;H,X) dt

hλ
∫ T

λ

0

‖s 7→ (
w

λ
+A)1/2S(s)G(t− s

λ
)‖pγ(0,λt;H,X) dt

hλ
∫ T

0

‖s 7→ (
w

λ
+A)1/2S(s)G(

τ − s
λ

)‖pγ(0,τ ;H,X) dτ

≤ Cλ,p,A
∫ T

0

‖G(
s

λ
)‖pγ(H,X)ds = Cλ,p,A

∫ T
λ

0

‖G(s)‖pγ(H,X)ds;

where in the last inequality we have used that A ∈ SMR(p, T ). Thus Proposition 3.1.7 ensures
that λA ∈ SMR(p, T/λ).

In Corollary 3.3.3 we will see a refinement of Proposition 3.1.8.

3.1.4 Independence of H
Theorem 3.1.9. Let X be a UMD space with type 2, let p ∈ [2,∞) and let J = (0, T ) with
T ∈ (0,∞]. The following are equivalent:

(1) A ∈ SMR(p, T ) for H = R.

(2) A ∈ SMR(p, T ) for any Hilbert space H.

Proof. It suffices to prove (1)⇒(2), since the converse is trivial. Assume (1) holds. Without loss of
generality we can assume H is separable (see [108, Proposition 9.1.7]). Let Γ : R+ → Lp(Ω̃;X) be
defined by Γ(s) =

∑
n≥1 γnG(s)hn, where (hn)n≥1 is an orthonormal basis for H and (γn) on Ω̃ is

as in Section 2.3.2. Then by the Kahane–Khintchine inequalities and the definition of the γ-norm
we have

‖G(s)‖γ(H,X) = ‖Γ(s)‖L2(Ω̃;X) hp ‖Γ(s)‖Lp(Ω̃;X). (3.5)

By Proposition 2.3.4

‖s 7→ (w +A)1/2S(t− s)G(s)‖γ(0,t;H,X)

.X ‖s 7→ (w +A)1/2S(t− s)G(s)‖γ(0,t;γ(H,X))

= ‖s 7→ (w +A)1/2S(t− s)Γ(s)‖γ(0,t;L2(Ω̃;X))

(∗)
= ‖s 7→ (w +A)1/2S(t− s)Γ(s)‖L2(Ω̃;γ(0,t;X))

≤ ‖s 7→ (w +A)1/2S(t− s)Γ(s)‖Lp(Ω̃;γ(0,t;X)),

where we applied the γ-Fubini’s theorem (see [108, Theorem 9.4.8]) in (∗). By Fubini’s theorem
and Proposition 3.1.7 we obtain∫

J

‖s 7→(w +A)1/2S(t− s)G(s)‖pγ(0,t;H,X)dt

≤ Ẽ
∫
J

‖s 7→ (w +A)1/2S(t− s)Γ(s)‖pγ(0,t;X)dt

≤ CpẼ‖Γ‖pLp(J;X) = Cp‖Γ‖p
Lp(J;Lp(Ω̃;X))

hp Cp‖G‖Lp(J;γ(H,X)).

where in "hp" we used (3.5). Now the result follows from Proposition 3.1.7.
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3.2 Analyticity and exponential stability
The main result of this section is the following.

Theorem 3.2.1. Let X be a Banach space with UMD and type 2 and let p ∈ [2,∞). Let J = (0, T )
with T ∈ (0,∞]. If A ∈ SMR(p, T ), then −A generates an analytic semigroup.

The proof consists of several steps and will be explained in the next subsections.

3.2.1 Square function estimates
Next we derive a simple square function estimates from SMR(p, T ). In order to include the case
T =∞ we need a careful analysis of the constants.

Lemma 3.2.2. Let X be a UMD space with type 2, let p ∈ [2,∞), let J = (0, T ) with T ∈ (0,∞]
and let w > ω0(−A). If A ∈ SMR(p, T ), then there is a constant C such that for all x ∈ X,

‖s 7→ (w +A)1/2S(s)x‖γ(J;X) ≤ C‖x‖. (3.6)

Proof. First assume T < ∞ and fix h ∈ H with ‖h‖ = 1. Let G ∈ Lp(J ; γ(H,X)) be given by
G(t) = 1Jh⊗ x. Then for t ∈ [T/2, T ] one can write

‖s 7→ (w +A)1/2S(s)x‖γ(0,T/2;X) ≤ ‖s 7→ (w +A)1/2S(s)x‖γ(0,t;X)

= ‖s 7→ (w +A)1/2S(t− s)x‖γ(0,t;X)

= ‖s 7→ (w +A)1/2S(t− s)G(s)‖γ(0,t;H,X).

Therefore, taking p-th powers on both sides integration over t ∈ J , and applying Proposition 3.1.7
yields

T‖s 7→ (w +A)1/2S(s)x‖pγ(0,T/2;X) ≤
∫ T

0

‖s 7→ (w +A)1/2S(t− s)G(s)‖pγ(0,t;H,X) dt

≤ Cp‖G‖pLp(J;γ(H,X)) = CpT‖x‖p.

Therefore,
‖s 7→ (w +A)1/2S(s)x‖γ(0,T/2;X) ≤ C‖x‖, x ∈ X. (3.7)

By the left-ideal property and (3.7) we see that

‖s 7→ (w +A)1/2S(s)x‖γ(T/2,T ;X) = ‖s 7→ S(T2 )(w +A)1/2S(s− T
2 )x‖γ(T/2,T ;X)

≤ ‖S(T2 )‖ ‖s 7→ (w +A)1/2S(s)x‖γ(0,T/2;X)

≤ C‖S(T2 )‖ ‖x‖.

Combining this with (3.7) and (2.15) yields

‖(w +A)1/2S(s)x‖γ(J;X)

≤ ‖(w +A)1/2S(s)x‖γ(0,T/2;X) + ‖(w +A)1/2S(s)x‖γ(T/2,T ;X)

≤ CS,T ‖x‖.

Next we consider T =∞. Applying Proposition 3.1.7 with G1[0,R] with R > 0 fixed and (2.16)
gives that (∫ R

0

‖s 7→ (w +A)1/2S(t− s)G(s)‖pγ(0,t;H,X) dt
)1/p

≤ C‖G‖Lp(0,R;γ(H,X)),

where C is independent of R. Therefore, arguing as in (3.7) we obtain that for all R <∞,

‖s 7→ (w +A)1/2S(s)x‖γ(0,R/2;X) ≤ C‖x‖.

The result now follows since (see [163, Proposition 2.4])

‖s 7→ (w +A)1/2S(s)x‖γ(R+;X) = sup
R>0
‖s 7→ (w +A)1/2S(s)x‖γ(0,R/2;X).
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3.2.2 Sufficient conditions for analyticity
To prove Theorem 3.2.1 we need several additional results which are of independent interest. The
next result is a comparison result between γ-norms and Lp-norms of certain orbits for spaces with
cotype p. Related estimates for general analytic functions can be found in [201, Theorem 4.2], but
are not applicable here.

Lemma 3.2.3. Let X be a Banach space with cotype p. Let ω0(−A) < 0. Then for all q > p there
exists a C > 0 such that for all x ∈ D(A2),

‖t 7→ A1/qS(t)x‖Lq(R+;X) ≤ C‖t 7→ A1/2S(t)x‖γ(R+;X).

Moreover, if p = 2, then one can take q = 2 in the above.

The right-hand side of the above estimate is finite. Indeed, for x ∈ D(A2), we have A1/2S(·)x =
S(·)A1/2x ∈ C1([0, T ];X), thus it follows from [108, Proposition 9.7.1] that A1/2S(·)x ∈ γ(0, T ;X).
Now since S is exponentially stable we can conclude from [170, Proposition 4.5] that A1/2S(·)x ∈
γ(R+;X).

Proof. By an approximation argument we can assume x ∈ D(A3). Let (φn)n≥0 be a Littlewood-
Paley partition of unity as in [20, Section 6.1]. Let f : R → X be given by f(t) := A1/qS(|t|)x.
Then f ′(t) = sign(t)Af(t) for t ∈ R \ {0}. Let fn := φn ∗ f for n ≥ 0. Let ψ be such that ψ̂ = 1

on supp φ̂1 and ψ̂ ∈ C∞c (R \ {0}). Set ψ̂n(ξ) = ψ̂1(2−(n−1)ξ) for n ≥ 1. Then fn = ψn ∗ fn.
Step 1: We will first show that for all α ∈ (0, 1), there is a constant C such that for all n ≥ 0

‖fn‖p ≤ C2−αn‖Aαfn‖p, (3.8)

where we write ‖ · ‖p := ‖ · ‖Lp(R;X). As a consequence the estimate (3.8) holds for an arbitrary
α > 0 if one takes x ∈ D(Ar+2) (where α < r ∈ N). For n = 0 the estimate is clear from 0 ∈ ρ(Aα).
To prove the estimate for n ≥ 1 note that by the moment inequality (see [76, Theorem II.5.34])
and Hölder inequality,

‖Afn‖p ≤ C‖Aαfn‖
1

2−α
p ‖A2fn‖

1−α
2−α
p . (3.9)

Using fn = ψn ∗ fn and the properties of S we obtain

sign(·)Afn =
d

dt
fn = ψ′n ∗ fn. (3.10)

Therefore, by Young’s inequality

‖A2fn‖p = ‖ψ′n ∗Afn‖p ≤ ‖ψ′n‖1‖Afn‖p ≤ Cψ2n‖Afn‖p.

Combining this with (3.9) we obtain

‖Afn‖p ≤ C2n(1−α)‖Aαfn‖p. (3.11)

Next we prove an estimate for ‖fn‖p. Let dt = d
dt and set Jβ = (1 − d2

t )
β/2 for β ∈ R.

Then Jβ1Jβ2 = Jβ1+β2 for β1, β2 ∈ R. Recall from the proof of [10, Theorem 6.1] that for any
g ∈ Lp(R;X) and β ∈ R, we have

‖Jβψn ∗ g‖p ≤ Cβ,ψ2βn‖ψn ∗ g‖p.

Therefore,

‖fn‖p = ‖ψn ∗ ϕn ∗ f‖p = ‖J−2ψn ∗ (J2ϕn) ∗ f‖p ≤ Cψ2−2n‖ψn ∗ (J2ϕn) ∗ f‖p.

Now since J2 = 1− d2
t we can estimate

‖ψn ∗ (J2ϕn) ∗ f‖p ≤ ‖ψn ∗ ϕn ∗ f‖p + ‖d2
t (ψn ∗ ϕn ∗ f)‖p

≤ Cψ‖fn‖p + ‖ψ′n ∗ ϕn ∗ f ′‖p.
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By Young’s inequality

‖ψ′n ∗ ϕn ∗ f ′‖p ≤ ‖ψ′n‖1‖ϕn ∗ f ′‖p ≤ Cψ2n‖(fn)′‖p = Cψ2n‖Afn‖p,

where in the last equality we have used (3.10). Thus we can conclude

‖fn‖p ≤ Cψ2−n(‖fn‖p + ‖Afn‖p) ≤ Cψ,A2−n‖Afn‖p, (3.12)

where in the last step we used the fact that A is invertible.
Now (3.8) follows by combining (3.11) and (3.12).

Step 2: By Step 1 with α := 1
2 −

1
q and [186, Lemma 4.1] we can estimate

‖fn‖p ≤ C2−nα‖Aαfn‖p ≤ Cp,X2−nα2
n
2−

n
p ‖Aαfn‖γ(R;X).

Multiplying by 2
n
p−

n
q and taking `p-norms and applying [112, Lemma 2.2] in the same way as in

[112, Theorem 1.1] gives

‖f‖
B

1
p
− 1
q

p,p (R;X)
≤ Cp,X(

∑
n≥0

‖Aαfn‖pγ(R;X))
1/p

≤ C ′p,X‖Aαf‖γ(R;X) ≤ 2C ′p,X‖t 7→ A1/2S(t)x‖γ(R+;X),

where in the last step we used (2.15).

It remains to note that B
1
p−

1
q

p,p (R;X) ↪→ Lq(R;X) (see [154, Theorem 1.2 and Proposition 3.12]).
The final assertion for p = 2 is immediate from Proposition 2.3.4.

Next we show that certain Lp-estimates for orbits implies analyticity of the semigroup S.

Lemma 3.2.4. Let X be a Banach space and let w > ω0(−A). If for some T ∈ (0,∞], C > 0,
p ≥ 2, the operator A satisfies

‖t 7→ (w +A)1/pS(t)x‖Lp(0,T ;X) ≤ C‖x‖X , x ∈ D(A), (3.13)

then −A generates an analytic semigroup.

It seems that the above result was first observed in [23, Proposition 2.7]. The proof below is
different and was found independently.

Proof. Clearly, we can assume T <∞. Moreover, without loss of generality, one can reduce to the
case that S is exponentially stable and w = 0. Finally, we can also assume that p ≥ 2 is an integer.
Indeed, fix n ∈ N such that n ≥ p. By the moment inequality (see [76, Theorem II.5.34]) for all
t ∈ [0, T ], we have

‖(w +A)1/nS(t)x‖n .n,p,A,w ‖S(t)x‖n−p‖(w +A)1/pS(t)x‖p

.n,p,A,T ‖x‖n−p‖(w +A)1/pS(t)x‖p.

Therefore,∫ T

0

‖(w +A)1/nS(t)x‖ndt .n,p,A,T,w ‖x‖n−p
∫ T

0

‖(w +A)1/pS(t)x‖pdt ≤ Cn‖x‖n.

To prove that (S(t))t≥0 is analytic, it suffices by [76, Theorem II.4.6] to show that {tAS(t) :
t ∈ (0, T ]} ⊆ L (X) is bounded. To prove this fix x ∈ D(A). Let M = supt≥0 ‖S(t)‖. Let tn = T

p2n

for n ≥ 0. Then for all t ∈ [tn+1, tn] we have ‖A1/pS(tn)x‖ ≤M‖A1/pS(t)x‖ and thus integration
gives

1

2
tn‖A1/pS(tn)x‖p = (tn − tn+1)‖A1/pS(tn)x‖p
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≤Mp

∫
J

‖A1/pS(t)x‖pdt ≤MpCp‖x‖p.

Now fix t ∈ (0, T/p]. Choose n ≥ 0 such that t ∈ [tn+1, tn]. Then we obtain

t‖A1/pS(t)x‖p ≤ 2Mptn+1‖A1/pS(tn+1)x‖p ≤ 4M2pCp‖x‖p.

By density it follows that S(t) : X → D(A1/p) is bounded and t1/p‖A1/pS(t)‖ ≤ 41/pM2C for each
t ∈ (0, T/p]. We can conclude that for all t ∈ (0, T ],

‖tAS(t)‖ = ‖(t1/pA1/pS(t/p))p‖ ≤ t‖A1/pS(t/p)‖p ≤ 4pM2pCp.

Proposition 3.2.5. Let X be a Banach space with finite cotype. Let J = (0, T ) with T ∈ (0,∞].
Let w > ω0(−A). If there exists a c > 0 such that

‖t 7→ (w +A)1/2S(t)x‖γ(J;X) ≤ c‖x‖, x ∈ X, (3.14)

then −A generates an analytic semigroup.

Proof. By rescaling we can assume that S is exponentially stable, thus we may take w = 0.
Moreover, by [170, Proposition 4.5] we can assume T = ∞. Now the result follows by combining
Lemmas 3.2.3 and 3.2.4.

Proof of Theorem 3.2.1. By Lemma 3.2.2 the estimate (3.14) holds. Moreover, since X has type
2, it has finite cotype (see [108, Theorem 7.1.14]). Therefore, by Proposition 3.2.5, −A generates
an analytic semigroup.

From the proof of Theorem 3.2.1 we obtain the following.
Remark 3.2.6. Assume A ∈ SMR(p, T ), ω0(−A) < 0 and X has cotype p0. Let p > p0. Then there
is a constant C such that for all x ∈ X,∫

R+

‖A1/pS(t)x‖pdt ≤ Cp‖x‖p.

This type of estimate gives the boundedness of some singular integrals.

3.2.3 Exponential stability
Proposition 3.2.7 (Stability). Let X be a UMD space with type 2, let p ∈ [2,∞). If A ∈
SMR(p,∞), then ω0(−A) < 0.

Proof. Let w > ω0(−A). Let y ∈ X be arbitrary. Taking x = (w + A)−1/2y in Lemma 3.2.2 one
obtains

‖s 7→ S(s)y‖γ(R+;X) ≤ C‖(w +A)−1/2y‖ ≤ C ′‖y‖.

Thus from [96, Theorem 3.2] it follows that there is an ε > 0 such that {(λ + A)−1 : λ > −ε} is
uniformly bounded. From Theorem 3.2.1 it follows that A generates an analytic semigroup, and
hence 0 > s0(−A) = ω0(−A) (see [76, Corollary IV.3.12]).

By combining Theorem 3.2.1 and Proposition 3.2.7 we now obtain that every A ∈ SMR(p,∞) is
a sectorial operator. Therefore, choosing w = 0 in (3.2.2) in Lemma 3.2.2, we obtain the following:

Corollary 3.2.8. Suppose that A ∈ SMR(p,∞), ω0(−A) < 0 and set ϕ(z) := z1/2e−z, then there
exists a constant c > 0 such that

‖t 7→ ϕ(tA)x‖γ(R+,
dt
t ;X) ≤ c‖x‖ ,

for all x ∈ X.
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As announced in Section 3.1 we now can prove the following:

Corollary 3.2.9. Let A ∈ SMR0(p,∞). Then A ∈ SMR(p,∞) if and only if 0 ∈ ρ(A).

Proof. It remains to show that A ∈ SMR(p,∞) implies 0 ∈ ρ(A) and this follows by Proposition
3.2.7.

Remark 3.2.10. The assertion of Proposition 3.2.7 does not hold if instead we only assume A ∈
SMR0(p, T ). Indeed, −∆ satisfies SMR0(p, T ) on Lq(Rd) with q ∈ [2,∞) (see [166, Theorem 1.1
and Example 2.5]), but of course ω0(∆) = 0.

3.3 Independence of the time interval

3.3.1 Independence of T
It is well-known in deterministic theory of maximal Lp-regularity that maximal regularity on a
finite interval J and exponential stability imply maximal regularity on R+. We start with a simple
result which allows to pass from R+ to any interval (0, T ).

Proposition 3.3.1. Let X be a UMD space with type 2, let p ∈ [2,∞) and let J = (0, T ) with
T ∈ (0,∞). If A ∈ SMR(p,∞), then A ∈ SMR(p, T ).

Proof. Let w > ω0(−A). Let G ∈ LpP(Ω× J ; γ(H,X)) and extending G as 0 on (T,∞) it follows
that

‖S �G‖Lp(Ω×J;D((w+A)1/2)) ≤ ‖S �G‖Lp(Ω×R+;D((w+A)1/2))

≤ C‖G‖Lp(Ω×R+;γ(H,X)) = C‖G‖Lp(Ω×J;γ(H,X)).

Next we present a stochastic version of [68, Theorem 5.2] of which its tedious proof is due to
T. Kato. Our proof is a variation of the latter one.

Theorem 3.3.2. Let X be a UMD Banach space with type 2 and let p ∈ [2,∞). If A ∈ SMR(p, T )
and ω0(−A) < 0, then A ∈ SMR(p,∞).

Proof. It suffices to check the estimate in Proposition 3.1.7(2) with w = 0. Let J = (0, T ) and for
each j ∈ N set Tj := jT/2 and Gj := 1[Tj ,Tj+1)G. In this proof, to shorten the notation below, we
will write

‖G‖γ(a,b) := ‖G‖γ((a,b);H,X).

It follows from the triangle inequality and (2.15) that(∫ ∞
0

‖s 7→ A1/2S(t− s)G(s)‖pγ(0,t) dt
) 1
p

≤
(∫ T

0

‖s 7→ A1/2S(t− s)G(s)‖pγ(0,t) dt
) 1
p

+
(∑
j≥2

∫ Tj+1

Tj

‖s 7→ A1/2S(t− s)G(s)‖pγ(0,t) dt
) 1
p

≤
(∫ T

0

‖s 7→ A1/2S(t− s)G(s)‖pγ(0,t) dt
) 1
p

+
(∑
j≥2

∫ Tj+1

Tj

‖s 7→ A1/2S(t− s)G(s)‖pγ(0,Tj−1) dt
)1/p

+
(∑
j≥2

∫ Tj+1

Tj

‖s 7→ A1/2S(t− s)(Gj−1(s) +Gj(s))‖pγ(Tj−1,t)
dt
) 1
p
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=: R1 +R2 +R3.

By Proposition 3.1.7, to prove the claim, it is enough to estimate Ri for i = 1, 2, 3. By assumption,
A ∈ SMR(p, T ), then by Definition 3.1.1 one has

R1 :=
(∫ T

0

‖s 7→ A1/2S(t− s)G(s)‖pγ(0,t) dt
) 1
p ≤ C‖G‖Lp(J;X) ≤ C‖G‖Lp(R+;X).

Since t− T/2 ≥ Tj−1 for t ∈ [Tj , Tj+1], by (2.16) the second term can estimated as,

R2 =
(∑
j≥2

∫ Tj+1

Tj

‖s 7→ A1/2S(t− s)G(s)‖pγ(0,Tj−1) dt
) 1
p

≤
(∫ ∞

T

‖s 7→ A1/2S(t− s)G(s)‖p
γ(0,t−T2 )

dt
) 1
p

.

By Theorem 3.2.1, (S(t))t≥0 is exponentially stable and analytic. Therefore, there are constants
a,M > 0 such that for all t ∈ R+ one has ‖A1/2S(t)‖ ≤ Mt−1/2e−at/2. By Proposition 2.3.4, for
t ≥ T one has

‖s 7→A1/2S(t− s)G(s)‖γ(0,t−T2 )

≤ τ2,X‖s 7→ A1/2S(t− s)G(s)‖L2((0,t−T2 );γ(H,X))

≤ τ2,X‖s 7→M(t− s)−1/2e−a(t−s)/2G(s)‖L2((0,t−T2 );γ(H,X))

≤ L‖s 7→ e−a(t−s)/2G(s)‖L2((0,t−T2 );γ(H,X))

≤ L
(∫ t

0

e−a(t−s)‖G(s)‖2γ(H,X) ds
)1/2

= L(k ∗ g)1/2,

where L = τ2,XM(T/2)−1/2, k(s) = 1R+
(s)e−as and g(s) = 1R+

(s)‖G(s)‖2γ(H,X). Taking L
p(T,∞)-

norms with respect to t, from Young’s inequality we find that

R2 ≤ L‖(k ∗ g)1/2‖Lp(R) ≤ L‖k‖
1/2
L1(R)‖g‖

1/2

Lp/2(R)
= La−1/2‖G‖Lp(R+;γ(H,X)).

To estimate R3, writing Gj−1,j = Gj−1 +Gj for each j ≥ 2 we can estimate

Rp3j :=

∫ Tj+1

Tj

‖s 7→ A1/2S(t− s)Gj−1,j(s)‖pγ(Tj−1,t)
dt

=

∫ Tj+1

Tj

‖s 7→ A1/2S(t− s− Tj−1)Gj−1,j(s+ Tj−1)‖pγ(0,t−Tj−1) dt

≤
∫ T

T/2

‖s 7→ A1/2S(t− s)Gj−1,j(s+ Tj−1))‖pγ(0,t) dt

≤
∫ T

0

‖s 7→ A1/2S(t− s)Gj−1,j(s+ Tj−1))‖pγ(0,t) dt

≤ Cp‖Gj−1,j(·+ Tj−1)‖pLp(J;γ(H,X)),

where in the last step we have used the assumption and Proposition 3.1.7. Thus, for the third
term we write

R3 =
(∑
j≥2

Rp3j

) 1
p ≤ C

(∑
j≥2

‖Gj−1,j(·+ Tj−1)‖pLp(J;γ(H,X))

) 1
p

≤ 2C
(∑
j≥1

‖Gj‖pLp(R+;γ(H,X))

) 1
p ≤ 2C‖G‖Lp(R+;γ(H,X)) ,

in the last step used that the Gj ’s have disjoint support. This concludes the proof.
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Now we can extend Proposition 3.1.8.

Corollary 3.3.3. Let X be a UMD space with type 2, let p ∈ [2,∞). Let T1 < ∞ and suppose
that A ∈ SMR(p, T1), then the following holds true:

(1) For any λ > ω0(−A) one has λ+A ∈ SMR(p,∞).

(2) For any T2 > 0, A ∈ SMR(p, T2).

(3) If T ∈ (0,∞] and λ > 0, then λA ∈ SMR(p, T ).

Proof. (1): By Proposition 3.1.8(2) λ + A ∈ SMR(p, T1) if λ > ω0(−A). Since ω0(−(A + λ)) < 0
for λ > ω0(A), by Theorem 3.3.2, we obtain that A+ λ ∈ SMR(p,∞).

(2): By (1) we know that there exists w such that A + w ∈ SMR(p,∞). Now applying
Proposition 3.3.1 we find w + A ∈ SMR(p, T2), and thus the result follows from Proposition
3.1.8(1).

(3): Proposition 3.1.8(3) ensures that λA ∈ SMR(p, T/λ). Now (2) implies λA ∈ SMR(p, T ).

3.3.2 Counterexample
In this final section we give an example of an analytic semigroup generator −A such that A 6∈
SMR(p, T ).

Proposition 3.3.4. Let X be an infinite dimensional Hilbert space. Then there exists an operator
A such that −A generates an analytic semigroup with ω0(−A) < 0, but A 6∈ SMR(p, T ) for any
T ∈ (0,∞] and p ∈ [2,∞).

Proof. Let (en)n∈N be a Schauder basis of H, for which there exists a K > 0 such that for each
finite sequence (αn)Nn=1 ⊂ C and∥∥∥ ∑

1≤n≤N

αnen

∥∥∥ ≤ K( ∑
1≤n≤N

|αn|2
)1/2

,

sup
{∑
n≥1

|αn|2 :
∥∥∥∑
n≥1

αnen

∥∥∥ ≤ 1
}

=∞;

for the existence of such basis see [188, Example II.11.2] and [108, Example 10.2.32]. Then, define
the diagonal operator A by Aen = 2nen with its natural domain. By [108, Proposition 10.2.28] A
is sectorial of angle zero and 0 ∈ ρ(A). This implies that −A generates an exponentially stable and
analytic semigroup S on X. In [142, Theorem 5.5] it was shown that for such operator A there
exists no C > 0 such that for all x ∈ D(A),

‖t 7→ A1/2S(t)x‖L2(R+;X) ≤ C‖x‖, x ∈ X.

If A ∈ SMR(p,∞), for some p ∈ [2,∞), then Lemma 3.2.2 for w = 0 provides such estimate
(recall that for Hilbert space X one has γ(R+;X) = L2(R+;X)), this implies A /∈ SMR(p,∞)
for all p ∈ [2,∞). Since ω0(−A) < 0, then Theorem 3.3.2 shows that A /∈ SMR(p, T ) for any
T ∈ (0,∞].

Remark 3.3.5. The adjoint of the example in Proposition 3.3.4 gives an example of an operator
which has SMR(2,∞), but which does not have a bounded H∞-calculus (see [14, Section 4.5.2],
[142, Theorems 5.1-5.2] and [108, Example 10.2.32]). Note that in the language of [142] for the
Weiss conjecture, A ∈ SMR(2,∞) if and only if A1/2 is admissible for A. See [149] for more on
this.
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3.4 Weighted Stochastic Maximal Lp-regularity
As before, in this section X is a Banach space with UMD and type 2. For p ∈ [2,∞) and
κ ∈ R and T ∈ (0,∞], let LpP(Ω × (0, T ), wκ;X) be the closure of the adapted step processes in
Lp(Ω;Lp((0, T ), wκ;X))).

First we extend Definition 3.1.1 to the weighted setting:

Definition 3.4.1. Let X be a UMD space with type 2, let p ∈ [2,∞), w > ω0(−A), T ∈ (0,∞]
and κ ∈ R. We say that A belongs to SMR(p, T, κ) if there is a constant C such that for all
G ∈ LpP(Ω× (0, T ), wκ; γ(H,X)) one has

‖S �G‖Lp(Ω×(0,T ),wκ;D((w+A)1/2)) ≤ C‖G‖LpP(Ω×(0,T ),wκ;γ(H,X)).

Remark 3.4.2. Note that for every G ∈ LpP(Ω × (0, T ), wκ; γ(H,D(A))) the stochastic integral
(w + A)1/2S �G is well-defined in X. Indeed, since κ < p

2 − 1 by Hölder’s inequality one obtains
that for all T <∞

Lp(0, T, wκ;X) ⊆ L2(0, T ;X);

and the claim follows as in Remark 3.1.2.

The main result of this subsection is a stochastic analogue of [176, Theorem 2.4].

Theorem 3.4.3. Let X be a UMD space with type 2, let p ∈ [2,∞) and κ ∈ (−1, p2 − 1). Then
the following assertions are equivalent:

1. A ∈ SMR(p,∞).

2. A ∈ SMR(p,∞, κ).

As a consequence SMR(p,∞, κ) = SMR(p,∞) for all κ ∈ (−1, p2 − 1).
To prove the result we will prove the following more general result, which can be viewed as a

stochastic operator-valued analogue of [189].

Theorem 3.4.4. Let p ∈ [2,∞), κ ∈ (−∞, p2 − 1) and let X be a Banach space and let Y be a
UMD Banach space with type 2. Let X0 be a Banach space which densely embeds into X. Let
∆ = {(t, s) : 0 < s < t < ∞} and let K ∈ C(∆; L (X,Y )) be such that ‖K(t, s)‖ ≤ M/(t − s)1/2

and ‖K(t, s)x‖ ≤M‖x‖X0
for all t > s > 0. For adapted step processes G let TKG be defined by

TKG(t) = K �G(t) =

∫ t

0

K(t, s)G(s) dWH(s), t ∈ R+.

Let p ∈ [2,∞) and κ ∈ (−∞, p2 − 1). The following assertions are equivalent:

(1) TK is bounded from LpP(Ω× R+, wκ; γ(H,X)) into Lp(Ω× R+, wκ;Y ).

(2) TK is bounded from LpP(Ω× R+; γ(H,X)) into Lp(Ω× R+;Y ).

As a consequence the boundedness of TK does not depend on κ ∈ (−∞, p2 − 1).
To prove the theorem we prove a stochastic version of a standard lemma (see [189], [124] and

[176, Proposition 2.3]).

Lemma 3.4.5. Let X be a Banach space and let Y be a UMD Banach space with type 2. Let
p ∈ [2,∞) and β ∈ (−∞, 1

2 −
1
p ). Let ∆ = {(t, s) : 0 < s < t <∞}. Let K be as in Theorem 3.4.3.

Then the operator TK,β : LpP(Ω× R+; γ(H,X))→ Lp(Ω× R+;Y ) defined by

TK,βG(t) =

∫ t

0

K(t, s)((t/s)β − 1)G(s) dWH(s)

is bounded and satisfies ‖TK,β‖ ≤ Cp,Y CβM .
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Proof. By density it suffices to bound TK,βG for adapted step processes G. Note that for all
t > s > 0 one has

‖K(t, s)((t/s)β − 1)‖2 ≤M2kβ(t, s),

where kβ : {(s, t) ∈ (0,∞)2 : s < t} → R+ is given by kβ(t, s) = ((t/s)β − 1)2/(t− s).
By Corollary 2.3.8 we have

E‖TK,βG(t)‖p ≤ Cpp,Y E
(∫ t

0

‖K(t, s)((t/s)β − 1)‖2‖G(s)‖2γ(H,X) ds
)p/2

≤ Cpp,YM
pE
(∫ t

0

kβ(t, s)‖G(s)‖2γ(H,X) ds
)p/2

,

To conclude, it suffices to prove that∫
R+

(∫ t

0

kβ(t, s)|f(s)|2 ds
)p/2

dt ≤ Cpβ‖f‖
p
Lp(R+) ,

for any f ∈ Lp(R+). Let us set g(s) = |f(s)s1/p|2 for s > 0, then∫ t

0

kβ(t, s)|f(s)|2 ds =
1

t2/p

∫ ∞
0

hβ(t/s)g(s)
ds

s
=
hβ ∗ g(t)

t2/p
,

where the convolution is in the multiplicative group (∗,R+ \ {0}) with Haar measure dµ(s) = ds
s

and hβ(x) := 1(1,∞)(x) (xβ−1)2

x−1 x2/p for x > 0. Taking p
2 -powers and integrating over t ∈ R+ and

applying Young’s inequality yields∫
R+

(∫ t

0

kβ(t, s)|f(s)|2 ds
)p/2

dt = ‖hβ ∗ g‖p/2Lp/2(R+,µ)
≤ ‖hβ‖p/2L1(R+,µ)‖g‖

p/2

Lp/2(R+,µ)

= ‖hβ‖p/2L1(R+,µ)‖f‖
p
Lp(R+).

Finally, one easily checks that

‖hβ‖L1(R+,µ) =

∫ ∞
1

(xβ − 1)2

x− 1
x2/p dx

x

is finite if and only if β < 1
2 −

1
p . This concludes the proof.

Proof of Theorem 3.4.4. By density it suffices to prove uniform estimates for TKG where G is a
X0-valued adapted step process.

(1)⇒(2): Set Gβ(s) := sβG(s) where β = κ/p. Observe that

tβTKG(t) = TKGβ(t) + TK,βGβ(t), (3.15)

where TK,β is as in Lemma 3.4.5. By (1) one has

‖TKGβ‖Lp(Ω×R+;Y ) ≤ C‖Gβ‖Lp(Ω×R+;γ(H,X)) = C‖G‖Lp(Ω×R+,wκ;γ(H,X)).

Moreover, by Lemma 3.4.5 one has

‖TK,βGβ‖Lp(Ω×R+;Y ) ≤ C‖Gβ‖Lp(Ω×R+;γ(H,X)) = C‖G‖Lp(Ω×R+,wκ;γ(H,X)).

Then by (3.15) and the previous estimates,

‖TKG‖Lp(Ω×R+,wκ;Y ) = ‖t 7→ tβTKG(t)‖Lp(Ω×R+;Y )

≤ ‖TKGβ‖Lp(Ω×R+;Y ) + ‖TK,βGβ‖Lp(Ω×R+;Y )

≤ 2C‖G‖Lp(Ω×R+,wκ;γ(H,X)).
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(2)⇒(1): Let F−β(s) = s−βG(s) where β = κ/p. Similarly to (3.15), one has

TKF (t) = tβTKF−β(t)− TK,βF (t).

As before, applying the assumption to F−β and Lemma 3.4.5 gives that

‖TKF‖Lp(Ω×R+;Y ) ≤ ‖t 7→ tβTKF−β(t)‖Lp(Ω×R+;Y ) + ‖TK,βF‖Lp(Ω×R+;Y )

= ‖TKF−β‖Lp(Ω×R+,wκ;Y ) + ‖TK,βF‖Lp(Ω×R+;Y )

≤ C‖F−β‖Lp(Ω×R+,wκ;γ(H,X)) + C ′′‖F‖Lp(Ω×R+;γ(H,X))

= (C + C ′′)‖F‖Lp(Ω×R+;γ(H,X)),

from which the result follows.

Proof of Theorem 3.4.3. If (1) holds, then by Theorem 3.2.1 the semigroup S generated by A is
analytic. To see that (2) also implies analyticity of S, note that the statement of Lemma 3.2.2
still holds if instead we assume A ∈ SMR(p,∞, κ). To see this one can repeat the argument given
there by using κ > −1. Therefore, if (2) holds, then Proposition 3.2.5 implies that S is analytic.

By the analyticity of S, the operator-valued family K : ∆→ L (X) defined by

K(t, s) := A
1
2S(t− s)

satisfies ‖K(t, s)‖ ≤ C/(t − s)1/2 for t > s > 0. Therefore, the equivalence of (1) and (2) follows
from Theorem 3.4.4 with X0 = D(A).

3.4.1 Space-time regularity results
To state the last results of this section, we introduce a further class of operators. From now on we
will assume (S(t))t≥0 is exponentially stable. For θ ∈ [0, 1/2) we set

Sθ(t) :=
t−θ

Γ(1− θ)
S(t) , t ≥ 0.

Definition 3.4.6. Let X be a UMD space with type 2, let p ∈ [2,∞), and θ ∈ [0, 1/2) and assume
ω0(−A) < 0. We say that operator A belongs to SMRθ(p,∞) if for each G ∈ LpP(Ω×R+; γ(H,X))
the stochastic convolution process

Sθ �G(t) :=

∫ t

0

Sθ(t− s)G(s) dWH(s) ,

is well-defined in X, takes values in D(A1/2−θ) P× dt-a.e. and satisfies

‖Sθ �G‖
Lp(Ω×R+;D(A

1
2
−θ))
≤ C‖G‖Lp(Ω×R+;γ(H,X)).

for some C > 0 independent of G.

By definition, we have SMR0(p,∞) = SMR(p,∞).
The following important remark gives sufficient conditions for A ∈ SMRθ(p,∞) which reduces

to Theorem 3.1.6 if θ = 0.
Remark 3.4.7. It was shown in [166, 167, 168] that, if X satisfies Assumption 3.1.5, 0 ∈ ρ(A) and
A has a bounded H∞-calculus of angle < π/2 then A ∈ SMRθ(p,∞) for any θ ∈ [0, 1/2) and
p ∈ (2,∞). In addition, if q = 2, then A ∈ SMRθ(p,∞) for any p ∈ [2,∞). Lastly, the assumption
0 ∈ ρ(A) can be avoided using a homogeneous version of SMRθ(p,∞) (see [166, Theorem 4.3]).

Before going further, we make the following observation:

Proposition 3.4.8. Let X be a UMD space with type 2 and let p ∈ [2,∞). Let A ∈ SMRθ(p,∞)
be such that ω0(−A) < 0 and A is an R-sectorial operator of angle ωR(A) < π/2. Then, for any
0 ≤ ψ < θ < 1/2, we have A ∈ SMRψ(p,∞).
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Proof. First observe that an analogue of Proposition 3.1.7 for SMRθ(p,∞) holds and we will use
it in the proof below. By [111, Lemma 3.3] (or [108, Proposition 10.3.2]) the set {(sA)θ−ψS(s/2) :
s > 0} is R-bounded and hence γ-bounded (see [108, Theorem 8.1.3(2)]). Therefore, by the
γ-multiplier theorem (see [108, Theorem 9.5.1]) we obtain

‖s 7→ A1/2−ψSψ(t− s)G(s)‖γ(0,t;H,X) ≤ C‖s 7→ A1/2−θSθ((t− s)/2)G(s)‖γ(0,t;H,X).

Taking Lp-norms on both sides we find that∫ ∞
0

‖s 7→ A1/2−ψSψ(t− s)G(s)‖pγ(0,t;H,X) dt

≤ Cp
∫ ∞

0

‖s 7→ A1/2−θSθ((t− s)/2)G(s)‖pγ(0,t;H,X)dt

=
Cp

2

∫ ∞
0

‖s 7→ A1/2−θSθ((2τ − s)/2)G(s)‖pγ(0,2τ ;H,X)dτ

≤ 2
p
2−1Cp

∫ ∞
0

‖σ 7→ A1/2−θSθ(τ − σ)G(2σ)‖pγ(0,τ ;H,X)dτ

≤ 2
p
2−1CpKp‖G‖Lp(Ω×R+;γ(H,X)).

where we only used elementary substitutions and in the last step we used the assumption applied
to the function G(2·).

The following proposition is the analogue of Theorem 3.4.3 for the class SMRθ(p,∞).

Proposition 3.4.9. Let X be a UMD space with type 2. Assume ω0(−A) < 0 and S is an analytic
semigroup. Let p ∈ [2,∞), κ ∈ (−1, p2 − 1) and θ ∈ [0, 1/2). Then the following are equivalent:

(1) A ∈ SMRθ(p,∞).

(2) There is a constant C > 0 such that for all G ∈ LpP(Ω×R+, wκ; γ(H,X)) we have Sθ �G(t) ∈
D(A

1
2−θ) P× dt-a.e. and

‖Sθ �G‖
Lp(Ω×R+,wκ;D(A

1
2
−θ))
≤ C‖G‖Lp(Ω×R+,wκ;γ(H,X)).

Proof. Let Kθ : ∆→ L (X) be defined by Kθ(t, s) = A
1
2−θ(t− s)−θS(t− s). By analyticity of the

semigroup (S(t))t≥0, one has ‖Kθ(t, s)‖ ≤ C/(t − s)1/2 for t > s > 0, and thus the result follows
from Theorem 3.4.4 in the same way as in Theorem 3.4.3.

We are ready to prove the main result of this section. Recall from Remark 3.4.7 that all the
conditions are satisfied if X is isomorphic to a closed subspace of Lq with q ∈ [2,∞), 0 ∈ ρ(A) and
A has a bounded H∞-calculus of angle < π/2.

Theorem 3.4.10. Let X be a UMD space with type 2. Assume ω0(A) < 0, A ∈ BIP(X) with
θA < π/2. Let p ∈ (2,∞), let κ ∈ (−1, p2 − 1) (or p = 2 and κ = 0) and let θ ∈ [0, 1

2 ). Assume that
A ∈ SMRθ(p,∞).

(1) (Space-time regularity) Then

E‖S �G‖p
Hθ,p(R+,wκ;D(A

1
2
−θ))
≤ Cp E‖G‖pLp(R+,wκ;γ(H,X)).

(2) (Maximal estimates) If κ ≥ 0 and θ > 1+κ
p , then

E sup
t∈R+

‖S �G(t)‖p
DA( 1

2−
1+κ
p ,p)

≤ Cp E‖G‖pLp(R+,wκ;γ(H,X)).
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(3) (Parabolic regularization) If κ ≥ 0 and θ > 1
p , then for any δ > 0

E sup
t∈[δ,∞)

‖S �G(t)‖p
DA( 1

2−
1
p ,p)
≤ Cp E‖G‖pLp(R+,wκ;γ(H,X)).

In all cases the constant C is independent of G.

Proof. To prepare the proof, we collect some useful facts. Let A be the closed and densely defined
operator on Lp(R+, wκ;X) with domain D(A ) := Lp(R+, wκ;D(A)) defined by

(A f)(t) := Af(t);

since A ∈ BIP(X) then also A ∈ BIP(Lp(R+, wκ;X)) and θA = θA < π/2. Moreover, 0 ∈ ρ(A )
since 0 ∈ ρ(A). Let B be the closed and densely defined operator on Lp(R+, wκ;X) with domain
D(B) := 0W

1,p(R+, wκ;X) given by (see (2.7))

Bf := f ′.

By [145, Theorem 6.8], B has a bounded H∞-calculus of angle ωH∞(B) = π/2; in particular
θB ≤ π/2. Since θA + θB < π, by [179, Theorems 4 and 5] the operator

C := A + B, D(C ) := D(A ) ∩ D(B),

is an invertible sectorial on Lp(R+, wκ;X), moreover has bounded imaginary powers with θC ≤ π/2.
By [26, Proposition 3.1] one has

(C−γf)(t) =
1

Γ(γ)

∫ t

0

(t− s)γ−1S(t− s)f(s) ds. (3.16)

Moreover, for all γ ∈ (0, 1] one has (see [77, Lemma 9.5(b)])

D(C γ) = [Lp(R+, wκ;X),D(B)]γ ∩ [Lp(R+, wκ;X),D(A )]γ

= Hγ,p
0 (R+, wκ;X) ∩ Lp(R+, wκ;D(Aγ)),

(3.17)

where in the last equality we have used Definition 2.2.1. To prove (1)-(3), by a density argument,
it suffices to consider an adapted rank step process G : [0,∞)× Ω→ γ(H,D(A)).

(1): By the Da Prato–Kwapień–Zabczyk factorization argument (see [26] and [50, Section 5.3]
and references therein), using (3.16) for γ = θ, the stochastic Fubini theorem and the equality

1

Γ(θ)Γ(1− θ)

∫ t

r

(t− s)θ−1(s− r)−θ ds = 1

one obtains, for all t ∈ R+,

C−θ(A
1
2−θSθ �G)(t) = A

1
2−θS �G(t) almost surely. (3.18)

Then,

‖A 1
2−θS �G‖Lp(Ω;Hθ,p(R+,wκ;X))

(i)

≤ C‖C θA
1
2−θS �G‖Lp(Ω×R+,wκ;X)

(ii)
= C‖A 1

2−θSθ �G‖Lp(Ω×R+,wκ;X)

(iii)

≤ C ′‖G‖Lp(Ω×R+,wκ;γ(H,X)),

where in (i) we have used (3.17) and (2.8), in (ii) (3.18) and in (iii) we used Proposition 3.4.9.
(2): By Proposition 2.2.5(1), we have

Hθ,p(R+, wκ;X) ∩ Lp(R+, wκ;D(Aθ)) ↪→ C0

(
[0,∞);DA

(
θ − 1 + κ

p
, p
))
.
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Moreover, since A ∈ BIP(X) with θB < π/2 then ωR(A) < π/2 thus −A generates an analytic
semigroup on X (see Remark 2.1.4). Setting ζλ = AλS �G, by Proposition 3.4.9 and the fact that
0 ∈ %(A), one has

‖ζ 1
2−θ
‖Lp(Ω;C0([0,∞);DA(θ− 1+κ

p ,p)))

≤ K‖ζ 1
2−θ
‖Lp(Ω;Hθ,p([0,∞),wκ;X)) +K‖ζ 1

2−θ
‖Lp(Ω;Lp(R+,wκ;D(Aθ)))

= K‖ζ 1
2−θ
‖Lp(Ω;Hθ,p(R+,wκ;X)) +K‖ζ 1

2
‖Lp(Ω×R+,wκ;X))

≤ CK‖G‖Lp(Ω×R+,wκ;γ(H,X)).

(3.19)

Since A
1
2−θ : DA

(
1
2 −

1+κ
p , p

)
→ DA

(
θ− 1+κ

p , p
)
is an isomorphism (see [197, Theorem 1.15.2 (e)]),

we have

‖S �G‖Lp(Ω;C0([0,∞);DA( 1
2−

1+κ
p ,p))) hA,θ,p ‖ζ 1

2−θ
‖Lp(Ω;C0([0,∞);DA(θ− 1+κ

p ,p)))

≤ CK‖G‖Lp(Ω×R+,wκ;γ(H,X));

where in the last inequality we have used (3.19).
(3): This follows from the same argument as in (2) using Proposition 2.2.5(2) instead of Propo-

sition 2.2.5(1).

Remark 3.4.11. Similar to [166, Remark 5.1] (see also the references therein), Theorem 3.4.10 can
be localized via a standard stopping time argument. For future references, we give the explicit
formulation for Theorem 3.4.10(3):

Let θ > 1
p , κ ∈ [0, p2 − 1), A ∈ SMRθ(p,∞) and let τ > 0 be a stopping time then for any

G ∈ L0
P(Ω;Lp((τ,∞), wκ; γ(H,X))),

S �G ∈ L0
(

Ω;C0

(
(τ ;∞);DA

(1

2
− 1

p
, p
)))

.
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Chapter 4

Local existence for stochastic
evolution equations in critical spaces

In this chapter X0, X1 denote Banach spaces with UMD and type 2 such that X1 ↪→ X0 densely,
H denotes an Hilbert space with dimension dimH ≥ 1, and Xθ := [X0, X1]θ and XTr

κ,p =
(X0, X1)1− 1+κ

p ,p (see Assumption 4.2.1). Here (Ω,F = (Ft)t≥0,A ,P) and P denote an underlying
complete filtered probability space and P the progressive sigma algebra, respectively. Moreover
we assume that F0 contains all the P-null sets in A .

The aim of this chapter is to give a new and systematic treatment of the well-posedness of
semilinear and quasilinear parabolic evolution equations of the form{

du+A(t, u)udt = F (t, u)dt+ (B(t, u) +G(t, u))dWH , t ∈ R+,

u(0) = u0.
(4.1)

The nonlinearities F and G decompose as F = FTr + Fc + FL and G = GTr + Gc + GL where
FTr, GTr are locally Lipschitz on the ‘trace space’ XTr

κ,p, FL, GL are globally Lipschitz nonlinearities
on X1, and Fc and Gc are locally Lipschitz with polynomial growth maps defined on [X0, X1]ϕ
with ϕ ∈ (0, 1). The growth ρ and the ‘roughness in space’ ϕ of the nonlinearities Fc, Gc have to
satisfy the following relation (cf. (4.18) and (4.20))

ρ
(
ϕ− 1 +

1 + κ

p

)
+ ϕ ≤ 1. (4.2)

If in (4.2) the equality holds, then we say that XTr
κ,p is critical for (4.1) and in applications to

SPDEs such spaces turn out to enjoy the right (local) scaling of the equations under study.
This chapter is organised as follows. In Section 4.1 we provide additional preliminary results on

anisotropic function spaces with power weights and we define suitable spaces of stopped processes.
In Section 4.2 we introduce and present several results on a generalized notion of weighted stochastic
maximal Lp-regularity. The set of all couples (A,B) having (the generalized) maximal Lp-regularity
will be denoted by either SMRp,κ(T ) or SMR•p,κ(T ) in the case that sharp space-time estimates
also hold. For the classes just introduced we prove the following transference result

if (A,B) ∈ SMRp,κ(T ) and SMR•p,κ(T ) 6= ∅ ⇒ (A,B) ∈ SMR•p,κ(T ),

which will be employed several times in applications. In Section 4.3, after introducing the notion
of Lpκ-solutions to (4.1) we state and prove a local existence result for (4.1). For the reader’s
convenience, we give the basic idea behind the proof of Theorem 4.3.5 which motivates the proof
of several lemmas proven in Section 4.3. The idea is to linearize the quasilinear part of the
equation at the initial data, i.e. writing A(t, u) = A(t, u0) + (A(t, u) − A(t, u0)), and B(t, u) =
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B(t, u0) + (B(t, u)−B(t, u0)) and to consider the following truncatation of (4.1)
du+A(t, u0)udt = Λ(u, u0; t)(F (t, u) +A(t, u0)−A(t, u))dt

+[B(t, u0) + Λ(t, u0, u)(G(t, u) +B(t, u)−B(t, u0))]dWH , t ∈ R+,

u(0) = u0,

(4.3)

where Λ(t, u, u0) = 1 provided u and u−u0 are small (say less than 1) in Lp(IT ×Ω, wκ;X1)∩X(T )-
and C([0, T ];XTr

κ,p)-norms, respectively. Here the space X is a suitable intersection of Lebesgue
spaces which is designed to control the nonlinearities Fc and Gc (see Subsection 4.3.3). Definying
the stopping times σ := inf{t ∈ [0, T ] : ‖u‖Lp(IT×Ω,wκ;X1)∩X(T ) + ‖u − u0‖C([0,T ];XTr

κ,p) ≥ 1}, we
check that the stopped process u|[0,σ)×Ω is a local solution to (4.1). The above strategy requires
the study of the truncated nonlinearity appearing in (4.3). For technical reasons, we use the
decompositions F = FTr +Fc+FL, G = GTr +Gc+GL and we estimate the truncations separately.

The results in this chapter are taken from Sections 2-4 of my work [3].

4.1 Preliminaries

4.1.1 Embedding results for Sobolev spaces with power weights
In this subsection we collect some basic embedding results for the spaces introduced in Subsection
2.2. To begin, let us introduce Sobolev embeddings and interpolation inequalities for Hs,p. Some
of the following results might also hold for general Banach spaces, but since we will use the UMD
property many times we prefer the presentation below. Note that the difficulty in the proofs below
is that we want estimates with T -independent constants as this is required in fixed point arguments
below.

The following result on vector-valued Sobolev spaces follows from [145, sections 5 and 6]. The
scalar unweighted case is simpler, and in that case the result is a special case of [187].

Theorem 4.1.1. Let X be a UMD space, p ∈ (1,∞), κ ∈ (−1, p−1), s ∈ (0, 1), and I ∈ {R,R+}.
If s 6= 1+κ

p , then

0H
s,p(I, wκ;X) =

{ {u ∈ Hs,p(I, wκ;X) : u(0) = 0}, if s > 1+κ
p ,

Hs,p(I, wκ;X), if s < 1+κ
p ,

isomorphically.

By using the extension operator of Proposition 2.2.4 one can see that Theorem 4.1.1 extends
to I = (0, T ) with T ∈ (0,∞). In particular, if s 6= 1+κ

p , then 0H
s,p(I, wκ;X) is a closed subspace

of Hs,p(I, wκ;X). As a consequence the estimate ‖u‖
0H

s,p(I,wκ;X) h ‖u‖Hs,p(I,wκ;X) holds, where
we need the condition u(0) = 0 if s > 1+κ

p . The theorem will usually be applied through the latter
norm equivalence.

Proposition 4.1.2 (Sobolev embedding). Let X be a UMD Banach space. Let T ∈ (0,∞] and
set IT = (0, T ). Assume that 1 < p0 ≤ p1 <∞, s0, s1 ∈ (0, 1) and κi ∈ (−1, pi − 1) for i ∈ {0, 1}.
Assume κ1

p1
≤ κ0

p0
and s0 − 1+κ0

p0
≥ s1 − 1+κ1

p1
. Then there is a constant C independent of T such

that for all f ∈ 0H
s0,p0(IT , wκ0 ;X),

‖f‖
0H

s1,p1 (IT ,wκ1 ;X) ≤ C‖f‖0Hs0,p0 (IT ,wκ0 ;X).

The same holds with 0H
si,pi(IT , wκi ;X) replaced by Hsi,pi(IT , wκi ;X) with a constant C which

depends on T .

Proof. First assume s1 6= 1+κ1

p1
. Let 0ET be as in Proposition 2.2.4(1). Then

‖f‖
0H

s1,p1 (IT ,wκ1 ;X)≤‖ 0ET f‖0Hs1,p1 (R,wκ1 ;X).
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where we used Proposition 2.2.2 for 0ET f . By Theorem 4.1.1 it remains to estimate the term
‖ 0ET f‖Hs1,p1 (R,wκ1 ;X). By [157, Propositions 3.2 and 3.7], ‖ 0ET f‖Hsi,pi (R,wκi ;X) is equivalent to
‖ 0ET f‖H si,pi (R,wκi ;X), where H denotes the Bessel potential space. Therefore, by the weighted
Sobolev embedding result [154, Corollary 1.4] we obtain

‖ 0ET f‖Hs1,p1 (R,wκ1 ;X) . ‖ 0ET f‖Hs0,p0 (R,wκ0 ;X).

By (2.8) and Proposition 2.2.4(1) we obtain

‖ 0ET f‖Hs0,p0 (R,wκ0 ;X) ≤ ‖ 0ET f‖0Hs0,p0 (R,wκ0 ;X) . ‖f‖0Hs0,p0 (IT ,wκ0 ;X),

and the result follows by combining the estimates.
In the case s1 − 1+κ1

p1
= 0 we use an interpolation argument. Let ε > 0 be so small that

s±j := sj ± ε ∈ (0, 1). Then by the previous considerations

0H
s±0 ,p0(IT , wκ0 ;X) ↪→ 0H

s±1 ,p1(IT , wκ1 ;X),

where the embedding constants can be taken T -independent. Interpolating both embeddings gives
the desired embedding in the remaining case.

The final assertion can be proved with the same method, but one can avoid Theorem 4.1.1.
Moreover, one needs to use the extension operator onHs,p spaces provided by Proposition 2.2.4.

Next we prove a version of the mixed derivative result [146, Theorem 3.18], but with T -
independent estimates.

Proposition 4.1.3 (Mixed derivative inequality). Let (X0, X1) be an interpolation couple such
that both X0 and X1 are UMD spaces. Let pi ∈ (1,∞), κi ∈ (−1, pi − 1), and si ∈ (0, 1) for
i ∈ {0, 1}. For θ ∈ (0, 1) set

s := s0(1− θ) + s1θ,
1

p
:=

1− θ
p0

+
θ

p1
, κ = (1− θ) p

p0
κ0 + θ

p

p1
κ1.

Assume T ∈ (0,∞] and s 6= 1+κ
p . Then there exists a constant C > 0 independent of T ∈ (0,∞]

such that for all f ∈ 0H
s0,p0(IT , wκ0

;X0) ∩ 0H
s1,p1(IT , wκ1

;X1),

‖f‖
0H

s,p(IT ,wκ;[X0,X1]θ) ≤ C‖f‖1−θ
0H

s0,p0 (IT ,wκ0 ;X0)‖f‖
θ

0H
s1,p1 (IT ,wκ1 ;X1).

The same holds with 0H
si,pi(IT , wκi ;Xi) replaced by Hsi,pi(IT , wκi ;Xi) with a constant C which

depends on T in which case s = 1+κ
p is also allowed.

Proof. Let 0ET be as in Proposition 2.2.4(1). By construction (see Proposition 2.2.4) 0ET does not
depend on pi, κi, si, Xi. Therefore, Proposition 2.2.2 gives

‖f‖
0H

s,p(IT ,wκ;[X0,X1]θ) ≤ ‖ 0ET f‖0Hs,p(R,wκ;[X0,X1]θ).

Since s 6= 1+κ
p , by Theorem 4.1.1 it suffices to estimate ‖ 0ET f‖Hs,p(R,wκ;[X0,X1]θ). The inter-

polation result [146, Theorem 3.18] implies

‖ 0ET f‖Hs,p(R,wκ;[X0,X1]θ) ≤ C‖ 0ET f‖1−θHs0,p0 (R,wκ0 ;X0)‖ 0ET f‖θHs1,p1 (R,wκ1 ;X1).

As in the proof of Proposition 4.1.2 one can check that

‖ 0ET f‖Hsi,pi (R,wκi ;Xi) ≤ ‖ 0ET f‖0Hsi,pi (R,wκi ;Xi) . ‖f‖0Hsi,pi (IT ,wκi ;Xi),

and we can conclude the required embedding holds.
The final assertion can be proved in a similar way.
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Remark 4.1.4. It is to be expected that combining the methods of [145] with [146, Theorem 3.18],
Proposition 4.1.3 can be improved to

[0H
s0,p0(R+, wκ0 ;X0), 0H

s1,p1(R+, wκ1
;X1)]θ = 0H

s,p(R+, wκ; [X0, X1]θ) (4.4)

under the condition s 6= 1+κ
p . In the case that s = 1+κ

p , we expect the embedding

0H
s0,p(IT , wκ;X0) ∩ 0H

s1,p(IT , wκ;X1) ↪→ 0H
s,p(IT , wκ; [X0, X1]θ)

to be valid with T -independent constants as well. This could be proved by a reiteration and
interpolation argument using (4.4).

We conclude this section by recalling an optimal trace result for anisotropic spaces. This result
is a special case of the trace embedding of [2]. In the case that X1 = D(A) where A ∈ BIP and
0 ∈ ρ(A), the following is a consequence of Proposition 2.2.5. Moreover, the UMD condition can
be avoided. As above, for an interval J ⊆ R+ and a Banach space X, we denote by C0(J ;X) the
set of all continuous functions f : J → X vanishing at infinity endowed with the norm given by
the right-hand side of (2.1).

Proposition 4.1.5. Let (X0, X1) be a couple of Banach space such that X1 ↪→ X0. Set X1−θ :=
[X0, X1]1−θ or X1−θ = (X0, X1)1−θ,r with r ∈ [1,∞]. Assume that p ∈ (1,∞), κ ∈ [0, p − 1),
θ ∈ (0, 1) and T ∈ (0,∞]. Then the following holds:

(1) If θ > 1+κ
p , then

Hθ,p(IT , wκ;X1−θ) ∩ Lp(IT , wκ;X1) ↪→ C0

(
IT ; (X0, X1)1− 1+κ

p ,p

)
;

(2) If θ > 1
p , then for any 0 < ε < T and Jε,T = (ε, T )

Hθ,p(IT , wκ;X1−θ) ∩ Lp(IT , wκ;X1) ↪→ C0

(
Jε,T ; (X0, X1)1− 1

p ,p

)
.

Moreover, the constants in (1) and (2) depend only on η if T ∈ (η,∞]. Furthermore, if we replace
Hθ,p by 0H

θ,p in (1) and (2) the constants in the embeddings can be chosen independent of T > 0.

Here (1) follows from the above mentioned references and Proposition 2.2.4. To prove (2) one
can reduce to (1) with κ = 0 by Proposition 2.2.2 and a translation argument. To prove the
embeddings (1) and (2) for 0H

θ,p by Proposition 2.2.4 it suffices to consider the case T = ∞ in
which case the result follows from (1) for Hθ,p.

4.1.2 Stochastic setting
A stopping time τ is a measurable map τ : Ω→ [0, T ] such that {τ ≤ t} ∈ Ft for all t ∈ [0, T ]. We
denote by J0, σK the stochastic interval

J0, σK := {(t, ω) ∈ IT × Ω : 0 ≤ t ≤ σ(ω)}.

Analogously definitions hold for J0, σM, L0, σM etc.
In accordance with the previous notation, for A ⊆ Ω and τ, µ two stopping times such that

τ ≤ µ, we set

[0, T ]× Ω ⊇ [τ, µ]×A := {(t, ω) ∈ [0, T ]×A : τ(ω) ≤ t ≤ µ(ω)}.

In particular, J0, σK = [0, σ]× Ω.
Let X be a Banach space and let A ∈ A. We say that u : [0, µ]×A→ X is strongly measurable

(resp. strongly progressively measurable) if the process

1[0,µ]×Au :=

{
u, on [0, µ]×A,
0, otherwise,

(4.5)
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is strongly measurable (resp. strongly progressively measurable).
To each stopping time τ we can associate the σ-algebra of the τ -past,

Fτ := {A ∈ A : {τ ≤ t} ∩A ∈ Ft, ∀t ∈ [0, T ]}.

The following well-known results will be used frequently in the thesis without further mentioning
(see [110, Lemmas 7.1 and 7.5]).

Proposition 4.1.6. Let τ be a stopping time. Then Fτ is a σ-algebra and satisfies the following
properties.

• If τ = t a.s. for some t ∈ [0, T ], then Fτ = Ft.

• If X : [0, T ]×Ω→ X is a strongly progressively measurable process, then the random variable
Xτ (ω) := X(τ(ω), ω) is strongly Fτ -measurable.

We continue with another measurability lemma.

Lemma 4.1.7. Let X be a Banach space. For each t ∈ [0, T ], let Yt be a space of functions
f : [0, t]→ X. Assume that for each f ∈ YT and each t ∈ [0, T ],

• f |[0,t] ∈ Yt;

• t 7→ ‖f |[0,t]‖Yt is increasing;

Let u : Ω→ YT be strongly measurable and τ be a stopping time. Then ω 7→ ‖u(ω)|[0,τ(ω)]‖Yτ(ω)
is

measurable.

Proof. Since u is strongly measurable, we may assume that YT is separable.
Let Ψ : [0, T ]× YT → [0,∞) be given by Ψ(t, f) = ‖f |[0,t]‖Yt . Then since for f ∈ YT , Ψ(·, f) is

increasing, it follows that Ψ(·, f) is measurable. For t ∈ [0, T ] and f, g ∈ YT ,

|Ψ(t, f)−Ψ(t, g)| ≤ ‖(f − g)|[0,t]‖Yt ≤ ‖f − g‖YT .

Therefore, Ψ(t, ·) is continuous. Since YT is separable this implies Ψ is measurable (see [9, Lemma
4.51]).

On the other hand, ζ : Ω → [0, T ] × YT defined by ζ(ω) = (τ(ω), u(ω)) is measurable. Since
‖u(ω)|[0,τ(ω)]‖Yτ(ω)

= Ψ(ζ(ω)) = (Ψ ◦ ζ)(ω) the required measurability follows.

The lemma will be applied to the spaces Yt such as

C([0, t];X), Lp(0, t, wκ;X), Hθ,p(It, wκ;X), 0H
θ,p(It, wκ;X).

The first two examples are simple because the norm is actually a continuous function of t ∈ [0, T ].
In the cases Hθ,p and 0H

θ,p it is not obvious whether the norms are continuous in t ∈ [0, T ], but
fortunately, they are increasing by Proposition 2.2.4.

The above lemma implies that the following versions of stopped spaces with stopped norms are
well-defined.

Definition 4.1.8. Let X be a Banach space. Let T > 0, p, q ∈ (1,∞), r ∈ {0} ∪ [1,∞) and
θ ∈ [0, 1]. Assume that τ is a stopping time such that τ : Ω → [0, T ]. Let (Yt)t∈[0,T ] be as
in Lemma 4.1.7. We say that u ∈ LrP(Ω;Yτ ) if there exists a strongly progressively measurable
ũ ∈ Lr(Ω;YT ) such that ũ|J0,τK = u. If in addition r ∈ [1,∞), we set

‖u‖rLr(Ω;Yτ ) := E
(
‖ũ|[0,τ ]‖rYτ

)
. (4.6)

Using Lemma 4.1.7 one can check that the expectation in (4.6) is well-defined. Moreover, one
can check that the norm does not depend on the choice of ũ.
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4.2 Stochastic maximal Lp-regularity
The following assumptions will be made throughout Sections 4.2 and 4.3.

Assumption 4.2.1. Let X0, X1 be UMD Banach spaces with type 2 and assume X1 ↪→ X0 densely.
Assume one of the following two settings is satisfied

• p ∈ (2,∞) and κ ∈ [0, p2 − 1);

• p = 2, κ = 0 and X0, X1 are Hilbert spaces.

For θ ∈ (0, 1), and p, κ as above let

Xθ := [X0, X1]θ, XTr
κ,p := (X0, X1)1− 1+κ

p ,p, XTr
p := XTr

0,p.

The spacesXθ have UMD and type 2 (see [107, Proposition 4.2.17] and [108, Proposition 7.1.3]).
The same holds for XTr

p but this will not be needed.
Moreover, in the case p = 2 and κ = 0, by [107, Corollary C.4.2] we have X 1

2
= (X0, X1) 1

2 ,2
=

XTr
2 . This is the reason we only consider Hilbert spaces if p = 2 and it will be used without further

mentioning it.

4.2.1 Stochastic maximal Lp-regularity
In this subsection we collect some basic definitions.

The next assumption is solely for Section 4.2, where the linear theory is treated.

Assumption 4.2.2. Let T ∈ (0,∞] and set IT := (0, T ). The maps A : IT × Ω → L (X1, X0)
and B : IT ×Ω→ L (X1, γ(H,X1/2)) are strongly progressively measurable. Moreover, we assume
there exists CA,B > 0 such that

‖A(t, ω)‖L (X1,X0) + ‖B(t, ω)‖L (X1,γ(H,X1/2)) ≤ CA,B ,

for a.a. ω ∈ Ω and all t ∈ IT .

Note that A is a family of unbounded operators on X0 and D(A(t, ω)) = X1, and B is a family
of unbounded operators on X1/2 with domain D(B(t, ω)) = X1. The orders of both terms are
comparable as the A-term is for the deterministic part, and the B-term for the stochastic part.

Stochastic maximal Lp-regularity is concerned with the optimal regularity estimate for the
linear abstract stochastic Cauchy problem:{

du(t) +A(t)u(t)dt = f(t)dt+ (B(t)u(t) + g(t))dWH(t), t ∈ [0, T ],

u(0) = u0.
(4.7)

Next we give the definition of a strong solution.

Definition 4.2.3. Let τ be a stopping time which takes values in [0, T ]. Let the Assumptions
4.2.1-4.2.2 be satisfied. Assume that

u0 ∈ L0
F0

(Ω;X0), f ∈ L0
P(Ω;L1(Iτ ;X0)), g ∈ L0

P(Ω;L2(Iτ ; γ(H,X0))).

A strongly progressive process u : J0, τK → X1 is a strong solution to (4.7) on J0, τK if a.s. u ∈
L2(Iτ ;X1), and a.s. for all t ∈ Iτ ,

u(t)− u0 +

∫ t

0

A(s)u(s)ds =

∫ t

0

(B(s)u(s) + g(s))dWH(s) +

∫ t

0

f(s)ds. (4.8)

Note that a strong solution automatically satisfies u ∈ L0(Ω;C([0, τ ];X0)).
We are ready to define weighted stochastic maximal Lp-regularity in a similar way as in [174].
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Definition 4.2.4 (Stochastic maximal Lp-regularity). Let the Assumptions 4.2.1-4.2.2 be satisfied.
We write (A,B) ∈ SMRp,κ(T ) if for every

f ∈ LpP(Ω;Lp(IT , wκ;X0)) and g ∈ LpP(Ω;Lp(IT , wκ; γ(H,X1/2)))

there exists a strong solution u to (4.7) on J0, T K with u0 = 0 such that u ∈ Lp(IT × Ω, wκ;X1),
and moreover for all stopping times τ : Ω→ [0, T ] and any strong solution u ∈ Lp(Iτ ×Ω, wκ;X1)
the following estimate holds

‖u‖Lp(Iτ×Ω,wκ;X1) ≤ C‖f‖Lp(Ω;Lp(Iτ ,wκ;X0)) + C‖g‖Lp(Ω;Lp(Iτ ,wκ;γ(H,X1/2))),

where C is independent of f , g and τ .
In the unweighted case we set SMRp(T ) := SMRp,0(T ). Finally, we write A ∈ SMRp,κ(T )

if (A, 0) ∈ SMRp,κ(T ).

As a consequence of the estimate in the above definition, a strong solution u ∈ Lp(Iτ×Ω, wκ;X1)
on J0, τK to (4.7) is unique.

Often we will need the following stronger form of stochastic maximal Lp-regularity, where
additional time-regularity is required. For technical reasons the definitions for p > 2 and p = 2 are
different.

Definition 4.2.5. Let the Assumptions 4.2.1-4.2.2 be satisfied.

(1) For p > 2, we write (A,B) ∈ SMR•p,κ(T ) if (A,B) ∈ SMRp,κ(T ) and for every f ∈
LpP(Ω;Lp(IT , wκ;X0)) and g ∈ LpP(Ω;Lp(IT , wκ; γ(H,X1/2))) the strong solution u to (4.7)
on J0, T K with u0 = 0 satisfies u ∈ Lp(Ω;Hθ,p(IT , wκ;X1−θ)) for every θ ∈ [0, 1/2), and

‖u‖Lp(Ω;Hθ,p(IT ,wκ;X1−θ)) ≤ C‖f‖Lp(Ω;Lp(IT ,wκ;X0)) + C‖g‖Lp(Ω;Lp(IT ,wκ;γ(H,X1/2))),

where C does not depend on f and g.

(2) We write (A,B) ∈ SMR•2,0(T ) if (A,B) ∈ SMR2,0(T ) and for every f ∈ L2
P(IT ×Ω;X0) and

g ∈ L2
P(IT ×Ω; γ(H,X1/2)) the solution u to (4.7) with u0 = 0 satisfies u ∈ L2(Ω;C(IT ;X 1

2
))

and
‖u‖L2(Ω;C(IT ;X 1

2
)) ≤ C‖f‖L2(IT×Ω;X0) + C‖g‖L2(IT×Ω;γ(H,X1/2)),

where C does not depend on f and g.

In the unweighted case we set SMR•p(T ) := SMR•p,0(T ). Furthermore, we write A ∈ SMR•p,κ(T )
if (A, 0) ∈ SMR•p,κ(T ).

Although we allow θ = 1+κ
p in the above definition, later on we will omit this case since some

technical difficulties arise related to Theorem 4.1.1.
In the next section we give examples of pairs (A,B) which are in SMR•p,κ(T ).

4.2.2 Operators with stochastic maximal Lp-regularity
There exists an extensive list of examples on stochastic maximal Lp-regularity and in this section
we review a selection. We will only consider maximal Lp-regularity in the Bessel-potential scale.

The case Hilbert space case for SMRp,κ(T ) was first studied by several different methods for
p = 2 and κ = 0. We refer to the following papers for more detailed information.

• [50, Theorem 6.14] the semigroup approach under restrictions on the interpolation spaces.

• [148] the monotone operators approach, where A and B not even need to be linear.

• [126] W k,2-theory on domains with weights.
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In some cases one can even obtain that the operator is in SMR•2(T ). For instance this holds if
A is the generator of a C0-semigroup on X 1

2
which has a dilation to a C0-group (see [98]). In

particular, this holds if the semigroup is quasi-contractive ‖e−tA‖L (X 1
2

) ≤ etω or A has a bounded
H∞-calculus of angle < π/2 on X0 (see [138, Theorem 11.13]).

In the setting X0 = Hs,p the stochastic maximal regularity of the form SMRp,κ(T ) has been
obtained mostly for second order elliptic operators starting in [128, 129, 130] in the Rd-case in
what is usually called Krylov’s Lp-theory for SPDEs. It was afterwards extended to domains:

Example 4.2.6.

• [45] and [149] heat equation on an angular domain with weights;

• [44] heat equation on polygonal domains with weights;

• [69] C2-domains no weights;

• [116, 117, 118] C1-domains with weights;

• [134] half space case with weights;

and second order systems:

• [120] second order systems with B of special form;

• [159] second order systems with B of special form.

The stronger form of stochastic maximal regularity SMR•p(T ) was proved in [166] for B = 0
and A independent of (t, ω) using the H∞-calculus. Combined with a perturbation argument, the
case κ ∈ [0, p2 − 1) was obtained in Theorem 3.4.10.

Theorem 4.2.7. Let Assumption 4.2.1 be satisfied. Let X0 be isomorphic to a closed subspace of
an Lq-space for some q ∈ [2,∞) on a σ-finite measure space. Let A be a closed operator on X0

such that D(A) = X1. Assume that there exists a λ ∈ R such that λ+A has a bounded H∞-calculus
of angle < π/2. Then A ∈ SMR•p,κ(T ) for all T <∞. Furthermore, if A is invertible and λ = 0,
then the result extends to T =∞.

In particular, this result can be combined with the examples listed in Example 2.1.1.
In [165] SMR•p,κ(T ) was obtained for regular time dependent A for small B using perturbation

arguments. By combining ideas from Krylov’s Lp-theory and the semigroup approach of [166] this
was improved in [174] to a large class of abstract operators (A,B) as in Assumption 4.2.2 and
where no time-regularity is assumed. In particular, it applies to second order systems with B 6= 0,
and higher order systems with small B 6= 0 and in particular improves [128, 129, 130] and [120].
We will come back to those examples in later sections.

By definition SMR•p,κ(T ) ⊆ SMRp,κ(T ). The following somewhat surprising result states that
SMR•p,κ(T ) 6= ∅ is a necessary and sufficient condition for the reverse inclusion to hold. Usually
the non-emptyness can be checked with Theorem 4.2.7 by showing that there is some operator Ã
on X0 with D(Ã) = X1 and which has a bounded H∞-calculus of angle < π/2.

Proposition 4.2.8 (Transference of stochastic maximal regularity). Let the Assumptions 4.2.1-
4.2.2 be satisfied. Let (A,B) ∈ SMRp,κ(T ) and assume the existence of a couple (Ã, B̃) which
satisfies Assumption 4.2.2 and belongs to SMR•p,κ(T ). Then (A,B) ∈ SMR•p,κ(T ).

Proof. Let us analyse the case p > 2. The other case follows in the same way. By Definition
4.2.5 we have to prove that for any f ∈ LpP(IT ×Ω, wκ;X0), g ∈ LpP(IT ×Ω, wκ; γ(H,X1/2)) and
θ ∈ [0, 1/2) the unique strong solution u ∈ LpP(IT × Ω, wκ;X1) to (4.7) on J0, T K with u0 = 0
verifies

u ∈ Lp(Ω;Hθ,p(IT , wκ;X1−θ)).
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To this end, note that{
du+ Ãudt = B̃udWH + ((Ã−A)u+ f)dt+ ((B − B̃)u+ g)dWH , t ∈ [0, T ],

u(0) = 0.

Fix θ ∈ [0, 1/2). Since u ∈ LpP(IT × Ω, wκ;X1) and (Ã, B̃) ∈ SMR•p,κ(T ), one has

‖u‖Lp(Ω;Hθ,p(IT ,wκ;X1−θ))

. ‖(Ã−A)u+ f‖Lp(IT×Ω,wκ;X0) + ‖(B − B̃)u+ g‖Lp(IT×Ω,wκ;γ(H,X1/2))

(i)

. ‖u‖Lp(IT×Ω,wκ;X1) + ‖f‖Lp(IT×Ω,wκ;X0) + ‖g‖Lp(IT×Ω,wκ;γ(H,X1/2))

(ii)

. ‖f‖Lp(IT×Ω,wκ;X0) + ‖g‖Lp(IT×Ω,wκ;γ(H,X1/2)),

where in (i) we used Assumption 4.2.2 and in (ii) we used (A,B) ∈ SMRp,κ(T ).

Remark 4.2.9.

(1) Proposition 4.2.8 is actually needed in the proof [174, Theorem 3.18] and it was overlooked. The
result can be used to deduce the stronger form of stochastic maximal Lp-regularity SMR•p,κ(T )
also for some cases of the list in Example 4.2.6. In particular, this will play a role in later
sections.

(2) [174, Theorem 3.9] contains another transference result which allows to deduceA ∈ SMR•p,κ(T )

from maximal Lp-regularity for the deterministic problem (i.e. g = 0, B = 0) and Ã ∈
SMRp,κ(T ) for some family Ã. Moreover, in special cases it is shown that one can reduce to
B = 0 in [174, Theorem 3.18].

(3) Theorem 4.2.7 also holds for operators A : Ω → L (X1, X0) as long as the estimates for the
H∞-calculus are uniform in Ω.

To finish this subsection we mention that there are also perturbation results for SMR•p,κ(T )
(see [174, Theorem 3.15] and Theorem 9.1.4 below).

4.2.3 Initial values and the solution operator
The aim of this subsection is the study of the linear problem (4.7) with non-trivial initial data and
to introduce some notations.

Proposition 4.2.10. Suppose Assumptions 4.2.1, and 4.2.2 hold. Let (A,B) ∈ SMRp,κ(T ).
Then for any u0 ∈ LpF0

(Ω;XTr
κ,p), f ∈ L

p
P(IT × Ω, wκ;X0) and g ∈ LpP(IT × Ω, wκ; γ(H,X1/2))

there exists a unique strong solution u ∈ Lp(IT × Ω, wκ;X1) to (4.7) on J0, T K and

‖u‖Lp(IT×Ω,wκ;X1) ≤ C‖f‖Lp(IT×Ω,wκ;X0)

+ C‖g‖Lp(IT×Ω,wκ;γ(H,X1/2)) + C‖u0‖Lp(Ω;XTr
κ,p),

(4.9)

where C is independent of f , g and u0.
If in addition (A,B) ∈ SMR•p,κ(T ), then for all θ ∈ [0, 1/2) the left-hand side of (4.9) can be

replaced by ‖u‖Lp(Ω;Hθ,p(IT ,wκ;X1−θ)) if p > 2 with C additionally depending on θ, and replaced by
‖u‖Lp(Ω;C(IT ;X1/2)) if p = 2.

Proof. The proof is similar to [15, Lemma 2.2]. For the reader’s convenience, we include the details.
In steps 1-3, we assume only that (A,B) ∈ SMRp,κ(T ).

Step 1: Uniqueness. This follows from (A,B) ∈ SMRp,κ(T ) and Definition 4.2.4.
Step 2: u exists and (4.9) holds provided u0 is simple. Recall that (see [20, Theorem 3.12.2]

or [198, Theorem 1.8.2, p. 44]) the real interpolation space XTr
κ,p can be characterized as the set
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of all x ∈ X0 + X1 such that there exists h ∈ W 1,p(R+, wκ;X0) ∩ Lp(R+, wκ;X1) which satisfies
x = h(0). Moreover,

‖x‖XTr
κ,p

h inf{‖h‖W 1,p(R+,wκ;X0)∩Lp(R+,wκ;X1) : h(0) = x}. (4.10)

Let u0 ∈ LpF0
(Ω;XTr

κ,p) be simple. By (4.10) applied pointwise w.r.t. ω ∈ Ω, one can check that
there exists a simple map h ∈ LpF0

(Ω;W 1,p(R+, wκ;X0) ∩ Lp(R+, wκ;X1)) such that

‖h‖Lp(Ω;W 1,p(R+,wκ;X0)∩Lp(R+,wκ;X1)) . ‖u0‖Lp(Ω;XTr
κ,p), (4.11)

where the implicit constant does not depend on u0. Set u := h+ v. Then u is a strong solution to
(4.7) on J0, T K if and only if v is a strong solution on J0, T K to{

dv +A(t)vdt = (f + ḣ−A(t)h)dt+ (B(t)v +B(t)h+ g)dWH , t ∈ IT ,
v(0) = 0.

(4.12)

By (4.11) and the fact that (A,B) ∈ SMRp,κ(T ), (4.9) follows.
Step 3: u exists and (4.9) holds for all u0 ∈ LpF0

(Ω;XTr
κ,p). By [107, Lemma 1.2.19], there exists

a uniformly bounded sequence of simple maps (u0,n)n≥1 ⊆ LpF0
(Ω;XTr

κ,p) such that u0,n → u0

in LpF0
(Ω;XTr

κ,p). Thus, the conclusion follows from Step 2 and the completeness of LpP(IT ×
Ω, wκ;X1).

Step 4: The last claim holds. Similarly to Step 3, it is enough to consider u0 simple. Thus,
as in Step 2, there exists h ∈ LpF0

(Ω;W 1,p(R+, wκ;X0) ∩ Lp(R+, wκ;X1)) such that (4.10) holds.
Then by Proposition 4.1.3 and the fact that (A,B) ∈ SMR•p,κ(T ), the claim follows by writing
u = h+ v where v solves (4.12).

Remark 4.2.11. Under the assumption that X1 = D(Ã), for a sectorial operator Ã on X0 with
angle ω(Ã) < π/2, the proof of Proposition 4.2.10 simplifies. See step 0 in [174, Theorem 3.15].
This type of assumption is satisfied in all the applications which will be presented in this thesis.

Next we will define certain solution operators which will be used in Section 4.3. Suppose
(A,B) ∈ SMR•p,κ(T ) and that Assumptions 4.2.1-4.2.2 hold. Using Proposition 4.2.10 for p > 2
we can define R(A,B)(u0, f, g) = u, where u is the strong solution to (4.7) as a mapping from

LpF0
(Ω;XTr

κ,p)× L
p
P(IT × Ω, wκ;X0)× LpP(IT × Ω, wκ; γ(H,X1/2))

into ⋂
θ∈[0,1/2)

Lp(Ω;Hθ,p(IT , wκ;X1−θ)).

By linearity, we can write

R(A,B)(u0, f, g) = R(A,B)(u0, 0, 0) + R(A,B)(0, f, 0) + R(A,B)(0, 0, g).

Note that R(A,B)(0, ·, ·) actually maps into Lp(Ω; 0H
θ,p(IT , wκ;X1−θ) for any θ ∈ [0, 1

2 )\{ 1+κ
p }.

Indeed, this follows from u(0) = 0 in X0, Theorem 4.1.1 and the text below it.
For later use, in the case p > 2 and θ ∈ [0, 1

2 ) \ { 1+κ
p }, we define

Cdet,θ
(A,B) = ‖R(A,B)(0, ·, 0)‖Lp(IT×Ω,wκ;X0))→Lp(Ω;0H

θ,p(IT ,wκ;X1−θ)),

Csto,θ
(A,B) = ‖R(A,B)(0, 0, ·)‖LpP(IT×Ω,wκ;γ(H,X1/2))→Lp(Ω;0H

θ,p(IT ,wκ;X1−θ)).
(4.13)

In the case p = 2 and θ ∈ (0, 1/2), we replace the range space by Lp(Ω;C(IT ;X1/2)) (which is
constant in θ ∈ (0, 1/2)). Moreover, for θ ∈ [0, 1

2 ) \ { 1+κ
p } we set

Kdet,θ
(A,B) := Cdet,θ

(A,B) + Cdet,0
(A,B), Ksto,θ

(A,B) := Csto,θ
(A,B) + Csto,0

(A,B). (4.14)

In the next proposition we collect some simple properties of the solution operator R(A,B).
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Proposition 4.2.12. Suppose Assumptions 4.2.1-4.2.2 hold. Let (A,B) ∈ SMR•p,κ(T ) and let
R := R(A,B). Let u0 ∈ LpF0

(Ω;XTr
κ,p), f ∈ L

p
P(IT × Ω, wκ;X0), g ∈ LpP(IT × Ω, wκ; γ(H,X1/2))

and set u := R(u0, f, g). Then the following assertions hold

(1) For each F ∈ F0,

1FR(u0, f, g) = R(1Fu0,1F f,1F g) = 1FR(1Fu0,1F f,1F g).

(2) Assume that v ∈ LpP(J0, σK, wκ;X1) is a strong solution to (4.7) on J0, σK, where σ is a stopping
time. Then

v = u|J0,σK = R(u0,1J0,σKf,1J0,σKg), on J0, σK.

(3) For all T1 ≤ T , the following estimates on the maximal regularity constants hold

Kdet,θ
(A|J0,T1K,B|J0,T1K) ≤ K

det,θ
(A,B) and Ksto,θ

(A|J0,T1K,B|J0,T1K) ≤ K
sto,θ
(A,B).

Proof. (1): By Definition 4.2.3, u verifies (4.8). It follows that v := 1Fu satisfies

v(t)− 1Fu0 +

∫ t

0

A(s)(1Fu(s))ds =

∫ t

0

(B(s)(v(s)) + 1F g(s))dWH +

∫ t

0

1F f(s)ds.

By uniqueness we obtain v = R(1Fu0,1F f,1F g). This proves the first identity. The second
identity follows from the first identity and 12

F = 1F .
(2): From Definition 4.2.3 we immediately see that u|J0,σK is a strong solution on J0, σK. By

uniqueness, this implies v = u|J0,σK. Thus, a.s. for all t ∈ [0, σ],

u(t)− u0 +

∫ t

0

A(s)u(s)ds =

∫ t

0

(B(s)u(s) + g(s))dWH(s) +

∫ t

0

f(s)ds.

On the other hand, ũ := R(u0,1J0,σKf,1J0,σKg) satisfies a.s. for all t ∈ [0, σ],

ũ(t)− u0 +

∫ t

0

A(s)ũ(s)ds =

∫ t

0

(B(s)ũ(s) + 1J0,σKg(s))dWH(s) +

∫ t

0

1J0,σKf(s)ds

=

∫ t

0

B(s)ũ(s)dWH(s) +

∫ t∧σ

0

g(s)dWH(s) +

∫ t∧σ

0

f(s)ds

=

∫ t

0

B(s)ũ(s)dWH(s) +

∫ t

0

g(s)dWH(s) +

∫ t

0

f(s)ds

Therefore, again by uniqueness ũ = v.
(3): This is immediate from (2) and Proposition 2.2.2.

We end this section with a lemma which can be extracted from the proof of [174, Theorem 3.15
Step 1]. For the reader’s convenience we sketch the proof.

Lemma 4.2.13. Let Assumption 4.2.1 be satisfied, and suppose that (A,B) satisfies Assumption
4.2.2. Then for each s ∈ IT there exists a constant cs > 0 such that lims↓0 cs = 0 and for
all τ stopping time satisfying 0 ≤ τ ≤ s a.s. and any f ∈ LpP(Is × Ω, wκ;X0), g ∈ LpP(Is ×
Ω, wκ; γ(H,X1/2)) and any strong solution u ∈ LpP(Iτ × Ω, wκ;X1) to (4.7) on J0, τK with u0 = 0
one has

‖u‖Lp(Iτ×Ω,wκ;X0) ≤ cs‖u‖Lp(Iτ×Ω,wκ;X1) + cs‖f‖Lp(Iτ×Ω,wκ;X0)

+ cs‖g‖Lp(Iτ×Ω,wκ;γ(H,X1/2)).

If additionally (A,B) ∈ SMR•p,κ(T ), then u = R(A,B)(0, f, g) a.e. on J0, τK and

‖u‖Lp(Iτ×Ω,wκ;X0) ≤ cs‖f‖Lp(Iτ×Ω,wκ;X0) + cs‖g‖Lp(Iτ×Ω,wκ;γ(H,X1/2)).
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Proof. Let us begin by proving the first claim. Recall that u(t) =
∫ t

0
(−A(r)u(r) + f(r))dr +∫ t

0
(B(r)u(r) + g(r))dWH(r) a.s. for each t ∈ Iτ . Let us set v(t) :=

∫ t
0
1J0,τK(−A(r)u(r) + f(r))dr+∫ t

0
1J0,τK(B(r)u(r) + g(r))dWH(r) a.s. for each t ∈ [0, s]. Note that v = u a.e. on J0, τK. By

Corollary 2.3.8,

‖v‖Lp(Ω;C(Is;X0))

.X,p ‖1J0,τK(−Au+ f)‖Lp(Ω;L1(Is;X0)) + ‖1J0,τK(Bu+ g)‖Lp(Ω;L2(Is;γ(H,X0)))

(i)

.p,κ ks
[
‖ −Au+ f‖Lp(Iτ×Ω,wκ;X0) + ‖Bu+ g‖Lp(Iτ×Ω,wκ;γ(H,X0))

]
(ii)

. A,B ks
[
‖u‖Lp(Iτ×Ω,wκ;X1) + ‖f‖Lp(Iτ×Ω,wκ;X0) + ‖g‖Lp(Iτ×Ω,wκ;γ(H,X1/2))

]
,

where in (i) we used Hölder’s inequality and κ ∈ [0, p2 −1), in (ii) we used Assumptions 4.2.1-4.2.2.
The constant ks satisfies lims↓0 ks =: k ∈ [0,∞). Therefore,

‖v‖Lp(Is×Ω,wκ;X0) ≤ kscs
[
‖u‖Lp(Iτ×Ω,wκ;X1) + ‖f‖Lp(Iτ×Ω,wκ;X0)

+ ‖g‖Lp(Iτ×Ω,wκ;γ(H,X1/2))

]
,

where cs > 0 satisfies lims↓0 cs = 0. Since v = u a.e. on J0, τK and τ ≤ s a.s., one has
‖u‖Lp(Iτ×Ω,wκ;X0) ≤ ‖v‖Lp(Is×Ω,wκ;X0), and thus the first estimate follows.

If (A,B) ∈ SMR•p,κ(T ) and u ∈ LpP(Iτ ×Ω, wκ;X1) is a strong solution to (4.7) on J0, τK, then
by Proposition 4.2.12(2), u = R(A,B)(0, f, g) = R(A,B)(0,1J0,τKf,1J0,τKg) a.e. on J0, τK. Thus

‖u‖Lp(Iτ×Ω,wκ;X1) ≤ ‖R(A,B)(0,1J0,τKf,1J0,τKg)‖Lp(IT×Ω,wκ,X1)

. ‖f‖Lp(Iτ×Ω,wκ;X1) + ‖g‖Lp(Iτ×Ω,wκ;γ(H,X1/2)),
(4.15)

and this implies the second estimate.

4.3 Local existence results
In this section we consider the following nonlinear evolution equation{

du+A(·, u)udt = (F (·, u) + f)dt+ (B(·, u)u+G(·, u) + g)dWH ,

u(0) = u0;
(4.16)

for t ∈ [0, T ] on a Banach space X0 where T <∞. Recall that Assumption 4.2.1 holds throughout
this section.

The equation (4.16) covers both the case of quasilinear and semilinear equations. In the quasi-
linear case the reader should have in mind that for each fixed x ∈ XTr

κ,p, the operators A(t, x)
and B(t, x) satisfy the mapping properties of Assumption 4.2.2. We refer to (HA) below for the
precise definitions. In the semilinear case A(t, x) and B(t, x) do not depend on x and therefore are
precisely as in Assumption 4.2.2.

The structure of the nonlinearities F and G which will be assumed below is very flexible and
extends many known results. Moreover, the structural conditions are satisfied by large classes of
SPDE.

Compared to [103, 104, 165] there are several important differences:

• we assume a joint condition on (A,B) and therefore B is not assumed to be small as one
sometimes needs with the semigroup approach to SPDEs (see e.g. [30, 80]);

• the operators A and B are allowed to be time and Ω-dependent in just a measurable way;

• we allow weights in time, so that our initial values can be very rough;

• we allow critical nonlinearities in the sense of [143, 178, 180].
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4.3.1 Assumptions on the nonlinearities
In this section we discuss the assumptions and the main results regarding (4.16). Moreover, the
definition of a strong solution to (4.16) is given in Definition 4.3.3-4.3.4 below.

Concerning the random operators A,B, the nonlinearities F,G, and the initial data, we make
the following hypothesis.

Hypothesis (Hp).

(HA) Assumption 4.2.1 holds. Let A : [0, T ]×Ω×XTr
κ,p → L (X1, X0) and B : [0, T ]×Ω×XTr

κ,p →
L (X1, γ(H,X1/2)). Assume that for all x ∈ XTr

κ,p and y ∈ X1, the maps (t, ω) 7→ A(t, ω, x)y
and (t, ω) 7→ B(t, ω, x)y are strongly progressively measurable.

Moreover, for all n ≥ 1, there exists Cn, Ln ∈ R+ such that for all x, y ∈ XTr
κ,p with

‖x‖XTr
κ,p
, ‖y‖XTr

κ,p
≤ n, t ∈ [0, T ], and a.a. ω ∈ Ω.

‖A(t, ω, x)‖L (X1,X0) ≤ Cn(1 + ‖x‖XTr
κ,p

),

‖B(t, ω, x)‖L (X1,γ(H,X1/2)) ≤ Cn(1 + ‖x‖XTr
κ,p

),

‖A(t, ω, x)−A(t, ω, y)‖L (X1,X0) ≤ Ln‖x− y‖XTr
κ,p
,

‖B(t, ω, x)−B(t, ω, y)‖L (X1,γ(H,X1/2)) ≤ Ln‖x− y‖XTr
κ,p
.

(HF) The map F : [0, T ] × Ω × X1 → X0 decomposes as F := FL + Fc + FTr where FL, Fc, FTr

are strongly measurable and for all t ∈ [0, T ], x ∈ X1 the map t 7→ F`(t, ω, x) is strongly
Ft-measurable for ` ∈ {L, c,Tr}. Moreover, FL, Fc, FTr satisfy the following estimates.

(i) There exist constants LF , L̃F , CF > 0, such that for all x, y ∈ X1, t ∈ [0, T ] and a.a.
ω ∈ Ω,

‖FL(t, ω, x)‖X0
≤ CF (1 + ‖x‖X1

),

‖FL(t, ω, x)− FL(t, ω, y)‖X0
≤ LF ‖x− y‖X1

+ L̃F ‖x− y‖X0
.

(ii) There exist an mF ≥ 1, ϕj ∈ (1 − (1 + κ)/p, 1), βj ∈ (1 − (1 + κ)/p, ϕj ], ρj ≥ 0 for
j ∈ {1, . . . ,mF } such that Fc : [0, T ] × Ω × X1 → X0 and for each n ≥ 1 there exist
Cc,n, Lc,n ∈ R+ for which

‖Fc(t, ω, x)‖X0
≤ Cc,n

mF∑
j=1

(1 + ‖x‖ρjXϕj )‖x‖Xβj + Cc,n,

‖Fc(t, ω, x)− Fc(t, ω, y)‖X0
≤ Lc,n

mF∑
j=1

(1 + ‖x‖ρjXϕj + ‖y‖ρjXϕj )‖x− y‖Xβj ,
(4.17)

a.s. for all x, y ∈ X1, t ∈ [0, T ] such that ‖x‖XTr
κ,p
, ‖y‖XTr

κ,p
≤ n. Moreover, ρj , ϕj , βj , κ

satisfy

ρj

(
ϕj − 1 +

1 + κ

p

)
+ βj ≤ 1, j ∈ {1, . . . ,mF }. (4.18)

(iii) For each n ≥ 1 there exist LTr,n, CTr,n ∈ R+ such that the mapping FTr : [0, T ] × Ω ×
XTr
κ,p → X0 satisfies

‖FTr(t, ω, x)‖X0
≤ CTr,n(1 + ‖x‖XTr

κ,p
),

‖FTr(t, ω, x)− FTr(t, ω, y)‖X0
≤ LTr,n‖x− y‖XTr

κ,p
,

for a.a. ω ∈ Ω, for all t ∈ [0, T ] and ‖x‖XTr
κ,p
, ‖y‖XTr

κ,p
≤ n.
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(HG) The map G : [0, T ] × Ω × X1 → γ(H,X1/2) decomposes as G := GL + Gc + GTr where
GL, Gc, GTr are strongly measurable and for all t ∈ [0, T ], x ∈ X1 the map t 7→ G`(t, ω, x)
is strongly Ft-measurable for ` ∈ {L, c,Tr}. Moreover, GL, Gc, GTr satisfy the following
estimates.

(i) There exist constants LG, L̃G, CG, such that for all x, y ∈ X1, t ∈ [0, T ] and a.a. ω ∈ Ω,

‖GL(t, ω, x)‖γ(H,X1/2) ≤ CG(1 + ‖x‖X1
),

‖GL(t, ω, x)−GL(t, ω, y)‖γ(H,X1/2) ≤ LG‖x− y‖X1 + L̃G‖x− y‖X0 .

(ii) There exist an mG ≥ 1, ϕj ∈ (1 − (1 + κ)/p, 1), βj ∈ (1 − (1 + κ)/p, ϕj ], ρj ≥ 0 for
j ∈ {mF + 1, . . . ,mF + mG} such that Gc : [0, T ] × Ω ×X1 → X0 and for each n ≥ 1
there exist Cc,n, LLc,n ∈ R+ for which

‖Gc(t, ω, x)‖γ(H,X1/2) ≤ Cc,n
mF+mG∑
j=mF+1

(1 + ‖x‖ρjXϕj )‖x‖Xβj + Cc,n,

‖Gc(t, ω, x)−Gc(t, ω, y)‖γ(H,X1/2) ≤ Lc,n
mF+mG∑
j=mF+1

(1 + ‖x‖ρjXϕj + ‖y‖ρjXϕj )‖x− y‖Xβj ,

(4.19)
a.s. for all x, y ∈ X1, t ∈ [0, T ] such that ‖x‖XTr

κ,p
, ‖y‖XTr

κ,p
≤ n. Moreover, ϕj , βj , κ

satisfy

ρj

(
ϕj − 1 +

1 + κ

p

)
+ βj ≤ 1, j ∈ {mF + 1, . . . ,mF +mG}. (4.20)

(iii) For each n ≥ 1 there exist constants LTr,n, CTr,n such that mapping GTr : [0, T ] × Ω ×
XTr
κ,p → X0 satisfies

‖GTr(t, ω, x)‖γ(H,X1/2) ≤ CTr,n(1 + ‖x‖XTr
κ,p

),

‖GTr(t, ω, x)−GTr(t, ω, y)‖γ(H,X1/2) ≤ LTr,n‖x− y‖XTr
κ,p
,

for a.a. ω ∈ Ω, for all t ∈ [0, T ] and ‖x‖XTr
κ,p
, ‖y‖XTr

κ,p
≤ n.

(Hf) f ∈ LpP(IT × Ω, wκ;X0) and g ∈ LpP(IT × Ω, wκ; γ(H,X1/2)).

The relations (4.18)-(4.20) will play an important role in the analysis of (4.16). As announed in
Subsection 1.1, following [178], we may give an abstract definition of critical space for (4.16).

The space XTr
κ,p will be called a critical space for (4.16) if for some j ∈ {1, . . . ,mF + mG}

equality in (4.18) or (4.20) holds. Moreover, the value of κ for which equality in (4.18) or (4.20)
holds, will be called the critical weight and it will be denoted by κcrit. Some remarks may be in
order.

Remark 4.3.1. Let us note that in Theorem 4.3.5 and 4.3.7 below, only the constants LF , LG
are assumed to be small. The other constants are arbitrary. At first sight the splitting of the
nonlinearities F and G in several parts seems quite complicated. Let us emphasise that the most
important part is Fc and Gc as these will usually determine critical spaces as defined above. The
flexibility in the form we choose the nonlinearities is quite important in application to SPDEs. It
will allow us in many cases to find a broad class of initial value spaces for which the SPDE can be
solved. Let us note that usually it is enough to take mF = mG = 1.

Remark 4.3.2. Below we collect some observations which will be used later on to check (HF) or
(HG). We discuss this only for F since the same arguments apply to G.
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(1) If F : IT × Ω × Xθ → X0, for some θ < 1 − (1 + κ)/p, is locally Lipschitz uniformly on Xθ

uniformly w.r.t. (t, ω) ∈ IT × Ω, then F verifies (HF). Indeed, it is enough to recall that

Xθ ↪→ (X0, X1)θ,∞ ↪→ (X0, X1)1− 1+κ
p ,p = XTr

κ,p,

where in the first inclusion we used [20, Theorem 3.9.1] and in the last inclusion [20, Theorem
3.4.1] since X1 ↪→ X0. Then the conclusion follows by setting FTr := F , Fc = FL = 0. As soon
as θ is larger, then we need a nonzero Fc as the situation is more sophisticated.

(2) We can additionally allow the case βj = ϕj = 1 − (1 + κ)/p for all j ∈ {1, . . . ,mF } in (HF).
Indeed, ρj(ϕj + ε− 1 + 1+κ

p ) + βj = ρjε+ βj . Thus, there exists ε > 0 such that ρjε+ βj < 1

for all j ∈ {1, . . . ,mF +mG}. Since X1−(1+κ)/p+ε ↪→ X1−(1+κ)/p, we may replace ϕj = βj by
1− (1 + κ)/p+ ε obtaining that Fc satisfies (HF) and (4.18) holds with strict inequality.

(3) Assume that βj = ϕj < 1 for some j ∈ {1, . . . ,mF } and that equality in (4.18) holds. Then
ρj > 0 and thus ϕj > 1− (1+κ)/p holds since ϕj−1+(1+κ)/p = (1−βj)/ρj > 0. Therefore,
in applications we do not need to check βj > 1 − (1 + κ)/p if equality in (4.18) holds (e.g. in
the critical case).

Next we define Lpκ-strong solutions to (4.16). Here we add the prefix Lpκ since the definition
depends on (p, κ).

Definition 4.3.3 (Lpκ-strong solutions). Let the Hypothesis (Hp) be satisfied and let σ be a stopping
time with 0 ≤ σ ≤ T . A strongly progressively measurable process u on J0, σK satisfying

u ∈ Lp(Iσ, wκ;X1) ∩ C(Iσ;XTr
κ,p) a.s.

is called an Lpκ-strong solution to (4.16) on J0, σK if F (·, u) ∈ Lp(Iσ, wκ;X0) and G(·, u) ∈
Lp(Iσ, wκ; γ(H,X1/2)) a.s., and the following identity holds a.s. and for all t ∈ [0, σ],

u(t)− u0 +

∫ t

0

A(s, u(s))u(s)ds =

∫ t

0

F (s, u(s)) + f(s)ds

+

∫ t

0

1J0,σK(B(s, u(s))u(s) +G(s, u(s)) + g(s)) dWH(s).

(4.21)

Note that if u is an Lpκ-strong solution, then the integrals appearing in (4.21) are well-defined. To
see this, note that s 7→ A(s, u(s))u(s) and s 7→ B(s, u(s))u(s) are strongly progressively measurable
by the conditions on u and (HA) (see [9, Lemma 4.51]). Moreover, pointwise in Ω we can take
N 3 n ≥ ‖u‖C(Iσ ;XTr

κ,p) and write

‖A(s, u(s))u(s)‖X0
≤ Cn(1 + ‖u(s)‖XTr

κ,p
)‖u(s)‖X1

≤ Cn(1 + n)‖u(s)‖X1
.

Integrating over s ∈ [0, σ] we obtain

‖s 7→ A(s, u(s))u(s)‖L1(0,σ;X0) ≤ Cn(1 + n)‖u‖L1(0,σ;X1),

and the latter is finite since u ∈ Lp(Iσ, wκ;X1) a.s. Thus, the integral on the left-hand side of (4.21)
is well-defined. In the same way one can check that s 7→ B(s, u(s))u(s) is in L2(0, σ;X1/2) and the
first stochastic integral on the right-hand side of (4.21) is well-defined by Corollary 2.3.8. Using the
above argument and that f, F (·, u) ∈ Lp(Iσ, wκ;X0) a.s. and g,G(·, u) ∈ Lp(Iσ, wκ; γ(H,X1/2))
a.s., one can check that the remaining integrals are well-defined.

Next we define Lpκ-local and Lpκ-maximal local solutions to (4.16).

Definition 4.3.4 (Lpκ-Local and Lpκ-maximal solution). Let σ be a stopping time with 0 ≤ σ ≤ T .
Let u : J0, σM→ X1 be strongly progressively measurable.
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• (u, σ) is called an Lpκ-local solution to (4.16) on [0, T ], if there exists an increasing sequence
(σn)n≥1 of stopping times such that limn↑∞ σn = σ a.s. and u|J0,σnK is an Lpκ-strong solution
to (4.16) on J0, σnK. In this case, (σn)n≥1 is called a localizing sequence for the local solution
(u, σ).

• An Lpκ-local solution (u, σ) to (4.16) on [0, T ] is called unique, if for every Lpκ-local solution
(v, ν) to (4.16) on [0, T ] for a.a. ω ∈ Ω and for all t ∈ [0, ν(ω)∧σ(ω)) one has v(t, ω) = u(t, ω).

• An Lpκ-local solution (u, σ) to (4.16) on [0, T ] is called an Lpκ-maximal local solution, if for
any other Lpκ-local solution (v, %) to (4.16) on [0, T ], we have a.s. % ≤ σ and for a.a. ω ∈ Ω
and all t ∈ [0, %(ω)), u(t, ω) = v(t, ω).

Note that Lpκ-maximal local solutions are unique by definition. In addition, an (unique) Lpκ-
strong solution u on J0, σK gives an (unique) Lpκ-local solution (u, σ) to (4.16). In the following, we
omit the prefix Lpκ and the “on [0, T ]" if no confusion seems likely.

4.3.2 Statement of the main results
Our first result on (4.16) reads as follows.

Theorem 4.3.5 (Quasilinear I). Let Hypothesis (Hp) be satisfied. Assume that u0 ∈ L∞F0
(Ω;XTr

κ,p)
and (A(·, u0), B(·, u0)) ∈ SMR•p,κ(T ). Then there exists an ε > 0 such that if

max{LF , LG} < ε, (4.22)

then the following assertions hold:

(1) (Existence and uniqueness) There exists an Lpκ-maximal local solution (u, σ) to (4.16) such
that σ > 0 a.s.

(2) (Regularity) There exists a localizing sequence (σn)n≥1 for (u, σ) such that σn > 0 a.s. and

• If p > 2 and κ ∈ [0, p2 − 1), then for all n ≥ 1, θ ∈ [0, 1
2 ),

u ∈ Lp(Ω;Hθ,p(Iσn , wκ;X1−θ)) ∩ Lp(Ω;C(Iσn ;XTr
κ,p)).

Moreover, (u, σ) instantaneously regularizes to u ∈ C((0, σ);XTr
p ) a.s.

• If p = 2 and κ = 0, then for all n ≥ 1,

u ∈ L2(Ω;L2(Iσn ;X1)) ∩ L2(Ω;C(Iσn ;X1/2)).

(3) (Continuous dependence on the initial data) There exist η, C > 0 depending on u0 such that if
v0 ∈ BL∞F0

(Ω;XTr
κ,p)(u0, η), then the following hold:

• there exists an Lpκ-maximal local solution (v, τ) to (4.16) with τ > 0 a.s. and initial data
v0;

• For each stopping time ν with ν ∈ (0, τ ∧ σ] a.s. one has

‖u− v‖Lp(Ω;E) ≤ C‖u0 − v0‖Lp(Ω;XTr
κ,p),

where either E ∈ {Hθ,p(Iν , wκ;X1−θ), C(Iν ;XTr
κ,p)} with p > 2, κ ∈ [0, p2 − 1), θ ∈ [0, 1

2 )

or E ∈ {L2(Iν ;X1), C(Iν ;X1/2)} and p = 2 and κ = 0.

(4) (Localization) If (v, τ) is an Lpκ-maximal local solution to (4.16) with data v0 ∈ L∞F0
(Ω;XTr

κ,p),
then setting Γ := {v0 = u0} one has

τ |Γ = σ|Γ, v|Γ×[0,τ) = u|Γ×[0,σ).
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Chapter 4. Local existence for stochastic evolution equations in critical spaces

A more explicit bound for the number ε in (4.22) will be provided in Remark 4.3.17.
In (2) we see that the paths of the solution are in C([0, σ);XTr

κ,p). However, if κ > 0, after t = 0

the regularity immediately improves to C((0, σ);XTr
p ), where we recall XTr

κ,p = (X0, X1)1− 1+κ
p ,p

and XTr
p = (X0, X1)1− 1

p ,p
This phenomena will play a crucial role in Chapter 7. Note that the

Lp(Ω)-norms in (3) are well-defined due to Lemma 4.1.7 and the text below it. Furthermore, in
Step 4 in the proof of Theorem 4.3.5 we show that the estimates in (3) also hold for the choice
E = X(ν) where the space X is defined in (4.31) below.
Remark 4.3.6. In applications to SPDEs, one does not always have u0 ∈ L∞F0

(Ω;XTr
κ,p). To weaken

this condition we make a further extension of Theorem 4.3.5 at the expense of a stronger hypothesis
on FL, GL, see Theorem 4.3.7 below.

On the other hand, if the filtration F = (Ft)t≥0 is the augmented filtration generated by the
cylindrical Brownian motion WH , then L0

F0
(Ω;XTr

κ,p) = XTr
κ,p. Thus, Theorem 4.3.5 can be applied

without any restriction.
We would like to present an additional result on the quasilinear case, where we weaken the

integrability hypothesis on the initial data, at the cost of more restrictions on the nonlinearities
FL, GL. More specifically, we need a local version of the assumptions (HF)-(HG) and (Hf).

(HF′) The map F : [0, T ]×Ω×X1 → X0 has the same measurability properties in (HF) and it can
be decomposed as F := FL + Fc + FTr, where Fc, FTr are as in (HF). Assume that for each
n ≥ 1 there exist constants LF,n, L̃F,n, CF,n, such that for all x, y ∈ X1, t ∈ [0, T ] and a.a.
ω ∈ Ω, and ‖x‖XTr

κ,p
, ‖y‖XTr

κ,p
≤ n one has

‖FL(t, ω, x)‖X0
≤ CF,n(1 + ‖x‖X1

),

‖FL(t, ω, x)− FL(t, ω, y)‖X0 ≤ LF,n‖x− y‖X1 + L̃F,n‖x− y‖X0 .

(HG′) The map G : [0, T ]×Ω×X1 → X0 has the same measurability properties in (HF) and it can
be decomposed as G := GL +Gc +GTr where Gc, GTr are as in (HG). Assume that for each
n ≥ 1 there exist constants LG,n, L̃G,n, CG,n, such that for all x, y ∈ X1, t ∈ [0, T ] and a.a.
ω ∈ Ω, and ‖x‖XTr

κ,p
, ‖y‖XTr

κ,p
≤ n one has

‖GL(t, ω, x)‖γ(H,X1/2) ≤ CG,n(1 + ‖x‖X1),

‖GL(t, ω, x)−GL(t, ω, y)‖γ(H,X1/2) ≤ LG,n‖x− y‖X1
+ L̃G,n‖x− y‖X0

.

(Hf ′) f ∈ L0
P(Ω;Lp(IT , wκ;X0)) and g ∈ L0

P(Ω;Lp(IT , wκ; γ(H,X1/2))).

We say that the Hypothesis (H0) holds if (HA), (HF′), (HG′), and (Hf ′) are satisfied. Defi-
nitions 4.3.3 and 4.3.4 clearly extend to the setting of Hypothesis (H0).

To extend Theorem 4.3.5 in case of L0-data we employ a cut-off argument. To this end, given
u0 ∈ L0

F0
(Ω;XTr

κ,p) we denote by (u0,n)n≥1 a sequence such that

u0,n ∈ L∞F0
(Ω;XTr

κ,p), and u0,n = u0 on {‖u0‖XTr
κ,p
≤ n}. (4.23)

For possible choices of (u0,n)n≥1 see (4.26) and the text below it.

Theorem 4.3.7 (Quasilinear II). Let Hypothesis (H0) be satisfied. Let u0 ∈ L0
F0

(Ω;XTr
κ,p). As-

sume that there exists (u0,n)n≥1 satisfying (4.23) and for all n ≥ 1

(A(·, u0,n), B(·, u0,n)) ∈ SMR•p,κ(T ). (4.24)

There exists a decreasing sequence (εn)n≥1 in (0,∞) such that if

max{LF,n, LG,n} < εn, for all n ≥ 1, (4.25)

then the following assertions hold:
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(1) (Existence and uniqueness) There exists an Lpκ-maximal local solution (u, σ) to (4.16) such
that σ > 0 a.s.

(2) (Regularity) For each localizing sequence (σn)n≥1 for (u, σ), one has

• If p > 2 and κ ∈ [0, p2 − 1), then for all n ≥ 1, θ ∈ [0, 1
2 ),

u ∈ Hθ,p(Iσn , wκ;X1−θ) ∩ C(Iσn ;XTr
κ,p) a.s.

Moreover, (u, σ) instantaneously regularizes to u ∈ C((0, σ);XTr
p ) a.s.

• If p = 2 and κ = 0, then for all n ≥ 1,

u ∈ L2(Iσn ;X1) ∩ C(Iσn ;X1/2) a.s.

(3) (Local existence and continuous dependence on the initial data) For any n ≥ 1, let Γn :=
{‖u0‖XTr

κ,p
≤ n}. Then Theorem 4.3.5(3) holds with u0, v0 and Ω replaced by 1Γnu0,1Γnv0 and

Γn respectively.

(4) (Localization) Theorem 4.3.5(4) holds, where the assumptions on u0, v0 are replaced by u0, v0 ∈
L0

F0
(Ω;XTr

κ,p).

For the more precise estimates on the sequence (εn)n≥1 we refer to Remark 4.3.19.
Let u0 ∈ L0

F0
(Ω;XTr

κ,p) and set Γn := {‖u0‖XTr
κ,p
≤ n} ∈ F0. A typical choice of the sequence

(u0,n)n≥1 in Theorem 4.3.7 is given by

u0,n := 1Γnu0 + 1Ω\Γn
nu0

‖u0‖XTr
κ,p

. (4.26)

However, the condition (4.23) allows us to choose u0,n|Ω\Γn differently, and we will exploit this
fact in applications. More precisely, instead of (4.26) one can use u0,n = 1Γnu0 + 1Ω\Γnx where
x ∈ XTr

κ,p can be chosen such that (4.24) holds. Throughout Chapter 4 we will use the choice (4.26),
but in Subsection 5.2.6 we need a different choice (see (5.81)).

If (4.16) is of semilinear type, (see Assumption 4.2.2), the condition u0 ∈ L∞F0
(Ω;XTr

κ,p) can
be weakened and we still get Lp-integrability with respect to ω ∈ Ω. More precisely, we have the
following.

Theorem 4.3.8 (Semilinear). Let the Hypothesis (Hp) be satisfied, where A and B are of semi-
linear type as in Assumption 4.2.2. There exists an ε > 0 such that if

max{LG, LF } < ε, (4.27)

then the following assertions hold:

(1) If u0 ∈ L∞F0
(Ω;XTr

κ,p), then the statements in Theorem 4.3.5(1)–(4) hold.

(2) If u0 ∈ LpF0
(Ω;XTr

κ,p) and the constants Cc,n, Lc,n, CTr,n, LTr,n in (HF)-(HG) do not depend on
n ≥ 1, then the statements in Theorem 4.3.5(1)–(4) hold.

(3) If u0 ∈ L0
F0

(Ω;XTr
κ,p), then the statements in Theorem 4.3.7(1)–(4) hold.

Assertion (1) is immediate from Theorem 4.3.5. Under additional growth conditions one can
often derive Lp-estimates as well. Assertion (2) shows that in the semilinear case the condition
u0 ∈ L∞F0

(Ω;XTr
κ,p) in Theorem 4.3.5 can be weakened. Assertion (3) will be immediate from the

proof of Theorem 4.3.7.
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Chapter 4. Local existence for stochastic evolution equations in critical spaces

4.3.3 The role of the space X(T )

In the proofs of the results stated in Subsection 4.3.2 in the case p > 2 we need a family of function
spaces (X(t))t∈[0,T ] having the following three properties: the nonlinearities Fc(·, u), Gc(·, u) can
be controlled by ‖u‖X(t), the map [0, T ] 3 t 7→ ‖f |(0,t)‖X(t) is continuous for all f ∈ X(T ), and

Hδ,p(IT ;wκ;X1−δ) ∩ Lp(IT , wκ;X1) ↪→ X(T ) (4.28)

for some δ ∈ ( 1+κ
p , 1

2 ). Note that the left-hand side in (4.28) is part of our usual maximal regularity
space (see Definition 4.2.5). As mentioned below Lemma 4.1.7, it is not obvious whether the
Hδ,p(It, wκ;X1−δ)-norm is continuous in t and therefore we do not define X(T ) as the left-hand
side of (4.28).

Recall that the numbers (ρj)
mF+mG
j=1 , (βj)

mF+mG
j=1 and (ϕj)

mF+mG
j=1 are defined in (HF) and (HG).

In the case that for some j ∈ {1, . . . ,mF + mG}, (4.18) or (4.20) holds with strict inequality, we
may increase ρj in order to obtain equality. More precisely, we set

ρ?j :=
1− βj

ϕj − 1 + (1 + κ)/p
, j ∈ {1, . . . ,mF +mG}. (4.29)

Since βj < 1 and ϕj > 1− (1 + κ)/p, one has ρ?j > 0 for all j ∈ {1, . . . ,mF +mG}.
To define a space X(T ) which satisfies the previous requirements, suppose (HF)-(HG) are

satisfied and let ρ?j be as in (4.29). For j ∈ {1, . . . ,mF +mG} we let

1

r′j
:=

ρ?j (ϕj − 1 + (1 + κ)/p)

(1 + κ)/p
< 1,

1

rj
:=

βj − 1 + (1 + κ)/p

(1 + κ)/p
< 1 (4.30)

and, for T > 0,

X(T ) :=
(mF+mG⋂

j=1

Lprj (IT , wκ;Xβj )
)
∩
(mF+mG⋂

j=1

Lρ
?
j pr
′
j (IT , wκ;Xϕj )

)
. (4.31)

We will see that X(T ) is the natural space to control the non-linearities Fc, Gc; see Lemmas 4.3.11
and 4.3.13 below. Moreover, if (4.28) holds, then the solution paths will automatically be in (4.31)
as soon as we have maximal regularity. Finally, we note that the continuity of the X-norm in
t ∈ [0, T ] follows from the Lebesgue dominated convergence theorem.

Next we prove (4.28) with the above defined X under a trace condition. The general case is
discussed in Remark 4.3.10. Here we follow [180, Section 2].

Lemma 4.3.9. Let (HF)-(HG) be satisfied. Let T ∈ (0,∞] and let rj , r′j and X(T ) be as in (4.30)
and (4.31) respectively. If p > 2 and κ ∈ [0, p2 − 1), then for any δ ∈ ( 1+κ

p , 1
2 )

0H
δ,p(0, T ;wκ;X1−δ) ∩ Lp(0, T, wκ;X1) ↪→ X(T ),

where the embedding constant can be chosen to be independent of T .
Furthermore, if p = 2 and κ = 0, the same holds with 0H

δ,p(0, T ;wκ;X1−δ) replaced by
C([0, T ];X1/2).

Proof. Recall that in (4.29) we have defined ρ?j such that (4.18)-(4.20) hold with equality for each
j ∈ {1, . . . ,mF +mG}. Due to (4.30), this implies that

1

rj
+

1

r′j
= 1, for all j ∈ {1, . . . ,mF +mG}.

Step 1: Case p = 2, κ = 0. Let ϑ ∈ (0, 1) be arbitrary. By interpolation one has

‖x‖X 1
2
+ϑ

2

≤ ‖x‖1−ϑX 1
2

‖x‖ϑX1
,
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for x ∈ X1. Thus, by Young’s inequality

‖u‖
L

2
ϑ (0,T ;X 1

2
+ϑ

2
)
≤ ‖u‖1−ϑC([0,T ];X1/2)‖u‖

ϑ
L2(IT ;X1)

≤ (1− ϑ)‖u‖C([0,T ];X1/2) + ϑ‖u‖L2(IT ;X1).

Therefore, we have the following contractive embedding

C([0, T ];X1/2) ∩ L2(0, T ;X1) ↪→ L
2
ϑ (0, T ;X 1

2 +ϑ
2
). (4.32)

By (4.32) with ϑ = 1/rj = 2(βj − 1/2) and ϑ = 1/(ρ?jr
′
j) = 2(ϕj − 1/2) one obtains

C([0, T ];X1/2) ∩ L2(0, T ;X1) ↪→ L2rj (0, T ;Xβj ) ∩ L2ρ?j r
′
j (0, T ;Xϕj ).

Step 2: case p > 2 and κ ∈ [0, p2 − 1). By Proposition 4.1.2 for each j ∈ {1, . . . ,mF +mG}

0H
1−βj ,p(0, T, wκ;Xλ) ↪→ Lprj (0, T, wκ;Xλ), (4.33)

0H
1−ϕj ,p(0, T, wκ;Xλ) ↪→ Lρ

?
j pr
′
j (0, T, wκ;Xλ), (4.34)

for each λ ∈ [0, 1] and where the embedding constants do not depend on T .
Let 0 < η < ζ < 1 and assume η 6= (1 + κ)/p. Using Proposition 4.1.3 with θ := ζ−η

ζ ∈ (0, 1),
one obtains

0H
ζ,p(0, T ;wκ;X1−ζ) ∩ Lp(0, T, wκ;X1) ↪→ 0H

η,p(0, T, wκ;X1−η), (4.35)

where we used that [X1−ζ , X1]θ = Xη, which follows immediately from the reiteration theorem for
complex interpolation and Assumption 4.2.1.

Let δ ∈ ( 1+κ
p , 1

2 ) be arbitrary. Since Bj ∈ (1 − 1+κ
p , 1) one has δ > 1 − βj ∈ (0, 1+κ

p ) for each
j ∈ {1, . . . ,mF +mG}, and hence it follows that

0H
δ,p(0, T ;wκ;X1−δ) ∩ Lp(0, T, wκ;X1) ↪→ 0H

1−βj ,p(0, T, wκ;Xβj )

↪→ Lprj (0, T, wκ;Xβj ),

where in the first embedding we used δ > 1 − (1 + κ)/p > 1 − βj and (4.35), and the second one
follows from (4.33). Analogously, for j ∈ {1, . . . ,mF +mG}, using δ > 1+κ

p > 1− ϕj , (4.34), and
(4.35), one obtains

0H
δ,p(0, T ;wκ;X1−δ) ∩ Lp(0, T, wκ;X1) ↪→ 0H

1−ϕj ,p(0, T, wκ;Xϕj )

↪→ Lρ
?
j pr
′
j (0, T, wκ;Xϕj ).

Putting together the above inclusions the result follows.

Remark 4.3.10. Let p > 2. The embedding in Lemma 4.3.9 also holds in the case where 0H
δ,p is

replaced by Hδ,p, but with an embedding constant which depends on T > 0.
Let us show that the space X(T ) defined in (4.31) is well suited to bound the nonlinearities

Fc, Gc. Actually, we prove a more refined result since this will be needed in Chapter 6.

Lemma 4.3.11. Let the hypothesis (HF)-(HG) be satisfied. Let 0 < T < ∞ and N ≥ 1 be fixed.
Then there exists CT > 0 and ζ > 1 such that for all u ∈ C(IT ;XTr

κ,p) ∩ X(T ) which verifies
‖u‖C(IT ;XTr

κ,p) ≤ N , one has a.s.

‖Fc(·, u)− Fc(·, 0)‖Lp(IT ,wκ;X0) + ‖Gc(·, u)−Gc(·, 0)‖Lp(IT ,wκ;γ(H,X1/2))

≤ CT (‖u‖X(T ) + ‖u‖ζX(T )).

Moreover, if XTr
κ,p is not critical for (4.16), then limT↓0 CT = 0.
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Proof. For notational simplicity we only consider the case mF = 1. Thus, we set ρ? := ρ?1, ρ := ρ1,
ϕ := ϕ1 and β := β1. In this case,

X(T ) = Lpr(IT , wκ;Xβ) ∩ Lρpr
′
(IT , wκ;Xϕ), (4.36)

where r := r1 and r′ := r′1 are defined in (4.30). Thus, by (HF), for x ∈ Xϕ,

‖Fc(t, x)− Fc(t, 0)‖X0
≤ Lc,N (1 + ‖x‖ρXϕ)‖x‖Xβ .

This implies

‖Fc(·, u)− Fc(·, 0)‖Lp(0,T,wκ;X0)

≤ Lc,N‖u‖Lp(0,T,wκ;Xβ) +
∥∥‖u‖ρXϕ‖u‖Xβ∥∥Lp(0,T,wκ)

≤ Lc,N (CT ‖u‖Lpr(0,T,wκ;Xβ) + ‖u‖ρ
Lρpr′ (0,T,wκ;Xϕ)

‖u‖Lpr(0,T,wκ;Xβ));

(4.37)

where limT↓0 CT = 0. For simplicity, let us distinguish two cases:
Case ρ? = ρ := ρ1. In other words XTr

κ,p is critical for (4.16). The claimed inequality follows
from (4.36)-(4.37) by setting ζ = 1 + ρ.

Case ρ? > ρ := ρ1. By the Hölder inequality, one has

‖u‖ρ
Lρpr′ (0,T,wκ)

≤ CT ‖u‖ρLρ?pr′ (0,T,wκ;Xϕ)
≤ CT ‖u‖ρX(T ),

where limT↓0 CT = 0.
The assertion for Gc is proved in the same way.

Remark 4.3.12. If the constants Lc,n in (HF)(ii) and (HG)(ii) do not depend on n ≥ 1, then the
constant CT can be chosen independent of N and the above proof extends to any u ∈ X(T ).

4.3.4 Truncation lemmas
In this subsection we collect several truncation lemmas which are needed in the proofs of Theorems
4.3.5, 4.3.7 and 4.3.8.

First we define suitable truncations of Fc, Gc. To this end let ξ ∈ W 1,∞([0,∞)) be such that
ξ = 1 on [0, 1] and ξ = 0 outside [2,∞) and ξ is linear on [1, 2]. For each λ > 0, set ξλ(x) := ξ(x/λ)
for x ∈ R+. Then supp ξλ ⊆ (0, 2λ), ξλ|(0,λ) = 1 and ‖ξ′λ‖L∞(R+) ≤ 1/λ. For t ∈ [0, T ], x ∈ XTr

κ,p,
and u ∈ X(T ) ∩ C(IT ;XTr

κ,p) we set

Θλ(t, x, u) := ξλ

(
‖u‖X(t) + sup

s∈[0,t]

‖u(s)− x‖XTr
κ,p

)
. (4.38)

In the next lemma we fix ω ∈ Ω, but omit it from our notation.

Lemma 4.3.13. Let (HF)-(HG) be satisfied. Let T > 0 and let σ ∈ [0, T ]. Let Θλ be defined in
(4.38). For any λ ∈ (0, 1), let the maps

Fc,λ : XTr
κ,p × X(σ) ∩ C(Iσ;XTr

κ,p)→ Lp(Iσ, wκ;X0)),

Gc,λ : XTr
κ,p × X(σ) ∩ C(Iσ;XTr

κ,p)→ Lp(Iσ, wκ; γ(H,X1/2)),

be given by

Fc,λ(x, u) := Θλ(·, x, u)(Fc(·, u)− Fc(·, 0)),

Gc,λ(x, u) := Θc,λ(·, x, u)(Gc(·, u)−Gc(·, 0)).

Then for any N ≥ 1 there exist constants Cλ, LT,λ such that if ‖x‖XTr
κ,p
≤ N ,

‖Fc,λ(x, u)‖Lp(Iσ,wκ;X0) ≤ Cλ
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‖Gc,λ(x, u)‖Lp(Iσ,wκ;γ(H,X1/2)) ≤ Cλ
‖Fc,λ(x, u)− Fc,λ(·, x, v)‖Lp(Iσ,wκ;X0) ≤ Lλ,T (‖u− v‖X(σ) + ‖u− v‖C(Iσ ;XTr

κ,p)),

‖Gc,λ(·, x, u)−Gc,λ(·, x, v)‖Lp(Iσ,wκ;γ(H,X1/2)) ≤ Lλ,T (‖u− v‖X(σ) + ‖u− v‖C(Iσ ;XTr
κ,p));

a.s. Moreover, for each ε > 0 there exists T̄ = T̄ (ε) > 0 and λ̄ = λ̄(ε) > 0 such that for all
T ∈ (0, T̄ ), λ ∈ (0, λ̄) one has Lλ,T < ε.

Proof. We only consider the estimates for Fc,λ since the other case is similar. Recall that in (4.29)
we have defined ρ?j such that (4.18)-(4.20) hold with equality for each j ∈ {1, . . . ,mF +mG}. For
notational convenience, we assume that mF = 1 and we set ρ := ρ?1, ϕ := ϕ1, β := β1 and r := r1,
r′ := r′1 (see (4.30)). The general case can be proven with the same considerations. Moreover, it is
enough to consider the case σ = T . Moreover, in the proof CT denotes a suitable constant, which
can be different from line to line, and verifies limT↓0 CT = 0.

Set F̃c(t, u) := Fc(t, u)−Fc(t, 0). Thus, F̃c(t, 0) = 0, and by (HF) it follows that for u, v ∈ Xϕ,

‖F̃c(t, u)− F̃c(t, v)‖X0
≤ Lc,N+2(1 + ‖u‖ρXϕ + ‖v‖ρXϕ)‖u− v‖Xβ , (4.39)

provided ‖u‖XTr
κ,p
, ‖v‖XTr

κ,p
≤ N + 2. For convenience we set Lc,N+2 =: CF .

Let us set

τu := inf
{
t ∈ [0, T ] : ‖u‖X(t) + sup

s∈[0,t]

‖u(s)− x‖XTr
κ,p
≥ 2λ

}
∧ T. (4.40)

Then since Θλ(t, x, u) = 0 if t ≥ τu we can write

‖Fc,λ(x, u)‖Lp(IT ,wκ;X0)=‖Fc,λ(x, u)‖Lp(0,τu,wκ;X0)

(i)

≤ CF

(∫ τu

0

(1 + ‖u‖ρXϕ)p‖u‖pXβ t
κdt
)1/p

(ii)

≤ CF (‖u‖Lp(Iτu ,wκ;Xβ) + ‖u‖ρ
Lρpr′ (Iτu ,wκ;Xϕ)

‖u‖Lpr(Iτu ,wκ;Xβ))

(iii)

≤ CF (CT ‖u‖Lpr(Iτu ,wκ;Xβ) + ‖u‖ρ
Lρpr′ (Iτu ,wκ;Xϕ)

‖u‖Lpr(Iτu ,wκ;Xβ))

(iv)

≤ CF (2CTλ+ (2λ)ρ2λ) =: Cλ.

In (i) we used (4.39) and the fact that ‖u‖C(Iτu ;XTr
κ,p) ≤ N + 2, ‖x‖L∞(Ω;XTr

κ,p) ≤ N , and λ ∈ (0, 1).
In (ii) and (iii) we used Hölder’s inequality with exponent r, r′ defined in (4.30). In (iv) we used
(4.40).

Next we estimate ∆F := Fc,λ(x, u) − Fc,λ(x, v). Without loss of generality, we may assume
that τu ≤ τv. Clearly, we can estimate

‖∆F‖Lp(IT ,wκ;X0) ≤‖Θλ(·, x, u)(F̃c(·, u)− F̃c(·, v))‖Lp(IT ,wκ;X0)

+ ‖(Θλ(·, x, u)−Θλ(·, x, v))F̃c(·, v)‖Lp(IT ,wκ;X0) =: R1 +R2.

Since Θ(t, x, u) = 0, the term R1 can be estimated as

R1 = ‖Θλ(·, x, u)(F̃c(u)− F̃c(v))‖Lp(0,τu,wκ;X0)

(i)

≤ CF

(∫ τu

0

(1 + ‖u(t)‖ρXϕ + ‖v(t)‖ρXϕ)p‖u(t)− v(t)‖pXβ t
κdt
) 1
p

(ii)

≤ CF

(
CT + ‖u‖ρ

Lρpr′ (0,τu,wκ;Xϕ)
+ ‖v‖ρ

Lρpr′ (0,τu,wκ;Xϕ)

)
‖u− v‖Lpr(IT ,wκ;Xβ)

(iii)

≤ CF

(
CT + 21+ρλρ

)
‖u− v‖X(T ).
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In (i) we used (4.39), in (ii) we used Hölder’s inequality with exponent r, r′, and (iii) follows from
τu ≤ τv. For R2 note that since ‖ξ′λ‖L∞(R+) ≤ 1/λ, for all t ∈ [0, T ], one has

|Θλ(t, x, u)−Θλ(t, x, v)|

≤ 1

λ

∣∣‖u‖X(t) − ‖v‖X(t) + ‖u− x‖C(It;XTr
κ,p) − ‖v − x‖C(It;XTr

κ,p)

∣∣
≤ 1

λ

[
‖u− v‖X(T ) + ‖u− v‖C(IT ;XTr

κ,p)

]
.

Therefore, using that Θλ(t, x, u) = Θλ(t, x, v) = 0 if t ≥ τv, we obtain

R2 = ‖(Θλ(·, x, u)−Θλ(·, x, v))F̃c(·, v)‖Lp(Iτv ,wκ;X0)

≤ 1

λ

[
‖u− v‖X(T ) + ‖u− v‖C(IT ;XTr

κ,p)

]
‖F̃c(·, v)‖Lp(0,τv,wκ;X0).

By Hölder’s inequality, and ‖v‖X(τv) ≤ 2λ (see (4.40)), we obtain

‖F̃c(·, v)‖Lp(0,τv,wκ;X0) ≤ CF
(∫ τv

0

(1 + ‖v‖ρXϕ)p‖v‖pXβ t
κdt
) 1
p

≤ CF [CT + ‖v‖ρ
Lpρr′ (0,τv,wκ;Xϕ)

]‖v‖Lpr(0,τv,wκ;Xβ)

≤ 2CF (CT + (2λ)ρ)λ

It follows that
R2 ≤ 2CF (CT + (2λ)ρ)(‖u− v‖X(T ) + ‖u− v‖C(IT ;XTr

κ,p)).

Remark 4.3.14. In the setting of Lemma 4.3.13, if the constants Ln,c, Cn,c in (HF)(ii)-(HG)(ii)
do not depend on n ≥ 1, then Lemma 4.3.13 also holds with Θλ(t, u, x) replaced by Θ̃λ(t, x, u) :=
ξλ
(
‖u‖X(t)

)
.

The last ingredient we need for the proof of Theorem 4.3.5 is a suitable truncation of the
remaining non-linearities A,B, FTr, GTr. Here the proof in [104, Lemma 4.4] extends to our set-
ting. Let ξλ be the truncation defined before Lemma 4.3.13. For t ∈ [0, T ], x ∈ XTr

κ,p, and
u ∈ C(IT ;XTr

κ,p) ∩ Lp(IT , wκ;X1) we set

Ψλ(t, x, u) := ξλ

(
sup
s∈[0,t]

‖u(s)− x‖XTr
κ,p

+ ‖u‖Lp(It,wκ;X1)

)
. (4.41)

Similar to Lemma 4.3.13, we have the following.

Lemma 4.3.15. Let (HA), (HF)-(HG) be satisfied. Let T > 0, λ ∈ (0, 1), and let σ be a stopping
time with values in [0, T ]. Moreover, let the maps

FA,λ(x, ·) : XTr
κ,p × Lp(Iσ, wκ;X1) ∩ C(Iσ;XTr

κ,p)→ Lp(Iσ, wκ;X0),

GB,λ(x, ·) : XTr
κ,p × Lp(Iσ, wκ;X1) ∩ C(Iσ;XTr

κ,p)→ Lp(Iσ, wκ; γ(H,X1/2)),

be given by

FA,λ(x, u) := Ψλ(·, x, u)[(A(·, x)−A(·, u))u+ FTr(·, u)− FTr(·, x)],

GB,λ(x, u) := Ψλ(·, x, u)[−(B(·, x)−B(·, u))u+GTr(·, u)−GTr(·, x)].

Then for any N ≥ 1 there exist constants C̃λ, LT,λ such that for all ‖x‖XTr
κ,p

< N ,

‖FA,λ(x, u)‖Lp(Iσ,wκ;X0) ≤ C̃λ ,
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‖GB,λ(x, u)‖Lp(Iσ,wκ;γ(H,X1/2)) ≤ C̃λ,

‖FA,λ(x, u)− FA,λ(x, v)‖Lp(Iσ,wκ;X0) ≤ L̃λ,T (‖u− v‖Lp(Iσ,wκ;X1) + ‖u− v‖C(Iσ ;XTr
κ,p)),

‖GB,λ(x, u)−GB,λ(x, v)‖Lp(Iσ,wκ;γ(H,X1/2)) ≤ L̃λ,T (‖u− v‖Lp(Iσ,wκ;X1) + ‖u− v‖C(Iσ ;XTr
κ,p)),

a.s. Moreover, for each ε > 0 there exist T̄ = T̄ (ε) > 0 and λ̄ = λ̄(ε) > 0 such that

L̃λ,T < ε,

for any T < T̄ , λ < λ̄.

Proof. Recall that LTr,n, LA,n, LF , L̃F are the constants defined in (HA), (HF)-(HG). For simplicity
we set L := LN+2 := max{LTr,N+2, LA,N+2, L̃F }, where N is as in the statement. Moreover, as
before CT > 0 denotes a constant which may change from line to line and satisfies limT↓0 CT = 0.
We proof only the estimates for FA,λ, since the other follows similarly. Again, as in Lemma 4.3.13,
the above claimed estimates are pointwise with respect to ω ∈ Ω. Thus, it is enough to consider
the case σ = T .

To begin, we set

ζu := inf{t ∈ [0, T ] : ‖u‖Lp(It,wκ;X1) + sup
s∈[0,t]

‖u(s)− x‖XTr
κ,p

> 2λ} ∧ T. (4.42)

Without loss of generality we can assume ζu ≥ ζv. Firstly,

‖FA,λ(x, u)‖Lp(IT ,wκ;X0)

(i)

≤ ‖A(·, x)u−A(·, u)u‖Lp(Iζu ,wκ;X0) + ‖FTr(·, u)− FTr(·, x)‖Lp(Iζu ,wκ;X0)

(ii)

≤ (N + 2)L‖u‖Lp(Iζu ,wκ;X1) + L‖u− x‖Lp(Iζu ,wκ;XTr
κ,p)

(iii)

≤ 2Lλ(N + 2 + CT ) =: Cλ,T ,

where in (i) we used (4.42) and Ψλ(t, x, u) = 0 if t ≥ ζu. In (ii) we used the assumption (HA),
(HF) and supt∈[0,ζu] ‖u(t) − x‖XTr

κ,p
≤ N + 2 by (4.42). In (iii) we used that ‖u‖Lp(Iζu ,wκ;X1) +

sups∈[0,ζu] ‖u(s)− x‖XTr
κ,p
≤ 2λ.

To prove the Lipschitz estimate we split the proof into two steps.
Step 1: Lipschitz estimate for t 7→ Ψ(t, x, u)(FTr(t, u) − FTr(t, 0)). For simplicity, let us set

F̃Tr(u) := FTr(·, u)− FTr(·, 0). As in the proof of Lemma 4.3.13, one has

‖Ψ(·, x, u)F̃Tr(u)−Ψ(·, x, v)F̃Tr(v)‖Lp(IT ,wκ;X0)

≤ ‖(Ψ(·, x, u)−Ψ(·, x, v))F̃Tr(u)‖Lp(IT ,wκ;X0) + ‖Ψ(·, x, v)(F̃Tr(u)− F̃Tr(v))‖Lp(IT ,wκ;X0)

≤ ‖(Ψ(·, x, u)−Ψ(·, x, v))F̃Tr(u)‖Lp(Iζu ,wκ;X0) + ‖F̃Tr(u)− F̃Tr(v)‖Lp(Iζv ,wκ;X0).

Note that

‖F̃Tr(u)− F̃Tr(v)‖Lp(Iζv ,wκ;X0) ≤ L‖u− v‖Lp(Iζv ,wκ;XTr
κ,p)

≤ LCT ‖u− v‖C(IT ;XTr
κ,p),

and

‖(Ψ(·, x, u)−Ψ(·, x, v))F̃Tr(u)‖Lp(Iζu ,wκ;X0)

≤ sup
t∈[0,ζu]

|Ψ(t, x, u)−Ψ(t, x, v)|‖F̃Tr(u)‖Lp(Iζu ,wκ;X0)

≤ L 1

λ
(‖u− v‖C(IT ;XTr

κ,p) + ‖u− v‖Lp(Iζu ,wκ;X1))‖u− x‖Lp(Iζu ,wκ;XTr
κ,p)
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≤ 2CTL(‖u− v‖C(IT ;XTr
κ,p) + ‖u− v‖Lp(Iζu ,wκ;X1));

where in the last inequality we used that ‖u− x‖Lp(Iζu ,wκ;XTr
κ,p) ≤ 2CTλ by (4.42).

Step 2: Lipschitz estimate for t 7→ Ψλ(t, x, u)(A(t, x)u−A(t, u)u). Writing

‖Ψλ(·, x, u)(A(·, x)u−A(·, u)u)−Ψ(·, x, v)(A(·, x)v −A(·, v)v)‖Lp(IT ,wκ;X0)

≤ ‖(Ψλ(·, x, u)−Ψλ(·, x, v))((A(·, x)−A(·, u))u)‖Lp(IT ,wκ;X0)

+ ‖Ψλ(·, x, v)((A(·, v)−A(·, x))(u− v))‖Lp(IT ,wκ;X0)

+ ‖Ψ(·, x, v)((A(·, v)−A(·, u))u)‖Lp(IT ,wκ;X0) =: R1 +R2 +R3.

For R1 note that

R1 = ‖(Ψλ(·, x, u)−Ψλ(·, x, v))((A(·, x)−A(·, u))u)‖Lp(Iζu ,wκ;X0)

≤ sup
t∈[0,ζu]

|Ψλ(t, x, u)−Ψλ(t, x, v)|‖(A(·, x)−A(·, u))u‖Lp(Iζu ,wκ;X0)

As before, for all t ∈ [0, ζu],

|Ψλ(t, x, u)−Ψλ(t, x, v)| ≤ 1

λ
(‖u− v‖C(IT ;XTr

κ,p) + ‖u− v‖Lp(IT ,wκ;X1)).

Moreover,

‖(A(·, x)−A(·, u))u‖Lp(Iζu ,wκ;X0) ≤ L
( ∫ ζu

0

‖u(t)− x‖p
XTr
κ,p
‖u(t)‖pX1

tκdt
) 1
p ≤ 4λ2L.

Therefore,
R1 ≤ 4CLλ(‖u− v‖C(IT ;XTr

κ,p) + ‖u− v‖Lp(IT ,wκ;X1)).

Similarly, one gets

R2 +R3 ≤ Lλ‖u− v‖Lp(IT ,wκ;X1) + Lλ‖u− v‖C(IT ;XTr
κ,p).

Putting together the estimates in Step 1-2 the conclusion follows.

In the proof of Theorem 4.3.7 we need a further truncation. To this end, let ξλ be as above.
Then for u ∈ C(IT ;XTr

κ,p) ∩ Lp(IT , wκ;X1), n ≥ 1 and t ∈ IT we set

Φn(t, u) := ξn

(
‖u‖Lp(It,wκ;X1) + sup

s∈[0,t]

‖u(s)‖XTr
κ,p

)
. (4.43)

As before, we fix ω ∈ Ω, but we omit it from the notation.

Lemma 4.3.16. Let (HF′)-(HG′) be satisfied. Let T > 0 and let σ be a stopping time with value
in [0, T ]. Let Φn be as in (4.43). For any n ≥ 1, let the maps

FL,n : Lp(Iσ, wκ;X1) ∩ C(Iσ;XTr
κ,p)→ Lp(Iσ, wκ;X0),

GL,n : Lp(Iσ, wκ;X1) ∩ C(Iσ;XTr
κ,p)→ Lp(Iσ, wκ; γ(H,X1/2)),

be given by

FL,n(u) := Φn(·, u)(FL(·, u)− FL(·, 0)),

GL,n(u) := Φn(·, u)(GL(·, u)−GL(·, 0)).

Then there exist constants Cn, CT > 0 such that a.s.

‖FL,n(·, u)‖Lp(Iσ,wκ;X0) ≤ Cn
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‖GL,n(·, u)‖Lp(Iσ,wκ;γ(H,X1/2)) ≤ Cn
‖FL,n(·, u)− FF,n(·, v)‖Lp(Iσ,wκ;X0) ≤ L′F,n(‖u− v‖Lp(Iσ,wκ;X1) + ‖u− v‖C(Iσ;XTr

κ,p)),

‖GL,n(·, u)−GF,n(·, v)‖Lp(Iσ,wκ;γ(H,X1/2)) ≤ L′G,n(‖u− v‖Lp(Iσ,wκ;X1) + ‖u− v‖C(Iσ;XTr
κ,p));

where L′F,n := 3LF,2n + CT L̃F,2n, L′G,n := 3LG,2n + CT L̃F,2n and limT↓0 CT = 0.

Proof. The proof is similar to the one given in Lemmas 4.3.13 and 4.3.15. For the sake of com-
pleteness we sketch the proof of the Lipschitz continuity of FL,n. Since the estimates are pointwise
with respect to ω ∈ Ω, we may assume σ = T . Let u, v ∈ C(IT ;XTr

κ,p) ∩ Lp(IT , wκ;X1) and set

λu := inf
{
t ∈ [0, T ] : ‖u‖Lp(It,wκ;X1) + sup

s∈[0,t]

‖u(s)‖XTr
κ,p
≥ 2n

}
∧ T. (4.44)

A similar definition holds for λv. As usual, we assume λu ≥ λv. Therefore

‖FL,n(·, u)− FL,n(·, v)‖Lp(IT ,wκ;X0) = ‖FL,n(·, u)− FL,n(·, v)‖Lp(Iλu ,wκ;X0)

≤ ‖(Φn(·, u)− Φn(·, v))F̃L(·, u)‖Lp(Iλu ,wκ;X0)

+ ‖Φn(·, v)(FL(·, u)− FL(·, v))‖Lp(Iλv ,wκ;X0);

where we have set F̃L(·, u) := FL(·, u)− FL(·, 0). Since ‖ξ′‖L∞(R+) ≤ 1, one has

‖(Φn(·, u)− Φn(·, v))F̃L(·, u)‖Lp(Iλu ,wκ;X0)

≤ 1

n
(‖u− v‖C(IT ;XTr

κ,p) + ‖u− v‖Lp(IT ,wκ;X1))‖LF,2n‖u‖X1
+ L̃F,2n‖u‖X0

‖Lp(Iλu ,wκ)

≤ 2(‖u− v‖C(IT ;XTr
κ,p) + ‖u− v‖Lp(IT ,wκ;X1))(LF,2n + CT L̃F,2n);

where in the last inequality we used (4.44). Finally, since λv ≤ λu,

‖Φn(·, v)(FL(·, u)− FL(·, v))‖Lp(Iλv ,wκ;X0) ≤ ‖FL(·, u)− FL(·, v)‖Lp(Iλv ,wκ;X0)

≤ LF,2n‖u− v‖Lp(Iλv ,wκ;X0) + CT L̃F,2n‖u− v‖C(Iλv ;XTr
κ,p).

The above estimates readily imply the claim.

4.3.5 Proofs of Theorems 4.3.5 and 4.3.7-4.3.8
With this preparation, we are ready to prove our first result concerning (4.16).

Proof of Theorem 4.3.5. To begin, we look to a suitable modification of (4.16). More specifically,
fix w0 ∈ LpF0

(Ω;XTr
κ,p) and let us consider the following semilinear equation:{

du+A(·, u0)udt = (F̃λ(u) + f̃)dt+ (B(·, u0)u+ G̃λ(u) + g̃)dWH ,

u(0) = w0;
(4.45)

on [0, T ], where
F̃λ(u) := Fc,λ(u0, u) + FA,λ(u0, u) + FL(·, u),

G̃λ(u) := Gc,λ(u0, u) +GA,λ(u0, u) +GL(·, u),

f̃ := f + Fc(·, 0) + FTr(·, u0),

g̃ := g +Gc(·, 0) +GTr(·, u0),

(4.46)

where Fc,λ, Gc,λ, FA,λ and GA,λ are defined in Lemmas 4.3.13 and 4.3.15. By (HF)-(HG) and the
fact that T < ∞, it follows that f̃ ∈ LpP(IT × Ω, wκ;X0) and g̃ ∈ LpP(IT × Ω, wκ; γ(H,X1/2)).
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Let R := R(A(·,u0),B(·,u0)) be the solution operator associated to the couple (A(·, u0), B(·, u0)) ∈
SMR•p,κ(T ).

To study existence of strong solutions to (4.45) let σ be a stopping time with values in [0, T ]
and consider

Zσ := LpP(Ω;X(σ)) ∩ LpP(Iσ × Ω, wκ;X1) ∩ LpP(Ω;C(Iσ;XTr
κ,p)), (4.47)

equipped with the sum of the three norms. Note that the stopped space and norm were defined in
Definition 4.1.8. Recall that X(σ) was defined in (4.31). On Zσ we define an equivalent norm by

||| · |||Zσ = ‖ · ‖Zσ +M‖ · ‖Lp(Ω;Lp(Iσ,wκ;X0)),

here M ≥ 0 will be specified below. We shall study the map Πw0
defined on Zσ by

Πw0
(v) := R(w0, F̃λ(v) + f̃ , G̃λ(v) + g̃). (4.48)

For the sake of clarity, we divide the proof into several steps.
Step 1: There existM > 0, λ∗ > 0, T ∗ ∈ (0, T ], ε > 0 and α < 1 such that if max{LF , LG} ≤ ε,

then for any stopping time σ : Ω → [0, T ∗] and any w0 ∈ LpF0
(Ω;XTr

κ,p) one has Πw0
: Zσ → Zσ

and for all v, w ∈ Zσ,
|||Πw0(v)−Πw0(w)|||Zσ ≤ α|||u− w|||Zσ . (4.49)

In the following, we consider p > 2, the case p = 2 follows by replacing 0H
δ,p(Iσ, wκ;X1−δ) by

C(Iσ, X1/2) below.
Let p > 2, and fix a stopping time σ with values in [0, T ]. Fix δ ∈ ((1 + κ)/p, 1/2). Note that

for z ∈ LpP(IT × Ω, wκ;X1) ∩ LpP(Ω;Hδ,p(IT , wκ;X1−δ))

‖z‖ZT ≤ kT (‖z‖Lp(IT×Ω,wκ;X1) + ‖z‖Lp(Ω;Hδ,p(IT ,wκ;X1−δ))), (4.50)

where kT is a constant which depends on T . Moreover

‖z‖Zσ ≤ C1(‖z‖Lp(Iσ×Ω,wκ;X1) + ‖z‖Lp(Ω;0H
δ,p(Iσ,wκ;X1−δ))), (4.51)

for all z ∈ LpP(Iσ×Ω, wκ;X1)∩LpP(Ω; 0H
δ,p(Iσ, wκ;X1−δ)), where the constant C1 is independent

of T . Both estimates (4.50) and (4.51) follow from Proposition 4.1.5, Lemma 4.3.9 and Remark
4.3.10.

By Proposition 4.2.10 and (4.50) one has

‖R(w0, 0, 0)‖ZT ≤ kT ‖w0‖Lp(Ω;XTr
κ,p). (4.52)

Since (A(·, u0), B(·, u0)) ∈ SMR•p,κ(T ), Definition 4.2.5, (4.14), Proposition 4.2.12 and (4.51)
give that for all φ ∈ LpP(IT × Ω, wκ;X0) and ψ ∈ LpP(IT × Ω, wκ; γ(H,X1/2)),

‖R(0, φ, ψ)‖Zσ ≤ ‖R(0,1J0,σKφ,1[0,σ]ψ)‖ZT
≤ C1K

det,δ‖φ‖Lp(Ω;Lp(Iσ,wκ;X0)) + C1K
sto,δ‖ψ‖Lp(Ω;Lp(Ω;Iσ,wκ;γ(H,X1/2))),

(4.53)

where Kdet,δ := Kdet,δ
(A(·,u0),B(·,u0)), K

det,δ := Ksto,δ
(A(·,u0),B(·,u0)) and C1 is as in (4.51).

Next we show that Πw0
maps Zσ into itself. Let v ∈ Zσ. By (4.52) and (4.53) we can write

‖Πw0(v)‖Zσ ≤ ‖R(w0, 0, 0)‖ZT + ‖R(0, F̃λ(v) + f̃ , G̃λ(v) + g̃‖Zσ
≤ kT ‖w0‖Lp(Ω;XTr

κ,p) + C1K
det,δ‖F̃λ(v) + f̃‖Lp(Ω;Lp(Iσ,wκ;X0))

+ C1K
sto,δ‖G̃λ(v) + g̃‖Lp(Ω;Lp(Iσ,wκ;γ(H,X1/2)))

and the latter is finite by Lemmas 4.3.13 and 4.3.15.
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Moreover, for v, w ∈ Zσ by Proposition 4.2.12 we can write

Πw0
(v)−Πw0

(w) = R(0,1J0,σK(F̃λ(v)− F̃λ(w)),1J0,σK(G̃λ(v)− G̃λ(w))) (4.54)

on J0, σK. The previous identity and (4.53) gives

‖Πw0
(v)−Πw0

(w)‖Zσ
= ‖R(0,1J0,σK(F̃λ(v)− F̃λ(w)),1J0,σK(G̃λ(v)− G̃λ(w)))‖Zσ
≤ C1K

det,δ‖F̃λ(v)− F̃λ(w)‖Lp(Ω;Lp(Iσ,wκ;X0))

+ C1K
sto,δ‖G̃λ(v)− G̃λ(w)))‖Lp(Ω;Lp(Iσ,wκ;γ(H,X1/2)))

≤ C1[Kdet,δ(L′λ,T + LF ) +Ksto(L′λ,T + LG)]‖v − w‖Zσ
+ C1(Kdet,δL̃F +Ksto,δL̃G)‖v − w‖Lp(Ω;Lp(Iσ,wκ;X0)),

(4.55)

where the last estimate follows from Lemmas 4.3.13 and 4.3.15 and where we have set L′λ,T =

Lλ,T + L̃λ,T .
Let ε > 0 be such that if (4.22) holds, then

C1[Kdet,δLF +Ksto,δLG] < 1. (4.56)

By Lemmas 4.3.13 and 4.3.15 one can find T̃ and λ̃ such that

C1[Kdet,δ(LF + L′λ,T ) +Ksto,δ(LG + L′λ,T )] := α′ < 1; (4.57)

for all T ≤ T̃ and λ ≤ λ̃. To complete the proof we extend the argument in [165, Theorem 4.5] to
our setting. Set

M :=
Kdet,δL̃F +Ksto,δL̃G
Kdet,δLF +Ksto,δLG

.

With such a choice the inequality (4.55) implies that

‖Πw0(v)−Πw0(w)‖Zσ ≤ α′|||v − w|||Zσ .

Applying Lemma 4.2.13 with u given by (4.54) we find

‖Πw0
(v)−Πw0

(w)‖Lp(Ω;Lp(Iσ,wκ;X0))

≤ cT
[
‖F̃λ(v)− F̃λ(w)‖Lp(Iσ×Ω,wκ;X0) + ‖G̃λ(v)− G̃λ(w)‖Lp(Iσ×Ω,wκ;X0)

]
≤ c̃T |||v − w|||Zσ ;

(4.58)

where the last step follows from Lemmas 4.3.13 and 4.3.15, and where cT , c̃T > 0 and both tend to
zero as T ↓ 0. The claim follows from (4.55) and (4.58) by choosing T ∗ > 0 such thatMc̃T∗ < 1−α′,
λ∗ = λ̃ and α := α′ +McT∗ < 1.

Step 2: Let λ∗, T ∗ be as in Step 1. Then for each w0 ∈ LpF0
(Ω;XTr

κ,p) the problem (4.45) has a
unique strong solution uw0

∈ ZT∗ on J0, T ∗K. Moreover, there exists a constant C = C(T ∗, λ∗) > 0
such that for all w0, w1 ∈ LpF0

(Ω;XTr
κ,p), one has

‖uw0
− uw1

‖ZT∗ ≤ C‖w0 − w1‖LpF0
(Ω;XTr

κ,p). (4.59)

Applying Step 1 to σ ≡ T ∗, we obtain that Πw0
: ZT∗ → ZT∗ is a contraction. Therefore, by the

Banach fixed point theorem there exists a unique uw0 ∈ ZT∗ such that Πw0(uw0) = uw0 . From this
we can conclude that uw0 is a strong solution to (4.45) on J0, T ∗K (see Definition 4.3.3 and (4.48)).

It remains to prove (4.59). The linearity of R shows that

uw0 − uw1 = Πw0(uw0)−Πw1(uw1) = R(w0 − w1, 0, 0) + Π0(uw0)−Π0(uw1).
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Therefore, by (4.52) and (4.49),

|||uw0 − uw1 |||ZT∗ ≤ |||R(w0 − w1, 0, 0)|||ZT∗ + |||Π0(uw0
)−Π0(uw1

)|||ZT∗
≤ k̃T∗‖w0 − w1‖LpF0

(Ω;XTr
κ,p) + α|||uw0

− uw1
|||ZT∗ .

Since α < 1, the latter implies (4.59).
Step 3: Let (v, τ) be a local solution to (4.45) with initial data w0 ∈ LpF0

(Ω;XTr
κ,p). Then

v = uw0
on J0, τ ∧ T ∗M. Without loss of generality, we can assume that τ < T ∗. For n ≥ 1 let

τn := inf{t ∈ [0, τ) : ‖v‖X(t) + ‖v − w0‖C(It;XTr
κ,p) + ‖v‖Lp(It,wκ;X1) ≥ n}

and τn := τ if the set is empty. Then (τn)n≥1 is a localizing sequence for (v, τ).
Fix n ≥ 1. Lemmas 4.3.13 and 4.3.15 ensure that 1J0,τnK(F̃λ(v) + f̃) ∈ LpP(IT ×Ω, wκ;X0) and

1J0,τnK(G̃λ(v) + f̃) ∈ LpP(IT × Ω, wκ; g(H,X1/2)). Moreover, by Proposition 4.2.12 one obtains

v = R(w0,1J0,τnK(f̃ + F̃λ(v)),1J0,τnK(G̃λ(v) + g̃)),

uw0
= R(w0,1J0,τnK(f̃ + F̃λ(uw0

)),1J0,τnK(G̃λ(uw0
) + g̃));

on J0, τnK. Using (4.54) this implies that

|||uw0 − v|||Zτn = |||R(0,1J0,τnK(F̃λ(v)− F̃λ(uw0)),1J0,τnK(G̃λ(v)− G̃λ(uw0)))|||Zτn
= |||Π0(uw0)−Π0(v)|||Zτn ≤ α|||uw0 − v|||Zτn ;

where in the last step we used (4.49). Since α < 1, we obtain that uw0
= v on J0, τn ∧ T ∗K. Since

n ≥ 1 was arbitrary, it follows that uw0
= v on J0, τ ∧ T M.

Steps 1-3 complete our treatment of (4.45). Below we apply these results to study (4.16).
Step 4: Let η := λ∗/2. Then (4.16) has a strong solution (v, τ) with initial data v0 ∈

L∞(Ω;XTr
κ,p) and τ > 0 a.s. provided v0 ∈ BL∞F0

(Ω;XTr
κ,p)(u0, η). In particular, this gives a strong

solution (u, σ) to (4.16) with σ > 0 a.s.
Step 1 ensures that (4.45) with initial data v0 has a unique strongly progressively measurable

solution uv0 if λ = λ∗ and T = T ∗. Set

τ := inf
{
t ∈ [0, T ] : ‖uv0‖X(t) + ‖uv0 − u0‖C(It;XTr

κ,p) + ‖uv0‖Lp(It,wκ;X1) > λ∗/2
}
.

Since the maps t 7→ ‖uu0
‖X(t), t 7→ sups∈[0,t] ‖uu0

(s)− v0‖XTr
κ,p

are continuous and adapted, τ is a
stopping time. Note that if v0 ∈ BL∞F0

(Ω;XTr
κ,p)(u0, η), then 0 < τ a.s.

Setting v := uv0 |J0,τK, then a.s. for t ∈ [0, τ ], one has

Θλ∗(t, u0, v) = 1, Ψλ∗(t, u0, v) = 1.

Using the latter, by (4.46) a.s. on J0, τK

F̃λ∗(v) = A(·, u0)v −A(·, v)v + Fc(·, v)− Fc(·, 0) + FTr(·, v)− FTr(·, u0) + FL(·, v),

G̃λ∗(v) = B(·, u0)v −B(·, v)v +Gc(·, v)−Gc(·, 0) +GTr(·, v)−GTr(·, u0) +GL(·, v).

Using this and (4.45), it follows that v is a strong solution to (4.16) on J0, τK with initial data v0.
Next, we prove the continuity estimate claimed in (3) for the solutions just constructed. Let

(u, σ), (v, τ) be solutions of (4.16) constructed above with initial value u0, v0 respectively. There-
fore, u = uu0 |J0,σK and v = uv0 |J0,τK.

Let ν := σ ∧ τ , this implies that u = uu0
|J0,νK, v = uv0 |J0,νK and

‖u− v‖Zν ≤ ‖uu0 − uv0‖ZT∗ ≤ C‖u0 − v0‖LpF0
(Ω;XTr

κ,p); (4.60)

where in the last step we used (4.59).
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Step 5: (1) and the first part of (3) hold. For the sake of clarity, we divide the proof of this
step into two parts.

Step 5a: Uniqueness of the strong solution (v, τ) constructed in Step 4. Recall that (v, τ) is a
strong solution to (4.16) with initial data v0 and satisfies v = uv0 on J0, τK. Let (w, µ) be a local
solution to (4.16) with initial data v0. By Definition 4.3.4, it is enough to prove that v = w on
[0, τ ∧ µ). We claim that

w ∈ X(t) a.s. for all t ∈ [0, µ). (4.61)

Let us first show that (4.61) implies the claim of Step 5a. Thus, suppose that (4.61) holds. Let
(µn)n≥1 be a localizing sequence for (w, µ), and define the following stopping times

µ∗n := inf
{
t ∈ [0, µn) : ‖w‖X(t) + ‖w − u0‖C(It;XTr

κ,p) + ‖w‖Lp(It,wκ;X1) > λ∗/2
}
,

µ∗ := inf
{
t ∈ [0, µ) : ‖w‖X(t) + ‖w − u0‖C(It;XTr

κ,p) + ‖w‖Lp(It,wκ;X1) > λ∗/2
}
,

where λ∗ > 0 is as in Step 1 and where we set µ∗n = µn and µ∗ = µ if the set is empty. Let n ≥ 1
be fixed. The argument used in Step 4 shows that (w, µ∗n) is a local solution to (4.45) with initial
data v0 ∈ L∞F0

(Ω;XTr
κ,p). Therefore, by Step 3 w = uv0 on J0, µ∗n ∧ τK. Letting n ↑ ∞ we find

v = w on J0, µ∗ ∧ τM. From the latter equality, it follows that µ ∧ τ = µ∗ ∧ τ a.s. This proves the
uniqueness of (v, τ).

Now we turn to the proof of (4.61). To this end we set, for a.a. (ω, t) ∈ [0, µ)× Ω,

Nw(t, ω) := ‖F (·, ω, w(·, ω))‖Lp(0,t,wκ;X0) + ‖G(·, ω, w(·, ω))‖Lp(0,t,wκ;γ(H,X1/2)).

By Definitions 4.3.3-4.3.4 we have Nw(t) <∞ a.s. for all t ∈ [0, µ). Define a sequence of stopping
times by

νn := inf
{
t ∈ [0, µ) : Nw(t) + ‖w − u0‖C(It;XTr

κ,p) + ‖w‖Lp(It,wκ;X1) > n
}
,

where inf ∅ := µ. Then limn↑∞ νn = µ a.s., and therefore to prove (4.61) it is enough to show
w ∈ X(νn) a.s. for all n ≥ 1. Note that for any n ≥ 1,

w|J0,νnK ∈ L∞(Ω;C(Iνn ;XTr
κ,p) ∩ Lp(Iνn × Ω, wκ;X1)), (4.62)

where we used that u0 ∈ L∞(Ω;XTr
κ,p) by assumption, and thus

1J0,νnKF (·, w) ∈ Lp(IT × Ω, wκ;X0),

1J0,νnKG(·, w) ∈ Lp(IT × Ω, wκ; γ(H,X1/2)).
(4.63)

Since (w, µ) is a local solution to (4.16) and νn ≤ µ a.s. we have that w|J0,νnM is a strong solution
to (4.16) on J0, νnK. Writing A(·, w) = A(·, u0) + (A(·, w) − A(·, u0)) and B(·, w) = B(·, u0) +
(B(·, w) − B(·, u0)), one sees that (w, νn) is a strong solution to (4.7) on J0, νnK with (A,B) and
(f, g) replaced by (A(·, u0), B(·, u0)) and (fwn , g

w
n ), where

fwn := 1J0,νnK[(A(·, u0)−A(·, w)) + F (·, w) + f ],

gwn := 1J0,νnK[(B(·, w)−B(·, u0)) +G(·, w) + g],

respectively. By (4.62)-(4.63) and (HA),

fwn ∈ L
p
P(IT × Ω, wκ;X0) and gwn ∈ L

p
P(IT × Ω, wκ; γ(H,X1/2)).

Since (A,B) ∈ SMR•p,κ(T ), w = R(A(·,u0),B(·,u0))(u0, f
w
n , g

w
n ) on J0, νnK by Proposition 4.2.12(2).

Therefore, the last statement in Proposition 4.2.10 ensures that for all δ ∈ ( 1+κ
p , 1

2 ) and n ≥ 1,

w|J0,νnK ∈ Hδ,p(Iνn , wκ;X1−δ) ∩ Lp(Iνn , wκ;X1) ↪→ X(νn) a.s.,

where we used Lemma 4.3.9 for the embedding (see Remark 4.3.10).
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Step 5b: Proof of the claim in Step 5. It remains to prove the existence of a maximal solution
(v, τ) of (4.16) with initial data v0 as in (3). Let Ξ be the set of all stopping time τ such that
(4.16) admits a unique local solution on [0, τ) in the sense of Definitions 4.3.3-4.3.4 with initial
value v0. Then the above ensures that Ξ is not empty. We claim that Ξ is closed under pairwise
maximization, i.e. if τ0, τ1 ∈ Ξ, then τ0 ∨ τ1 ∈ Ξ. A similar argument appears in [104, Lemma
4.6], but our setting is different. Let (vi, τi) be the unique local solution to (4.16) with the same
initial data and localizing sequences (τni )n≥1 for i = 0, 1. The uniqueness ensures that v0 = v1 on
J0, τ0 ∧ τ1M. Define the process un : J0, τn0 ∨ τn1 K→ X0 given by

un(t) = v0(t ∧ τn0 ) + v1(t ∧ τn1 )− v0(t ∧ τn0 ∧ τn1 ).

Note that un(t) = v1(t) on {τn0 ≤ t ≤ τn1 } and un(t) = v0(t) + v1(τn1 ) − v0(τn1 ) = v0(t) on
{τn1 ≤ t ≤ τn0 }. By definition un is strongly progressively measurable and has the same regularity
properties of v0 and v1 on J0, τn0 ∨ τn1 K. Letting n ↑ ∞ we obtain a unique local solution (v, τ0 ∨ τ1)
and thus τ0 ∨ τ1 ∈ Ξ.

By [113, Theorem A.3], σ := ess supΞ exists, and there exists a sequence of stopping times
(τn)n≥1 ⊆ Ξ such that τn ≤ σ, limn↑∞ τn = σ a.s. and by the above uniqueness there exists a
process v : [0, τ ] × Ω → X0 such that u is a local solution to (4.16) on J0, τnM. In addition, τ > 0
a.s. by Step 4. This implies, the existence of a unique maximal local solution (v, τ) to (4.16) with
initial value v0 and localizing sequence (τn)n≥1. This finishes the proof of the first part of (3) and
in particular (1).

Step 6: (2). Let (v, τv) be the maximal solution to (4.16) with initial value v0, where v0 is as
in (3). Let (τvn)n≥1 be a localizing sequence for (v, τv) with τvn > 0 a.s. For each n ≥ 1, set

τ̃vn := inf{t ∈ [0, τvn) : ‖v‖X(t) + ‖v − v0‖C(It;XTr
κ,p) + ‖v‖Lp(It,wκ;X1) ≥ n}, (4.64)

where we set τ̃vn = τvn if the set is empty. Thus, each τ̃vn is a stopping time and limn↑∞ τ̃vn = τv.
Moreover, τvn > 0 a.s. Let νn = min{τ̃un , τ̃vn}.

Hypothesis (HA) and (HF)–(Hf) and Lemma 4.3.11 show that

fvn := 1J0,νnK[(A(·, u0)−A(·, v))v + F (·, v) + f ] ∈ LpP(IT × Ω, wκ;X0),

gvn := 1J0,νnK[(B(·, v)−B(·, v0))u+G(·, v) + g] ∈ LpP(IT × Ω, wκ; γ(H,X1/2)),

for all n ≥ 1. As in Step 5a, since u and v are strong solution to (4.16), by Proposition 4.2.12(2)
we have

v = R(v0, f
v
n , g

v
n), on J0, νnK,

where R := R(A(·,u0),B(·,u0)). Since (A(·, u0), B(·, u0)) ∈ SMR•p,κ(T ), it follows from Proposition
4.2.10 that

v ∈
⋂

θ∈[0,1/2)

LpP(Ω;Hθ,p(Iνn , wκ;X1−θ)), ∀n ≥ 1. (4.65)

In particular, by Proposition 4.1.5(1)

v ∈ Lp(Ω;C(Iνn ;XTr
κ,p)).

It remains to prove the instantaneously regularization effect. Let κ > 0, by (4.65) and Definition
4.1.8, for each n ≥ 1 there exists ṽn ∈ LpP(Ω;Hδ,p(IT∗ , wκ;X1−δ) ∩ Lp(IT∗ , wκ;X1)) such that
v|J0,σ̃nK = ṽn|J0,νnK and for any ε > 0,

ṽn ∈ LpP(Ω;Hδ,p(IT∗ , wκ;X1−δ) ∩ Lp(IT∗ , wκ;X1)) ↪→ LpP(Ω;C([ε, T ∗];XTr
p )),

where in the last inclusion we used Proposition 4.1.5(2) and the fact that δ > 1+κ
p ≥

1
p since κ ≥ 0.

The claim follows from the arbitrariness of n ≥ 1 and ε > 0. By taking v = u this completes the
proof of (2)
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Step 7: the second part of (3). The cases E ∈ {Lp(Iν , wκ;X1), C(Iν ;XTr
κ,p),X(ν)} have already

been considered in (4.60). It remains to consider E = Hθ,p(Iν , wκ;X1−θ). Carefully checking the
proofs of (4.49) and (4.52) one also obtains the latter case.

Step 8: (4) holds. Let (u, σ) and (v, τ) be as in the statement. Recall that Γ := {u0 = v0}.
Without loss of generality we assume P(Γ) > 0.

Set σ̃ := 1Γσ + 1Ω\Γτ and ũ := 1Γ×[0,τ)v + 1(Ω\Γ)×[0,σ)u. Then with the same argument used
in the proof of Proposition 4.2.12, one can check that (ũ, σ̃) is a unique local solution to (4.16)
since u0 = v0 on Γ.

The maximality of (u, σ) implies τ ≤ σ on Γ and

u = ũ = v, Γ× [0, τ).

Exchanging the role of (u, σ) and (v, τ), one obtains also σ ≤ τ on Γ and u = v on Γ× [0, σ). This
implies the claim.

Some remark may be in order.

Remark 4.3.17. Due to (4.56), the argument used in Step 1 in the proof of Theorem 4.3.5 ensures
that instead of (4.22) we can assume

C1(LFK
det,δ
(A(·,u0),B(·,u0)) + LBK

sto,δ
(A(·,u0),B(·,u0))) < 1.

Here C1 is the constant in (4.51) and δ ∈ ((1+κ)/p, 1/2). Typically the above constants are difficult
to compute. See [165, Section 5] for examples in which explicit computations can be worked out.

Remark 4.3.18. By analysing the argument in the above proof one can readily check that Theorem
4.3.5 holds in case that the assumptions (HF)(i) and (HG)(i) are replaced by:

(1) For any stopping time µ : Ω→ [0, T ], one has

FL : L0
P(Ω;Lp(Iµ, wκ;X1) ∩ C(Iµ;XTr

κ,p))→ L0
P(Ω;Lp(Iµ, wκ;X0)),

GL : L0
P(Ω;Lp(Iµ, wκ;X1) ∩ C(Iµ;XTr

κ,p))→ L0
P(Ω;Lp(Iµ, wκ; γ(H,X1/2))).

Moreover, there exist C̃, LF , LG, L̃F , L̃G > 0 such that for a.a. ω ∈ Ω and for all u, v ∈
Lp(Iµ, wκ;X1) ∩ C(Iµ;XTr

κ,p)

‖FL(·, ω, u)‖Lp(Iµ,wκ,X0) ≤ C̃(1 + ‖u‖Lp(Iµ,wκ;X1) + ‖u‖C(Iµ;XTr
κ,p)),

‖GL(·, ω, u)‖Lp(Iµ,wκ,γ(H,X1/2)) ≤ C̃(1 + ‖u‖Lp(Iµ,wκ;X1) + ‖u‖C(Iµ;XTr
κ,p)),

‖FL(·, ω, u)− FL(·, ω, v)‖Lp(Iµ,wκ,X0) ≤ LF (‖u− v‖Lp(Iµ,wκ;X1) + ‖u− v‖C(Iµ;XTr
κ,p))

+ L̃F ‖u− v‖Lp(Iµ,wκ;X0),

‖GL(·, ω, u)−GL(·, ω, v)‖Lp(Iµ,wκ,γ(H,X1/2)) ≤ LG(‖u− v‖Lp(Iµ,wκ;X1) + ‖u− v‖C(Iµ;XTr
κ,p))

+ L̃G‖u− v‖Lp(Iµ,wκ;X0).

(2) For Γ ∈ {FL, GL} and all stopping times ν ∈ [0, µ] a.s., 1[0,ν]Γ(·, u) = 1[0,ν]Γ(·, v) provided
1[0,ν]u = 1[0,ν]v and u, v ∈ L0

P(Ω;Lp(Iµ, wκ;X1) ∩ C(Iµ;XTr
κ,p)).

To see that (1)-(2) are sufficient to prove Theorem 4.3.5 it is enough to note that only (1) and (2)
are needed in Step 1 (resp. 5) to prove existence (resp. uniqueness). The other steps hold without
any changes.

Next, we prove Theorem 4.3.7.

Proof of Theorem 4.3.7. We start by collecting some useful facts. To begin, let

ξ := inf{t ∈ [0, T ] : ‖f‖Lp(It,wκ;X0) + ‖g‖Lp(It,wκ;γ(H,X1/2)) ≥ 1}.
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Then ξ is an stopping time, ξ > 0 a.s. and

1J0,ξKf ∈ LpP(IT × Ω, wκ;X0), 1J0,ξKg ∈ LpP(IT × Ω, wκ; γ(H,X1/2)).

Moreover, let n ≥ 1 be fixed and define Γn := {‖u0‖XTr
κ,p
≤ n} ∈ F0. Recall that (u0,n)n≥1 satisfies

(4.23). Finally, let FL,n, GL,n be as in Lemma 4.3.16. The same lemma implies that FL,n and GL,n
verify the condition in Remark 4.3.18 for

LF = 3LF,2n + CT L̃F,2n, L̃F = 0, LG = 3LG,2n + CT L̃G,2n, L̃G = 0,

where limT↓0 CT = 0. For n ≥ 1, set Fn = FL,n + Fc + FTr, Gn = GL,n + Gc + GTr. By (4.23),
supΩ ‖u0,n‖XTr

κ,p
<∞. Let Rn ≥ 1 be the smallest integer satisfying

Rn ≥ sup
Ω
‖u0,n‖XTr

κ,p
. (4.66)

Theorem 4.3.5 and Remarks 4.3.17-4.3.18 ensure the existence of a maximal local solution (un, σn)
to (4.16) with (u0, f, g, F,G) replaced by

(u0,n,1J0,ξKf + FL(t, 0),1J0,ξKg + FL(t, 0), FRn , GRn)

provided

3C1(LF,2RnK
det,δ
(A(·,u0,n),B(·,u0,n)) + LB,2RnK

sto,δ
(A(·,u0,n),B(·,u0,n))) < 1, ∀n ≥ 1, (4.67)

where C1 > 0 is the constant in the embedding of Lemma 4.3.9 and does not depend on T > 0.
Note that choosing εn > 0 suitably we obtain (4.67). Recall that the constants Kdet,δ

(A(·,u0,n),B(·,u0,n)),

Ksto,δ
(A(·,u0,n),B(·,u0,n)) are defined in (4.14) and δ ∈ ((1 + κ)/p, 1/2) is arbitrary.
For the sake of clarity, we split the proof into several steps.
Step 1: Existence of a local solution to (4.16) if u0 ∈ L0

F0
(Ω;XTr

κ,p). Let (un, σn) as above.
Then let us define the following stopping time

τn := inf
{
t ∈ [0, σn) : ‖un‖Lp(It,wκ;X1) + sup

s∈[0,t]

‖un‖XTr
κ,p
≥ 2Rn

}
and τn := σn if the set is empty. Then reasoning as in Step 4 in the proof of Theorem 4.3.5 one
immediately sees that (un, σn ∧ τn) verifies (4.16) with initial data u0,n. Note that u0,n has norm
less than Rn (see (4.66)), and therefore τn > 0 a.s. Thus, σn ∧ τn > 0 a.s.

Set σ′n := σn ∧ τn. Let (Λn)n≥1 ⊆ F0 be defined as Λ1 := Γ1 and Λn := Γn+1 \ Γn for each
n > 1. Define (u, σ) as σ := σ′n on Λn, and u = un on Λn× [0, σ′n). Since (un, σ

′
n) is a local solution

to (4.16) with initial data u0,n, one can check that (u, σ) is a local solution to (4.16).
Step 2: Uniqueness of (u, σ). Let (v, µ) be another local solution to (4.16). Set

µn := inf
{
t ∈ [0, µ) : ‖v‖Lp(It,wκ;X1) + sup

s∈[0,t]

‖v‖XTr
κ,p
≥ 2Rn

}
,

and τn = µ if the set is empty. Then (1Λnv,1Λnµn) is a local solution to (4.16) with data
(1Λnu0,n,1Λn(1J0,ξKf + FL(t, 0)),1Λn(1J0,ξKg + GL(t, 0))) and F = FRn , G = GRn . At this stage,
the conclusion follows as in Step 5 in the proof of Theorem 4.3.5.

Step 2: Existence of a maximal unique local solution. Similarly as in Step 6 in the proof of
Theorem 4.3.5, consider the set Ξ of all stopping time τ such that (4.16) admits a unique local
solution. Steps 1-2 ensure that Ξ is not empty, and that there exists τ ∈ Ξ such that τ > 0 a.s.
The rest of the proof follows as Step 5 in the proof of Theorem 4.3.5.

Step 3: Regularity. The claimed regularity follows as in Step 6 in the proof of Theorem 4.3.5
by replacing τ̃vn in (4.64) by 1Γn τ̃

v
n .

Remark 4.3.19. As in Remark 4.3.17 the proof of Theorem 4.3.7 shows that the condition (4.25)
can be replaced by (4.67).
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Proof of Theorem 4.3.8. (1): Follows by Theorem 4.3.5.
(2): The proof is similar to the one proposed for Theorem 4.3.5. Indeed, we may replace the

truncations in Step 1 by

F̃λ(u) := Fc,λ(u0, u) + FL(·, u) + FTr(·, u),

G̃λ(u) := Gc,λ(u0, u) +GL(·, u) +GTr(·, u),

f̃ := f + Fc(·, 0) + FTr(·, u0),

g̃ := g +Gc(·, 0) +GTr(·, u0).

Due to Remark 4.3.14 and the assumptions, the assertion of Lemma 4.3.13 still holds. Now one
can repeat the proof of Theorem 4.3.5 literally.

(3): This follows from Theorem 4.3.5 and the fact that the constants εn do not depend on
n ≥ 1 (see Remark 4.3.19).
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Chapter 5

Applications to parabolic SPDEs

Let (Ω,F = (Ft)t≥0,A ,P) and P be a filtered probability space and the progressive sigma algebra,
respectively.

In this chapter we apply the abstract results of Chapter 4 to several concrete SPDEs of parabolic
type. The general study of stochastic evolution equations will continue in Chapters 6 and 7. The ap-
plications include: reaction-diffusion equations in conservative and non-conservative form, Burger’s
equations with white and colored noise, quasilinear SPDEs in divergence and non-divergence form
on Rd and/or domains and porous media equations. In all of the applications a gradient noise term
is allowed.

The overall aim of this chapter is to show the flexibility and applicability of the results in
Chapter 4 for some classical SPDEs. Indeed, our approach provides several new results in an
Lp(Lq)-setting which seem not to be known before and might be difficult to reach with pure PDEs
arguments. Moreover, if the SPDEs admits critical spaces, then we compute them explictly and
in all cases they coincide with spaces having the right (local) scaling of the SPDEs considered. In
particular, in the case of reaction-diffusion equations in Section 5.1.3, we show that the determin-
istic and the stochastic nonlinearity have the same scaling if and only if the ‘corresponding critical
equations’ (i.e. (4.18) and (4.20)) coincide.

The results are taken from Sections 5-6 of my work [3]. For applications to stochastic Allen-
Cahn and Cahn-Hilliard equations on domains we refer to [3, Section 7].

5.1 Applications to semilinear SPDEs with gradient noise
In this section we will consider semilinear SPDEs on X0 = Hs,q which can be written in the form{

du+A(·)udt = F (·, u)dt+ (G(·, u) +B(·)u)dWH , t ∈ IT ,
u(0) = u0,

(5.1)

which is a special case of the setting considered in Theorem 4.3.8. In Subsections 5.1.2-5.1.4 we
take H = `2 and in Subsection 5.1.5 H = L2(T).

In the next section we motivate this setting and explain which class of operator pairs (A,B)
we will be considering.

5.1.1 Introduction and motivations
In this section we study a large class of nonlinear second order equations with gradient noise. Such
equations are commonly known as stochastic–reaction diffusion equations, but they also include
the filtering equation see [129, Section 8] and Allen-Cahn equations [21, 22, 87, 184].

Stochastic reaction–diffusion equations have been extensively studied in the last decades. Non-
linear reaction–diffusion models arise in many scientific areas such as chemical reactions, pattern-
formation, population dynamics. Stochastic perturbations of such models can model thermal
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fluctuations, uncertain determinations of the parameters and non-predictable forces acting on the
system. For the sake of completeness let us mention some works on the deterministic case [34, 86,
182, 208] and for the stochastic case one may consult [33, 35, 36, 58, 74, 78, 81, 88, 102, 202, 204]
and the references therein.

To the best of our knowledge, the results presented below are new. The reader can compare
our results with the results in [178, Section 3] in the deterministic framework.

In this section we analyse second order stochastic PDEs in non-divergence form with gradient
noise: {

du+Audt = f(u,∇u)dt+
∑
n≥1

(
Bnu+ gn(u)

)
dwnt , on O,

u(0) = u0, on O.
(5.2)

here (wnt : t ≥ 0)n≥1 denotes a sequence of independent standard Brownian motions and u :
IT × Ω × O → R is the unknown process. Moreover, the differential operators A,Bn for each
x ∈ O, ω ∈ Ω, t ∈ (0, T ) are given by

(A(t, ω)u)(t, ω, x) := −
d∑

i,j=1

aij(t, ω)∂2
iju(x),

(Bn(t, ω)u)(t, ω, x) :=

d∑
j=1

bjn(t, ω)∂ju(x).

(5.3)

Lower order terms in the previous differential operators can be added (see Subsection 5.1.6). The
assumptions on f, gn will be specified below.

In the applications of Theorem 4.3.8, the following splitting arises naturally:

• O = Rd or O = Td;

• O is a smooth domain in Rd.

We will only consider Rd in detail since Td can be treated by the same arguments. This will be
done in Sections 5.1.2, 5.1.3, and 5.1.4 using the maximal regularity result of Lemma 5.1.2 below.

To avoid the need for too many subcases, we will only consider d ≥ 2. However, under suitable
conditions on the parameters the case d = 1 could also be included in most examples.

Next we introduce the function spaces which will be needed below. As usual, for q ∈ (1,∞) and
k ≥ 1, we denote by W k,q(Rd) the set of all f ∈ Lq(Rd) such that ∂αf ∈ Lq(Rd) for any α ∈ Nd0
such that |α| ≤ k endowed with the natural norm. Let F be the Fourier transform on Rd. Then
for any s ∈ R and q ∈ (1,∞) we set Hs,q(Rd) = {f ∈ S ′(Rd) : F−1((1 + | · |2)s/2F(f)) ∈ Lq(Rd)}
with its natural norm. For s ∈ R, q ∈ (1,∞) and p ∈ [1,∞], we define Besov spaces through real
interpolation:

Bsq,p(Rd) = (Hs0,q(Rd), Hs1,q(Rd))θ,p,

where s0 < s < s1 and θ ∈ (0, 1) are chosen in such a way that s = s0(1−θ)+s1θ. We refer to [20,
Chapter 6] for alternative descriptions of the Besov spaces Bsq,p(Rd). For s ∈ R and q ∈ (1,∞), we
denote the Sobolev-Slobodeckij spaces by W s,q(Rd) := Bsq,q(Rd).

Recall from [20, Theorem 6.4.5] that

[Hs0,q(Rd), Hs1,q(Rd)]θ = Hs,q(Rd), s := (1− θ)s0 + θs1. (5.4)

For the sake of simplicity, sometimes, we write Hs,q instead of Hs,q(Rd) (and analogously for other
spaces) if no confusion seems possible.

The following will be a standing assumption in this section:

Assumption 5.1.1. Suppose that one of the two conditions hold:

• q ∈ [2,∞), p ∈ (2,∞) and κ ∈ [0, p2 − 1);

• q = p = 2 and κ = 0.
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Assume the following two conditions on aij and bin:

(1) The functions aij : (0, T ) × Ω → R and bjn : (0, T ) × Ω → R are progressively measurable.
Moreover, there exists K > 0 such that

|aij(t, ω)|+ ‖(bjn(t, ω))n≥1‖`2 ≤ K, a.a. ω ∈ Ω, for all t ∈ IT .

(2) There exists ε > 0 such that a.s. for all ξ ∈ Rd, t ∈ IT ,

d∑
i,j=1

(
aij(t)−

1

2

∑
n≥1

bin(t)bjn(t)
)
ξiξj ≥ ε|ξ|2.

The following result will be employed several times.

Lemma 5.1.2. Let the Assumption 5.1.1 be satisfied. Let X0 = Hs,q(Rd) and X1 = Hs+2,q(Rd)
with s ∈ R. Let A : IT × Ω→ L (X1;X0) and B : IT × Ω→ L (X1, γ(`2, X 1

2
)) be given by

A(t)u := A(t)u, (B(t)u)n := Bn(t)u, n ≥ 1,

where A,Bn are as in (5.3). Then (A,B) ∈ SMR•p,κ(T ) (see Definition 4.2.5).

Proof. Since the coefficients aij , bjn are x-independent by applying (1−∆)s/2 to the equation, one
can reduce to the case s = 0. Now the result follows from [174, Theorem 5.3].

5.1.2 Conservative stochastic reaction diffusion equations
In this subsection we study the following differential problem for the unknown process u : [0, T ]×
Ω× Rd → R, {

du−Audt = div(f(·, u))dt+
∑
n≥1(Bnu+ gn(·, u))dwnt , on Rd,

u(0) = u0, on Rd;
(5.5)

for t ∈ IT . Here A,Bn are as in (5.3).
A formal integration of (5.5) shows that the system preserves mass under the flow, i.e.

E
∫
Rd
u(x, t)dx = E

∫
Rd
u0(x)dx.

This feature is very important from a modelling point of view, since u (typically) represents the
mass of chemical reactants. This motivates the name ‘conservative reaction-diffusion equations’.

We study (5.5) under the following assumption:

Assumption 5.1.3. The maps f : IT × Ω× Rd × R→ Rd, g := (gn)n≥1 : IT × Ω× Rd × R→ `2

are P ⊗B(Rd) ⊗B(R)-measurable with f(·, 0) = 0 and g(·, 0) = 0. Moreover, there exist h > 1
and C > 0 such that a.s. for all t ∈ IT , z, z′ ∈ R and x ∈ Rd,

|f(t, x, z)− f(t, x, z′)|+ ‖g(t, x, z)− g(t, x, z′)‖`2 ≤ C(|z|h−1 + |z′|h−1)|z − z′|.

Typical examples of f and g which satisfies Assumption 5.1.3 are:

f(x, u) = f̃(x)|u|h−1u, g(x, u) = g̃(x)|u|h−1u, h ∈ (1,∞), (5.6)

where f̃ ∈ L∞P((0, T ) × Ω × Rd;Rd) and g̃ ∈ L∞P((0, T ) × Ω × Rd; `2). The condition f(·, 0) = 0
and g(·, 0) = 0 can be weakened to a decay condition in the x-variable.

We study (5.5) directly in ‘the almost very weak setting’, i.e. in X0 := H−1−s,q with s ∈ [0, 1)
(cf. [178, Subsection 4.5]). This will give us additional flexibility in the treatment of (5.5). The
weak setting can be derived by setting s = 0.
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Almost very weak setting

Let s ∈ [0, 1) and let q ∈ [2,∞). The differential problem (5.5) can be rephrased as a stochastic
evolution equation of the form (5.1) with X0 := H−1−s,q and X1 := H1−s,q. Here

A(t)u = A(t)u, B(t)u = (Bn(t)u)n≥1,

F (t, u) = div(f(t, ·, u)), G(t, u) = (gn(t, ·, u))n≥1

for u ∈ H1−s,q. We say that (u, σ) is a maximal local solution to (5.5) if (u, σ) is a maximal local
solution to (5.1) in the sense of Definition 4.3.4.

To show local existence for (5.5) we employ Theorem 4.3.8. By Lemma 5.1.2 it is enough to
look at suitable bounds for the non-linearities F,G. To this end, let us start by looking at F . By
Assumption 5.1.3, it follows that

‖F (·, u)− F (·, v)‖H−1−s,q

(i)

. ‖F (·, u)− F (·, v)‖H−1,r

. ‖f(·, u)− f(·, v)‖Lr

.
∥∥∥(|u|h−1 + |v|h−1)|u− v|

∥∥∥
Lr

(ii)

. (‖u‖h−1
Lhr

+ ‖v‖h−1
Lhr

)‖u− v‖Lhr
(iii)

. (‖u‖h−1
Hθ,q

+ ‖v‖h−1
Hθ,q

)‖u− v‖Hθ,q ;

(5.7)

where in (i) we used the Sobolev embedding with r defined by −1 − d
r = −1 − s − d

q , in (ii) the
Hölder inequality with exponent h, h

h−1 and in (iii) the Sobolev embedding and θ − d
q = − d

hr .
Note that r ∈ (1,∞) since q ≥ 2, d ≥ 2 and s ∈ [0, 1) by assumption. Note that θ has to satisfy
θ ∈ (0, 1−s) in order to obtain a space in between X0 and X1. Combining the identities we obtain

d

q
− θ =

d

hr
=

1

h

(d
q

+ s
)
⇒ θ =

d

q

(
1− 1

h

)
− s

h
.

Therefore, to ensure that θ ∈ (0, 1− s) we assume1

d(h− 1)

h− s(h− 1)
< q <

d(h− 1)

s
. (5.8)

Since s 6= 1 and h > 1 the set of q which satisfies (5.8) is not-empty. If (5.8) holds, due to (5.4)
one has Hθ,q = [H−1−s,q, H1−s,q]β1 where

β1 =
1 + θ + s

2
=

1

2

[(d
q

+ s
)(

1− 1

h

)
+ 1
]
∈ (0, 1). (5.9)

To check the condition (HF) we may split the discussion into three cases:

(1) If 1 − 1+κ
p > β1, by Remark 4.3.2(1), (HF) follows by setting FTr(t, u) := div(f(t, ·, u)) and

FL ≡ Fc ≡ 0.

(2) If 1 − 1+κ
p = β1, by (5.7) and Remark 4.3.2(2), (HF) follows by setting FL ≡ FTr ≡ 0,

Fc(t, u) := div(f(t, ·, u)), mF = 1, ρ1 = h− 1 and ϕ1 = β1.

(3) If 1− 1+κ
p < β1 we set Fc(t, u) := div(f(t, ·, u)) and FL ≡ FTr ≡ 0. As in the previous item we

set mF = 1, ρ1 = h− 1 and ϕ1 = β1. By (5.7) it remains to check the condition (4.18). In this
situation, (4.18) becomes,

1 + κ

p
≤ ρ1 + 1

ρ1
(1− β1) =

1

2

h

h− 1
− 1

2

(d
q

+ s
)
. (5.10)

1Here we have set 1/0 :=∞.
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Note that the assumption κ ≥ 0 implies

1

p
+

d

2q
+
s

2
≤ h

2(h− 1)
. (5.11)

Since d/2q + s/2 < h/[2(h − 1)] (thanks to the lower bound in (5.8)) the above inequality is
always verified for p sufficiently large.

It remains to estimate G. To this end we can reasoning as in (5.7). First, note that X1/2 =
H−s,q (see (5.4)) and let r, θ be as in (5.7). By Assumption 5.1.3 one has

‖G(·, u)−G(·, v)‖γ(`2;H−s,q) . ‖G(·, u)−G(·, v)‖γ(`2;Lr)

(i)
h ‖G(·, u)−G(·, v)‖Lr(`2)

. ‖(|u|h−1 + |v|h−1)|u− v|‖Lr

. (‖u‖h−1
Hθ,q

+ ‖v‖h−1
Hθ,q

)‖u− v‖Hθ,q ;

(5.12)

where in (i) we used the identification γ(`2, Lr) = Lr(`2) := Lr(Rd; `2) (see (2.14)). The previous
considerations show that G verifies (HG) under the same assumptions on F .

Therefore, Theorem 4.3.8 gives the following result.

Theorem 5.1.4. Let Assumptions 5.1.1 and 5.1.3 be satisfied and d ≥ 2. Let s ∈ [0, 1). Assume
(5.8). Let β1 be as in (5.9). Assume that one of the following conditions is satisfied

• 1− (1 + κ)/p ≥ β1;

• 1− (1 + κ)/p < β1 and (5.10) holds.

Then for each u0 ∈ L0
F0

(Ω;B
1−s−2(1+κ)/p
q,p (Rd)) there exists a maximal local solution (u, σ) to (5.5).

Moreover, there exists a localizing sequence (σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκ;H1−s,q) ∩ C(Iσn ;B1−s−2(1+κ)/p
q,p ) ∩ C((0, σn];B1−s−2/p

q,p ).

Critical spaces for (5.5)

In this subsection we study the existence of critical spaces for (5.5).
To motivate the setting let f, gn be as in (5.6) with f̃ , g̃ ∈ `2 constant w.r.t. It will turn out

that our abstract notion of critical spaces as introduced in Remark 4.3.2 (3) is consistent with the
natural scaling of (5.5)-(5.6). First consider the deterministic setting, i.e. bjn ≡ g̃n ≡ 0. If u is
a (local smooth) solution to (5.5)-(5.6) on (0, T ) × Rd, then uλ(x, t) := λ1/[2(h−1)]u(λt, λ1/2x) is
a (local smooth) solution to (5.5) on (0, T/λ) × Rd for each λ > 0. Note that the map u 7→ uλ
induces a mapping on the initial data u0 given by u0 7→ u0,λ where u0,λ(x) := λ1/[2(h−1)]u0(λ1/2x)
for x ∈ Rd.

In the theory of PDEs a function space is called critical for (5.5)-(5.6) (in absence of noise) if it
is invariant under the above mapping u0 7→ u0,λ. An example of a Besov spaces which is (locally)
invariant under this scaling is Bd/q−1/(h−1)

q,p for q, p ∈ (1,∞). This can be made precise by looking
at the so-called homogeneous version of such spaces. Indeed, one has

‖u0,λ‖Ḃd/q−1/(h−1)
q,p

h λ1/[2(h−1)](λ1/2)d/q−1/(h−1)−d/q‖u0‖Ḃd/q−1/(h−1)
q,p

= ‖u0‖Ḃd/q−1/(h−1)
q,p

;
(5.13)

where the implicit constants do not depend on λ > 0. It will turn out that this space appears
naturally when equality in (5.10) is reached. This observation was made in [178, Sections 2.3 and
3-6] for many PDEs.

Next consider the stochastic problem. At least formally, we can show that if u is a (local smooth)
solution to (5.5), then uλ is a (local smooth) solution to (5.5) where the (wnt : t ≥ 0)n≥1 is replaced
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5.1. Applications to semilinear SPDEs with gradient noise

by the sequence of independent Brownian motions (bnt,λ : t ≥ 0)n≥1 := (λ−1/2wnλt : t ≥ 0)n≥1.
To see this, let t ∈ (0, T ) and let us look at the strong formulation of (5.5) as in Definition 4.3.3.
As we have seen before, under the map u 7→ uλ all the deterministic integrals have all the same
scaling, therefore it is enough to study one of them. For instance,∫ t/λ

0

∆uλ(s, x)ds = λ
1

2(h−1)

∫ t

0

∆u(s′, λ1/2x)ds′.

Such scaling agrees with the scaling of the stochastic integrals,∫ t/λ

0

|uλ(s, x)|h−1uλ(s, x)dbns,λ =

∫ t/λ

0

λ
1

2(h−1) |u(λs, λ1/2x)|h−1u(λs, λ1/2x)dwnλs

= λ
1

2(h−1)

∫ t

0

|u(s, λ1/2x)|h−1u(s, λ1/2x)dwns , (5.14)

where n ≥ 1 is fixed. The same holds for the stochastic integral for the b-term. Therefore, uλ is a
solution to (5.5) with a scaled noise.

After these formal calculations, let us turn to our setting. We will analyse when equality in
(5.10) can be allowed. We begin by looking at the case p ∈ (2,∞). Note that κ ∈ [0, p2 − 1) if and
only if 1+κ

p ∈ [ 1
p ,

1
2 ) and due to (5.11) to ensure the existence of a weight κ which realizes equality

in (5.10) we have to assume
1

2

h

h− 1
− 1

2

(d
q

+ s
)
<

1

2
. (5.15)

Simple computations show that the previous is verified if and only if

h ≥ 1 + s

s
or

[
h <

1 + s

s
and q <

d(h− 1)

1− s(h− 1)

]
. (5.16)

If (5.11) and (5.16) hold, then we set

κcrit =
p

2

( h

h− 1
− d

q
− s
)
− 1. (5.17)

Then κcrit ∈ [0, p2 − 1) and the corresponding critical space is

XTr
κcrit,p = B

1−s−2
1+κcrit
p

q,p (Rd) = B
d
q−

1
h−1

q,p (Rd). (5.18)

Note that the above space coincides with the one appearing in the above discussion. Moreover, the
space does not depend on the parameter s > 0, and depends on p only through the microscopic
parameter. The independence on s > 0 is in accordance with the independence of the scale founded
in the deterministic case for (4.16) without noise and bilinear non-linearities, see [178, Section 2.4].

It remains to consider the case p = q = 2 and κ = 0. We expect that a similar space appears
also in this case. Indeed, the condition (5.10) implies the identity

h =
2 + d+ 2s

d+ 2s
> 1. (5.19)

Note that the lower bound in (5.8) is automatically verified and the upper bound in (5.8) is
equivalent to d > 2s2/(1− s). Therefore, in the case p = q = 2, κ = 0 and h as in (5.19), the trace
space for (5.5) becomes

XTr
κ,p = B−s2,2(Rd) = B

d
2−

1
h−1

2,2 (Rd) = H
d
2−

1
h−1 (Rd).

In the case s = 0 one has h = (2 + d)/d = 2/d+ 1 and condition (5.8) is satisfied.
Let us summarize what we have proved in the following:
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Theorem 5.1.5. Let Assumptions 5.1.1 and 5.1.3 be satisfied and d ≥ 2. Let s ∈ [0, 1) and let
one of the following conditions be satisfied:

• p, q ∈ (2,∞), (5.8), (5.11) and (5.16) hold;

• p = q = 2, d > 2s2/(1− s), and h is as in (5.19).

Let κcrit be as in (5.17). Then for each

u0 ∈ L0
F0

(Ω;B
d
q−

1
h−1

q,p (Rd))

there exists a maximal local solution (u, σ) to (5.5). Moreover, there exists a localizing sequence
(σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκcrit ;H
1−s,q(Rd)) ∩ C(Iσn ;B

d
q−

1
h−1

q,p (Rd)) ∩ C((0, σn];B
1−s− 2

p
q,p (Rd)).

Note that the space B
d
q−

1
h−1

q,p (Rd) becomes larger as p tends to∞. Therefore, for u0 as above and
any δ < 1−s, there exists a maximal local solution (u, σ) to (5.5) such that u ∈ C((0, σn];Bδq,∞(Rd))
a.s. In particular, if s = 0, then for all δ < 1 we find a maximal local solution to (5.5) such that
u ∈ C((0, σn];Bδq,∞(Rd)) a.s. Bootstrapping arguments related to such regularization phenomena
will be investigated in Chapter 7.

Let us conclude this section by giving an example which illustrates the usefulness of s ∈ (0, 1).
Example 5.1.6. Let d = 3 and h = 2. The restriction on q ≥ 2 becomes

3

2− s
< q < min

{3

s
,

3

1− s

}
, s ∈ [0, 1). (5.20)

Therefore, in the weak setting s = 0 one needs q ∈ [2, 3), and the critical space B
3
q−1
q,p (Rd) has

strictly positive smoothness. To admit critical spaces with negative smoothness, we need s > 0.
Indeed, note that the choice s = 1/2 optimizes the right hand-side of (5.20). Therefore, with
s = 1/2 we can allow q ∈ [2, 6) and thus we have a larger class of critical spaces which goes down
to smoothness − 1

2 .

Also the space Ld(h−1)(Rd) is invariant under the scaling u0 7→ u0,λ. From the previous result
we obtain the following corollary.

Corollary 5.1.7. Let Assumptions 5.1.1 and 5.1.3 be satisfied and d ≥ 2. Let h > 1 + 2
d ,

q := d(h− 1) and p ∈ (q,∞). Then there exists s̄ > 0 such that for all s ∈ (0, s̄) and

u0 ∈ L0
F0

(Ω;Ld(h−1)(Rd))

there exists a maximal local solution to (5.5), and there exists a localizing sequence (σn)n≥1 such
that for any n ≥ 1 and a.s.

u ∈ Lp(Iσn , wκcrit ;H
1−s,q(Rd)) ∩ C(Iσn ;B0

q,p(Rd)) ∩ C((0, σn];B
1−s− 2

p
q,p (Rd)),

where κcrit is given by (5.17).

Recall that p in Theorem 5.1.5 can be chosen as large as one wants.

Proof. Since h ≥ 1 + 2
d , q ≥ 2. One can check that there exists s1 > 0 such that (5.8) and (5.16)

hold for q = d(h − 1) and s ∈ (0, s1). Moreover, for q = d(h − 1), there exists s2 > 0, such that
(5.11) holds for all p ∈ (2,∞) and s ∈ (0, s2). Set s := min{s1, s2}. Thus, Theorem 5.1.5 ensures
the existence of a maximal local solution to (5.5) for any s ∈ (0, s̄) and u0 ∈ L0

F0
(Ω;B0

q,p(Rd)) with
the required regularity. To conclude, it remains to recall that Lq(Rd) ↪→ B0

q,p(Rd), since p ≥ q.

By choosing s small enough such that 1−s−2/p > 0, the solution u to (5.5) provided by Corol-

lary 5.1.7, instantaneously regularizes in space, i.e. u ∈ C(Iσn ;B
1−s− 2

p
q,p (Rd)) ↪→ C(Iσn ;Lq(Rd)) a.s.

for all n ≥ 1.
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5.1.3 Stochastic reaction diffusion equations
In this subsection we study local existence for the following non-conservative reaction-diffusion
equation for the unknown u : [0, T ]× Ω× Rd → R,{

du+Audt = f(·, u)dt+
∑
n≥1(Bnu+ gn(·, u))dwnt , on Rd,

u(0) = u0, on Rd,
(5.21)

where A,Bn are as in (5.3). In this subsection we assume that

Assumption 5.1.8. The maps f : IT × Ω × Rd × R → R, g := (gn)n≥1 : IT × Ω × Rd × R → `2

are P⊗B(Rd)⊗B(R)-measurable with f(·, 0) = 0 and g(·, 0) = 0. Moreover, there exist m,h > 1
and C > 0 such that a.s. for all t ∈ IT , x ∈ Rd and z, z′ ∈ R

|f(t, x, z)− f(t, x, z′)| ≤ C(|z|m−1 + |z′|m−1)|z − z′|,
‖g(t, x, z)− g(t, x, z′)‖`2 ≤ C(|z|h−1 + |z′|h−1)|z − z′|.

Typical choices for such non-linearities are:

f(u) = |u|m−1u, gn(·, u) = g̃n|u|h−1u, n ≥ 1, (5.22)

for some g̃ = (g̃n)n≥1 ∈ L∞P(IT × Ω× Rd; `2).
To make the results more readable we choose to analyse (5.21) only in the weak setting. The

interested reader can adapt the argument below and the one given in Subsection 5.1.2, to study
(5.21) in the almost weak setting. As we have seen before, the latter choice gives local existence
in a wider set of critical spaces. For more on this we refer to [3, Subsection 7.1].

Again we will focus on the setting of critical spaces. Some noncritical cases could be included
by simpler methods. Part of this is covered in the quasilinear setting in Subsection 5.2.5.

Weak setting

As in Subsection 5.1.2 we rewrite (5.5) in the form (5.1) by setting X0 := H−1,q(Rd), X1 :=
W 1,q(Rd) = H1,q(Rd) and, for u ∈ X1,

A(t)u = A(t)u, B(t)u = (Bn(t)u)n≥1,

F (t, u) = f(t, u), G(t, u) = (gn(t, u))n≥1.
(5.23)

As before (u, σ) is a maximal local solution to (5.21) if (u, σ) is a maximal local solution to (5.1)
in the sense of Definition 4.3.4.

To prove local existence we apply Theorem 4.3.8. By Lemma 5.1.2, it is enough to estimate
the nonlinearities F,G. We start by estimating F :

‖F (·, u)− F (·, v)‖H−1,q

(i)

. ‖F (·, u)− F (·, v)‖Lt

. ‖(|u|m−1 + |v|m−1)|u− v|‖Lt
(ii)

. (‖u‖m−1
Lmt + ‖v‖m−1

Lmt )‖u− v‖Lmt
(iii)

. (‖u‖m−1
Hθ,q

+ ‖v‖m−1
Hθ,q

)‖u− v‖Hθ,q .

(5.24)

where in (i) we used the Sobolev embedding with d
t := 1 + d

q , in (ii) we applied the Hölder
inequality, and in (iii) we used Sobolev embedding with θ − d

q = − d
mt . Note that to ensure that

t ∈ (1,∞), it is enough to assume q 6= 2 if d = 2. Further, we need θ ∈ (0, 1) in order to obtain a
space between X0 and X1. Combining the identities we obtain

1

q
− θ

d
=

1

mt
=

1

m

(1

q
+

1

d

)
⇒ θ =

d

q

(
1− 1

m

)
− 1

m
.
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Therefore, θ ∈ (0, 1) is equivalent to

d
(m− 1

m+ 1

)
< q < d(m− 1). (5.25)

Since q ≥ 2, we also need m > 1 + 2
d . Setting β1 = ϕ1 = 1+θ

2 < 1 we obtain Hθ,q = [H−1,q, H1,q]β1

by (5.4). More explicitly

β1 =
θ + 1

2
=

1

2

(d
q

+ 1
)(

1− 1

m

)
.

As in Subsection 5.1.2 to check (HF) we split into three subcases:

(1) If 1− (1 + κ)/p > β1, then by Remark 4.3.2(1) (2), (HF) holds.

(2) If 1− (1 + κ)/p = β1, then by Remark (2), (HF) holds.

(3) If 1 − (1 + κ)/p < β1, then (HF) holds with mF = 1, β1 = ϕ1, ρ1 = m − 1 if the condition
(4.18) holds:

1 + κ

p
≤ ρ1 + 1

ρ1
(1− β1) =

m

m− 1
− 1

2

(d
q

+ 1
)
. (5.26)

To ensure that κ ≥ 0 we have to assume that

1

p
+

d

2q
≤ m

m− 1
− 1

2
=

m+ 1

2(m− 1)
. (5.27)

From (5.25) one can check that (5.27) is solvable for p sufficiently large.

Next, we estimate G using the same strategy of (5.12). Indeed, since X1/2 = Lq(Rd) and
γ(`2, Lq) = Lq(Rd; `2) =: Lq(`2) (see (2.14)) one has

‖G(·, u)−G(·, v)‖Lq(`2) . ‖(|u|h−1 + |v|h−1)|u− v|‖Lq
(i)

. (‖u‖h−1
Lhq

+ ‖v‖h−1
Lhq

)‖u− v‖Lhq
(ii)

. (‖u‖h−1
Hφ,q

+ ‖v‖h−1
Hφ,q

)‖u− v‖Hφ,q .

(5.28)

where in (i) we applied the Hölder inequality and in (ii) we used Sobolev embedding with φ− d
q =

− d
hq . Therefore, φ = d

q
h−1
h . Note that φ > 0 and to ensure that φ < 1 we have to assume

q >
d(h− 1)

h
. (5.29)

In addition, let us set

β2 =
φ+ 1

2
=

1

2
+

d

2q

(
1− 1

h

)
, ϕ2 = β2.

As in the previous cases, the discussion splits in two cases:

(1) If 1− (1 + κ)/p > β2, then (HG) holds by Remark 4.3.2(1).

(2) If 1− (1 + κ)/p = β2, then (HG) holds by Remark 4.3.2(2).

(3) If 1 − (1 + κ)/p < β2, then (HG) holds with mG = 1, ρ2 = h − 1, β2 = ϕ2 if the condition
(4.20) holds:

1 + κ

p
≤ h

h− 1
(1− β2) =

h

2(h− 1)
− d

2q
. (5.30)

To ensure that κ ≥ 0 we have to assume that

1

p
+

d

2q
≤ h

2(h− 1)
. (5.31)

89



5.1. Applications to semilinear SPDEs with gradient noise

These preparation give the following theorem.

Theorem 5.1.9. Let Assumptions 5.1.1 and 5.1.8 be satisfied and d ≥ 2. Let m > 1 + 2
d and

h > 1. Moreover, assume that (5.25) and (5.29) hold. Assume one of the following conditions is
satisfied

• 1− (1 + κ)/p ≥ β1 and 1− (1 + κ)/p ≥ β2;

• 1− (1 + κ)/p < β1, 1− (1 + κ)/p ≥ β2 and (5.26) holds;

• 1− (1 + κ)/p ≥ β1, 1− (1 + κ)/p < β2 and (5.30) holds;

• 1− (1 + κ)/p < β1 and 1− (1 + κ)/p < β2 and (5.26), (5.30) hold.

If d = 2 we further assume further that q 6= 2. Then for each

u0 ∈ L0
F0

(Ω;B
1−2 1+κ

p
q,p (Rd)),

the problem (5.21) has a maximal local solution (u, σ). Moreover, there exists a localizing sequence
(σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκ;W 1,q(Rd)) ∩ C(Iσn ;B
1−2 1+κ

p
q,p (Rd)) ∩ C((0, σn];B

1− 2
p

q,p (Rd)).

Critical spaces for (5.21)

As in Subsection 5.1.2 we study critical spaces for (5.21). Therefore, we need to study when
equality in (5.26) and (5.30) can be reached.

As in Subsection 5.1.2, before embarking in this discussion let us analyse the scaling properties
of the equation (5.21) in the case that (5.22) holds.

In the deterministic case, i.e. bjn ≡ g̃n ≡ 0,the map u 7→ uλ where

uλ(x, t) := λ1/(m−1)u(λt, λ1/2x)

for λ > 0 preserves the set of (smooth local) solutions to (5.21). More precisely, if u is a (smooth
local) solution to (5.21) on (0, T )×Rd then uλ is a (smooth local) solution to (5.21) on (0, T/λ)×Rd.
Reasoning as (5.13), one discovers that Bd/q−2/(m−1)

q,p (Rd) is ‘locally’ invariant under the induced
map u0 7→ u0,λ := λ1/(m−1)u0(λ1/2·).

Since (5.21)-(5.22) presents two non-linearities, it is not immediate to see whether there is
scaling-invariance as in Subsection 5.1.2. To check this, we mimic the scaling argument performed
in Subsection 5.1.2 to discover a relation between h and m. Indeed, using the strong formulation
of solutions given in Definition 4.3.3, substituting s′ = λs for the deterministic integral one obtains∫ t/λ

0

|uλ|m−1uλds =

∫ t

0

λ1+ 1
m−1 |u(s′, λx)|m−1u(s′, λx)

ds′

λ

= λ
1

m−1

∫ t

0

|u(s′, λx)|m−1u(s′, λx)ds′.

where, uλ is as above. For the stochastic term the same calculation as in (5.14) gives that the
scalings coincide if h

m−1 −
1
2 = 1

m−1 , or in other words h−1
m−1 = 1

2 , thus h = (m+ 1)/2. This relation
holds if and only if the right hand-sides of the inequalities (5.26) and (5.30) coincide. Moreover, if
h = (m+ 1)/2 the lower bound in (5.25) coincides with (5.29).

For the sake of simplicity, let us continue the discussion on critical spaces for (5.21) under the
assumption h = (m+ 1)/2. In this case, (5.26) and (5.30) coincide, and in order to have equality
in the latter two we need to assume

m

m− 1
− 1

2

(d
q

+ 1
)
<

1

2
⇔ q <

d(m− 1)

2
.
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Since q > 2, to avoid trivial situations we assume m > 1 + 4
d . Under the above assumption we can

set

κcrit :=
pm

m− 1
− p

2

(d
q

+ 1
)
− 1 (5.32)

and the trace space for the solution to (5.21)-(5.22) becomes

XTr
κ,p = B

1− 2(1+κcrit)

p
q,p (Rd) = B

1−2 m
m−1 + d

q+1
q,p (Rd) = B

d
q−

2
m−1

q,p (Rd).

Note that the above space depends on p only through the microscopic parameter and it presents
the same scaling as in the deterministic case, due to the choice h = (m+ 1)/2. Moreover, one can
check that in the case p = q = 2 and κ = 0, no other critical space arises. Therefore, Theorem
5.1.9 implies the following result.

Theorem 5.1.10. Let Assumptions 5.1.1 and 5.1.8 be satisfied and d ≥ 2. Let m > 1 + 4
d

and h = m+1
2 . Assume that q ∈ (d(m−1)

m+1 , d(m−1)
2 ), and if d = 2 we assume q 6= 2. Assume

1
p + d

2q ≤
m+1

2(m−1) , and let κcrit be given by (5.32). Then for each

u0 ∈ L0
F0

(Ω;B
d
q−

2
m−1

q,p (Rd))

there exists a maximal local solution (u, σ) to (5.21). Moreover, there exists a localizing sequence
(σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(0, σn, wκcrit ;W
1,q(Rd)) ∩ C(Iσn ;B

d
q−

2
m−1

q,p (Rd)) ∩ C((0, σn];B
1− 2

p
q,p (Rd)).

5.1.4 Stochastic reaction-diffusion with gradient nonlinearities
In this section we study reaction-diffusion equations with gradient non-linearities:{

du+Audt = f(·, u,∇u)dt+
∑
n≥1(Bnu+ gn(·, u))dwnt , on Rd,

u(0) = u0, on Rd;
(5.33)

where A,Bn are as in (5.3). We study (5.33) under the following assumption:

Assumption 5.1.11. The maps f : IT ×Ω×Rd×R×Rd → R, g := (gn)n≥1 : IT ×Ω×Rd×R→ `2

are P ⊗ B(Rd) ⊗ B(R)-measurable with f(·, 0, 0) = 0 and g(·, 0) = ∇yg(·, 0) = 0. In addition
there exist m > 2 and η ∈ (0, 1) such that for each R > 0 there exists CR > 0 for which one has

|f(t, x, y, z)− f(t, x, y′, z′)| ≤CR(1 + |z|m−1 + |z′|m−1)|z − z′|
+CR(1 + |z|m−η + |z′|m−η)|y − y′|,

‖g(t, x, y)− g(t, x, y′)‖`2 + ‖∇yg(t, x, y)−∇yg(t, x, y′)‖`2 ≤ CR|y − y′|,

a.s. for all t ∈ IT , x ∈ Rd, y, y′ ∈ BR(R) and z, z′ ∈ Rd.

Typical choices for f are

f(u,∇u) = uc|∇u|r, or f(u,∇u) = |∇u|r; where c ∈ [1,∞), r > 1; (5.34)

see the monograph [182, Chapter 5, Section 34] for related problems and motivations. For the first
example it is straightforward to check that the assumption on f holds for any m > max{r, 2}. For
c = 1 and r = 2 we obtain a non-linearity similar to the one appearing in the study of harmonic
maps into the sphere, see e.g. [195, p. 225]. The second example in (5.34) satisfies the assumption
for m = r if r > 2 or for any m > 2 if r ∈ (1, 2]. The latter example covers the stochastic version
of [182, eq. (34.5), p. 406] and it appears in stochastic control theory see e.g. [18, 173] with Bn = 0
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and gn = 0. A further motivation for (5.33) comes from the analysis of high-order regularity of
quasilinear equations in divergence form with gradient type nonlinearities (see e.g. [178, Section 3,
Example 2]). In such a case, one may take

f(u,∇u) = a(u)|∇u|2 + |∇u|r,

where r > 1 and a : R → R is locally Lipschitz. As above, Assumption 5.1.11 holds for m = r if
r > 2 or for any m > 2 if r ∈ (1, 2].

As usual we consider (5.33) as (5.1) with X0 := Lq(Rd), X1 := W 2,q(Rd) and

A(t)u = A(t)u, B(t)u = (Bn(t)u)n≥1,

F (t, u) = f(t, u,∇u), G(t, u) = (gn(t, u))n≥1,

for u ∈W 2,q(Rd). As before (u, σ) is a maximal local solution to (5.33) if (u, σ) is a maximal local
solution to (5.1) in the sense of Definition 4.3.4.

The main result of this section reads as follows.

Theorem 5.1.12. Let Assumptions 5.1.1 and 5.1.11 be satisfied, d ≥ 1 and q > d(m−1)
m . Let

β = 1
2 + d

2q
m−1
m . Assume that one of the following holds:

(1) 1− 1+κ
p ≥ β;

(2) 1− 1+κ
p < β and 1+κ

p ≤
m

2(m−1) −
d
2q .

Then for each

u0 ∈ L0
F0

(Ω;B
2−2 1+κ

p
q,p )

there exists a maximal local solution (u, σ) to (5.33). Moreover, there exists a localizing sequence
(σn)n≥1 such that and a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκ;W 2,q) ∩ C(Iσn ;B
2−2 1+κ

p
q,p ) ∩ C((0, σn];B

2− 2
p

q,p ).

Proof. By Theorem 4.3.8 and Lemma 5.1.2, it remains to check that the nonlinearities satisfies the
conditions (HF)-(HG).

First observe that 2− 2 (1+κ)
p > d

q in each case. Indeed, if (1) holds then the latter follows from

q > d(m−1)
m > d

m . If (2) holds, then 2− 2 1+κ
p ≥ 2− m

m−1 + d
q >

d
q where in the last inequality we

used that m > 2. The previous observation combined with Sobolev embedding gives that

XTr
κ,p = B

2− 2(1+κ)
p

q,p ↪→ Cε(Rd), for some ε > 0. (5.35)

Let n ≥ 1 and let u, v ∈ X1 be such that u, v ∈ BXTr
κ,p

(n). By the previous embedding ‖u‖L∞(Rd) ≤
C‖u‖XTr

κ,p
≤ Cn and the same for v. Let φ ∈

(
2− 2 1+κ

p , 2
)
be arbitrary. Setting R = Cn, then by

Assumption 5.1.11,

‖F (·, u)−F (·, v)‖Lq
≤ CR‖(1 + |∇u|m−1 + |∇v|m−1)|∇u−∇v|‖Lq

+ CR‖(1 + |∇u|m−η + |∇v|m−η)|u− v|‖Lq
.R ‖∇u−∇v‖Lq + (‖∇u‖m−1

Lqm + ‖∇v‖m−1
Lqm )‖∇u−∇v‖Lqm

+ ‖u− v‖XTr
κ,p

+ (‖∇u‖(m−η)

Lq(m−η)
+ ‖∇u‖(m−η)

Lq(m−η)
)‖u− v‖Cε

≤ (1 + ‖u‖m−1
Hθ,q

+ ‖v‖m−1
Hθ,q

)‖u− v‖Hθ,q
+ (1 + ‖u‖m−η

Hθ,q
+ ‖v‖m−η

Hθ,q
)‖u− v‖Hφ,q ;

(5.36)

where in the last line we used the Sobolev embedding with θ − d
q = 1 − d

qm and the fact that

Hφ,q ↪→ B
2−2 1+κ

p
q,p . Note that θ < 2 since q > d(m−1)

m and β = θ/2. Moreover, by (5.4), Hθ,q =
[Lq,W 2,q]β and Hφ,q = [Lq,W 2,q]φ

2
. To check (HF) we split the argument in two cases:
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1. If 1− (1 + κ)/p ≥ β, then φ > 2(1− 1+κ
p ) ≥ θ. Since η < 1, (5.36) implies

‖F (·, u)− F (·, v)‖Lq . (1 + ‖u‖m−η
Hφ,q

+ ‖v‖m−η
Hφ,q

)‖u− v‖Hφ,q .

Set mF = 1, ρ1 = m− η and ϕ1 = β1 = φ/2. Choosing φ = 2(1− 1+κ
p ) + ε, for some ε small,

(4.18) is equivalent to

(m− η)
(
ϕ1 − 1 +

1 + κ

p

)
+ β1 = (m− η + 1)

ε

2
+ 1− 1 + κ

p
≤ 1.

The latter inequality is satisfied if ε > 0 is sufficiently small. In turn, (HF) is satisfied by
setting Fc = F , FTr = FL = 0.

2. If 1 − (1 + κ)/p < β, then by (5.36), we may set mF = 2, ρ1 = m − 1, ρ2 = m − η,
ϕ1 = ϕ2 = θ/2, β1 = ϕ1 and β2 = φ/2. It remains to verify (4.18), which is equivalent to
the following

(m− 1)
(
ϕ1 − 1 +

1 + κ

p

)
+ ϕ1 ≤ 1, (5.37)

(m− η)
(
ϕ1 − 1 +

1 + κ

p

)
+ β2 ≤ 1. (5.38)

Note that (5.37) implies (5.38). To see this, set φ = 2−2 1+κ
p +ε for ε > 0 small. Then (5.38)

holds provided mϕ1− (m− 1)(1− 1+κ
p ) ≤ 1 + η′ where η′ > 0. Now, standard considerations

show that (5.37) implies the latter. Thus, (HF) is satisfied by setting Fc = F , FTr = FL = 0.

Finally, we note that (5.37) is equivalent to

1 + κ

p
≤ ρ+ 1

ρ

(1

2
− d

2q

m− 1

m

)
=

m

2(m− 1)
− d

2q
. (5.39)

A more simple argument applies to g. Indeed,

‖G(·, u)−G(·, v)‖W 1,q(`2) . ‖(gn(·, u)− gn(·, v))n≥1‖Lq(`2)

+ ‖(∇gn(·, u)(∇u−∇v))n≥1‖Lq(`2)

+ ‖(∇gn(·, u)−∇gn(·, v))∇v)n≥1‖Lq(`2)

≤ CR‖u− v‖W 1,q . CR‖u− v‖XTr
κ,p

;

(5.40)

where we used that XTr
κ,p ↪→ L∞ ∩W 1,q by (5.35) and 2 − 2(1 + κ)/p > 1. Therefore, G satisfies

(HG) with Gc = GL = 0.

Critical spaces for (5.33)

Analogously to Subsections 5.1.2, 5.1.3 let us first analyse the scaling property of the equation
(5.33) under the assumption

f(u,∇u) = |∇u|m, m > 2, (5.41)

cf. (5.34). In the deterministic case, i.e. bjn ≡ gn ≡ 0, the equation (5.33) with (5.41) is ‘locally
invariant’ under the transformation u 7→ uλ where

uλ(t, x) := λ−α/2u(λt, λ1/2x), for λ > 0, x ∈ Rd,

and where we have set α := m−2
m−1 . As in [178, Example 3, Section 3] one can see that the Besov space

B
d/q+(m−2)/(m−1)
q,p has the right ‘local’ scaling for the problem (5.33) with f as in (5.41), i.e. the
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homogeneous version of this space is invariant under the induced map u0 7→ u0,λ := λ−αu0(λ1/2·).
More precisely, one has

‖u0,λ‖
Ḃ
d
q
+α

q,p

h λ−α/2(λ1/2)
d
q+α− dq ‖u0‖

Ḃ
d
q
+α

q,p

= ‖u0‖
Ḃ
d
q
+α

q,p

;

here Ḃd/q+(m−2)/(m−1)
q,p denotes the homogeneous Besov space and the implicit constant does not

depend on λ > 0.
It turns out that the above spaces arise naturally as critical spaces for (5.33) in our abstract

framework. Moreover, using our abstract theory we do not assume that f has the form in (5.41)
but Assumption 5.1.11 is enough. To this end, as in Subsections 5.1.2, 5.1.3 we study when equality
holds in (5.39) for some κ := κcrit.

Let us begin by analysing the case p ∈ (2,∞) and κ ∈ [0, p/2−1). In this case, to ensure κ ≥ 0,
by (5.39) we need

1

p
+

d

2q
≤ m

2(m− 1)
. (5.42)

To ensure κ < p
2 − 1 we assume

m

2(m− 1)
− d

2q
<

1

2
⇔ q < d(m− 1).

Since q ≥ 2, we assume m > 1 + 2
d . Since m > 2 by Assumption 5.1.11, the latter is automatically

satisfied in the case d > 1. Under the previous conditions, we set

κcrit =
pm

2(m− 1)
− pd

2q
− 1. (5.43)

Then the trace space becomes

XTr
κcrit,p = B

2− 2(1+κcrit)

p
q,p (Rd) = B

d
q+m−2

m−1
q,p (Rd).

In the case q = p = 2 and κ = 0, if equality in (5.39) holds, then m = 1 + 2/d, and therefore d = 1
since m > 2. Thus, we can also allow d = 1, m = 3, p = q = 2, and κ = 0, and the corresponding
critical space becomes XTr

κ,p = B1
2,2(R) = H1(R). Now Theorem 5.1.12 implies the following result.

Theorem 5.1.13. Let Assumptions 5.1.1 and 5.1.11 be satisfied. Let either d ≥ 2, or d = 1 and
m > 3. Assume that d(m−1)

m < q < d(m− 1) and that p ∈ (2,∞) verifies (5.42). Let κcrit be given
by (5.43). Then for each

u0 ∈ L0
F0

(Ω;B
d
q+m−2

m−1
q,p (Rd)),

there exists a maximal local solution to (5.33). Moreover, there exists a localizing sequence (σn)n≥1

such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκcrit ;W
2,q(Rd)) ∩ C(Iσn ;B

d
q+m−2

m−1
q,p (Rd)) ∩ C((0, σn];B

2− 2
p

q,p (Rd)).

Furthermore, the same is true if d = 1, m = 3, p = q = 2 and κcrit = 0.

5.1.5 Stochastic Burger’s equation with white noise
In this section we consider a stochastic Burger’s equation with space-time white noise on T. The
space-time white noise will be denoted by wt. More precisely, we analyse the following problem
for the unknown process u : IT × Ω× T→ R{

du+Audt = ∂x(f(·, u))dt+ g(·, u)dwt, on T,
u(0) = u0 on T.

(5.44)
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Here A is as in (5.3) and for simplicity we took B = 0. For results with Dirichlet boundary
conditions see [3, Subsection 5.6].

Compared with the previous sections, due to the space-time white noise we restrict ourselves
to the one-dimensional torus, and require a suitable interpretation of the g-term. Indeed, the term
g(·, u)dwt in (5.44) will be interpreted as Mg(·,u)WL2(T) where Mg(·,u) denotes multiplication by
g(·, u), and WL2(T) is an L2(T)-cylindrical Brownian motion induced by the space-time white noise
wt.

Assumption 5.1.14.

(1) Assumption 5.1.1 is satisfied.

(2) The maps f : IT ×Ω×T×R→ R, g : IT ×Ω×T×R→ R are P ⊗B(T)⊗B(R)-measurable
with f(·, 0) = g(·, 0) ∈ Lq(T). Moreover, there exist h,m > 1 and C > 0 such that such that
for all z, z′ ∈ R

|f(·, z)− f(·, z′)| ≤ C(1 + |z|h−1 + |z′|h−1)|z − z′|,
|g(·, z)− g(·, z′)| ≤ C(1 + |z|m−1 + |z′|m−1)|z − z′|.

The Burger’s nonlinearity f(u) = −u2 satisfies the above condition for any h ≥ 2.
As above, to prove local existence for (5.44) we employ Theorem 4.3.8. Recall that the space-

time white noise can be model as an L2(T)-cylindrical Brownian motion. Therefore, we set H =
L2(T). Fix s ∈ (0, 1) and q ∈ [2,∞). We rewrite (5.44) in the form (5.1) by setting X0 :=
H−1−s,q(T), X1 = H1−s,q(T). Note that by (5.4),

X 1
2

= H−s,q(T) and XTr
κ,p = B

1−s−2
(1+κ)
p

q,p (T).

For u ∈ X1 and t ∈ IT we set

A(t)u = A(t)u, B(t)u = 0,

F (t, u) = ∂x(f(t, u)), G(t, u) = iMg(t,u).

Here A(t) is as (5.3) and for fixed u ∈ L`(T) measurable, Mg(t,u) : L2(T)→ Lr(T) is the multipli-
cation operator

(Mg(t,u)h)(x) = g(t, u(x))h(x),

for r ∈ (1, 2) and ` ∈ (2,∞) which satisfy 1
r = 1

2 + 1
` and we will need s− 1

r > 0 later for the G term.
Moreover, i : Lr(T) → H−s,q(T) = X 1

2
denotes the embedding which holds since −s − 1

q ≤ −
1
r .

Since s > 1
r >

1
2 we only will consider s ∈ ( 1

2 , 1) below.
As usual, we say that (u, σ) is a maximal local solution to (5.83) if (u, σ) is a maximal local

solution to (5.1) in the sense of Definition 4.3.4 with the above choice of A,B, F,G,H. To estimate
the nonlinearity we start by looking at F . As in (5.7), by Assumption 5.1.14(2) we get

‖F (·, u)− F (·, v)‖H−1−s,q

(i)

. ‖F (·, u)− F (·, v)‖H−1,ξ

. (1 + ‖u‖h−1
Lhξ

+ ‖v‖h−1
Lhξ

)‖u− v‖Lhξ
(ii)

. (1 + ‖u‖h−1
Hθ,q

+ ‖v‖h−1
Hθ,q

)‖u− v‖Hθ,q ;

(5.45)

where in (i) we used the Sobolev embedding with ξ defined by −1 − 1
ξ = −1 − s − 1

q and in (iii)

the Sobolev embedding with θ − 1
q = − 1

hξ . To ensure that ξ ∈ (1,∞) we have to assume q > 1
1−s .

Moreover,
1

q
− θ =

1

hξ
=

1

h

(1

q
+ s
)
⇒ θ =

1

q

(
1− 1

h

)
− s

h
.
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Since θ has to satisfy θ ∈ (0, 1− s), we require h−1
h−s(h−1) < q < h−1

s . Since h−1
h−s(h−1) <

1
1−s for all

h ≥ 1 and s ∈ (0, 1), it is enough to assume

1

1− s
< q <

h− 1

s
. (5.46)

Note that since s ∈ ( 1
2 , 1) then 1

1−s > 2. Thus, if q verifies (5.46), then q > 2. Moreover, the
condition (5.46) is not empty provided

h >
1

1− s
. (5.47)

Since s > 1
2 , the previous implies h > 2. If (5.46) holds, then Hθ,q = [H−1−s,q, H1−s,q]β1

where

β1 =
1 + θ + s

2
=

1

2

[(1

q
+ s
)(

1− 1

h

)
+ 1
]
∈ (0, 1). (5.48)

To check the condition (HF) we may split the discussion into three cases:

(1) If 1 − 1+κ
p > β1, by Remark 4.3.2(1), (HF) follows by setting FTr(t, u) = ∂x(f(t, ·, u)) and

FL ≡ Fc ≡ 0.

(2) If 1 − 1+κ
p = β1, by (5.45) and Remark 4.3.2(2), (HF) follows by setting FL ≡ FTr ≡ 0,

Fc(t, u) = ∂x(f(t, ·, u)), mF = 1, ρ1 = h− 1 and ϕ1 = β1.

(3) If 1− 1+κ
p < β1 we set Fc(t, u) = ∂x(f(t, ·, u)) and FL ≡ FTr ≡ 0. As in the previous item we

set mF = 1, ρ1 = h − 1 and ϕ1 = β1. By (5.45) it remains to check the condition (4.18). In
this situation, (4.18) becomes

1 + κ

p
≤ ρ1 + 1

ρ1
(1− β1) =

1

2

h

h− 1
− 1

2

(1

q
+ s
)
. (5.49)

Next we estimate G. By Assumption 5.1.14(2) it follows that

‖G(·, u)−G(·, v)‖γ(L2;H−s,q) h ‖(I − ∂2
x)−

s
2 (Mg(·,u) −Mg(·,v))‖γ(L2;Lq)

(i)

. ‖(I − ∂2
x)−

s
2 (Mg(·,u) −Mg(·,v))‖L (L2;L∞)

(ii)

. ‖Mg(·,u) −Mg(·,v)‖L (L2;Lr)

(iii)

. ‖g(·, u)− g(·, v)‖L`
. (1 + ‖u‖m−1

Lm`
+ ‖v‖m−1

Lm`
)‖u− v‖Lm`

(iv)

. (1 + ‖u‖m−1
Hφ,q

+ ‖v‖m−1
Hφ,q

)‖u− v‖Hφ,q ;

(5.50)

where in (i) we used [164, Lemma 2.1], in (ii) we used Sobolev embedding with s− 1
r > 0. In (iii)

we used Hölder’s inequality with 1
` = 1

r −
1
2 , and in (iv) Sobolev embedding with φ− 1

q = − 1
`m =

1
m ( 1

2 −
1
r ). Thus, to ensure that φ ∈ (0, 1− s) we require

m

m(1− s) + 1
r −

1
2

< q <
m

1
r −

1
2

. (5.51)

The lower estimate in (5.51) is immediate from q > 1/(1−s). The upper estimate gives a restriction,
but we will take r ∈ (1, 2) large enough to avoid any additional restrictions coming from (5.51).

Due to (5.4) one has Hφ,q = [H−1−s,q, H1−s,q]β2 where

β2 =
1 + s+ φ

2
=

1 + s

2
+

1

2q
− 1

2m

(1

r
− 1

2

)
∈ (0, 1). (5.52)
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As usual, to check assumption (HG) we split the discussion in several cases. Since r ∈ (1, 2) will
be chosen large, we will set

β̃2 =
1 + s

2
+

1

2q
∈ (0, 1). (5.53)

Then β̃2 > β2.

(1) If 1− 1+κ
p ≥ β̃2, then since β̃2 > β2, by Remark 4.3.2(1), (HG) follows by setting GTr(t, u) :=

g(·, u) and GL ≡ Gc ≡ 0.

(2) If 1 − 1+κ
p < β̃2, we can choose r ∈ (1, 2) so large that the same holds with β2 instead of β̃2,

and we set Gc(t, u) := g(·, u) and GL ≡ GTr ≡ 0. As in the previous item we set mG = 1,
ρ2 = m − 1 and ϕ2 = β2. By (5.50) it remains to check the condition (4.20). Now (4.20)
becomes

1 + κ

p
≤ ρ2 + 1

ρ2
(1− β2) =

m

m− 1
(1− β2)

Choosing r ∈ (1, 2) large enough the latter holds if

1 + κ

p
<

m

(m− 1)
(1− β̃2) =

m

2(m− 1)

(
1− s− 1

q

)
. (5.54)

Since κ ∈ [0, p2 − 1) and β̃2 < 1, then the above inequality is always verified for p sufficiently
large and κ small.

Combining the above considerations with Theorem 4.3.8 and Lemma 5.1.2, we obtain the following:

Theorem 5.1.15. Let s ∈ ( 1
2 , 1) and h > 1/(1 − s). Assume that Assumption 5.1.14 holds. Let

(5.46) be satisfied. Let β1 be as in (5.48) and β̃2 as in (5.53). Assume that one of the following
conditions is satisfied:

• 1− (1 + κ)/p ≥ β1 and 1− (1 + κ)/p ≥ β̃2;

• 1− (1 + κ)/p < β1, 1− (1 + κ)/p ≥ β̃2 and (5.49) holds;

• 1− (1 + κ)/p ≥ β1, 1− (1 + κ)/p < β̃2 and (5.54) holds;

• 1− (1 + κ)/p < β1 and 1− (1 + κ)/p < β̃2 and (5.49), (5.54) hold.

Then for each

u0 ∈ L0
F0

(Ω;B
1−s−2 1+κ

p
q,p (T)),

the problem (5.44) has a maximal local solution (u, σ). Moreover, there exists a localizing sequence
(σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκ;H−1−s,q(T)) ∩ C(Iσn ;B
1−s−2 1+κ

p
q,p (T)) ∩ C((0, σn];B

1−s− 2
p

q,p (T)).

Example 5.1.16. In the case of Burger’s equation, i.e. f(u) = −u2 and h = 2, Theorem 5.1.15 gives
a sub-optimal result. To see this recall that f(u) = −u2 verifies Assumption 5.1.14 for all h ≥ 2.
Fix ε > 0 and write h = 2 + ε. Then (5.47) implies s ∈ ( 1

2 ,
1+ε
2+ε ). Since s ∈ ( 1

2 ,
1+ε
2+ε ) is arbitrary,

choosing s > 1
2 small enough, the limitation (5.46) gives 2 < q < 2(1 + ε). Since β1, β̃2 < 1, by

choosing p large enough, Theorem 5.1.15 gives the existence of a maximal solution to (5.44) with
f(u) = −u2.
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Critical spaces for (5.44)

Here we analyse the existence of critical spaces for (5.44). By definition, it means that (5.49) or
(5.54) has to be satisfied with equality. Since in (5.54) equality is not allowed, we have to require
that the right-hand side of (5.49) is smaller than the one in (5.54). A straightforward computation
shows that this holds if and only if

m < h+ (1− h)
(
s+

1

q

)
. (5.55)

In particular, the latter impliesm < h. Note that (5.55) is not empty since h+(1−h)(s+ 1
q ) > 1, by

(5.46). If (5.55) holds, then the critical spaces arise when equality in (5.49) is reached. Reasoning
as in Subsection 5.1.2, for p ∈ (2,∞) equality in (5.49) holds for some κ ∈ [0, p2 −1) if the following
are satisfied

1

p
+

1

2

(1

q
+ s
)
≤ 1

2

h

h− 1
, (5.56)

h ≥ 1 + s

s
or

[
h <

1 + s

s
and q <

h− 1

1− s(h− 1)

]
. (5.57)

Note that if h < 1+s
s one always has h−1

1−s(h−1) >
h−1
s as follows from s > 1

2 . Therefore, by (5.46),

condition (5.57) is always verified. Defining κcrit as in (5.17), one obtains XTr
κcrit,p = B

1
q−

1
h−1

q,p (T).
These considerations and Theorem 5.1.15 give the following.

Theorem 5.1.17. Let s ∈ ( 1
2 , 1) and h > 1/(1 − s). Assume that Assumption 5.1.14 holds.

Assume that (5.46), (5.55) and (5.56) hold. Let κcrit := p
2 ( h
h−1 −

1
q − s)− 1. Then for each

u0 ∈ L0
F0

(Ω;B
1
q−

1
h−1

q,p (T))

there exists a maximal local solution (u, σ) to (5.5). Moreover, there exists a localizing sequence
(σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκcrit ;H
1−s,q(T)) ∩ C(Iσn ;B

1
q−

1
h−1

q,p (T)) ∩ C((0, σn];B
1−s− 2

p
q,p (T)).

Example 5.1.18. Here we continue the study of (5.44) in the case of Burger’s equation, i.e. (5.44)
with f(u) = −u2. As in Example 5.1.16, let ε > 0 and h = 2 + ε. Thus, (5.47) and (5.46) gives
s ∈ ( 1

2 ,
1+ε
2+ε ) and q ∈ ( 1

1−s ,
1+ε
s ). In addition, (5.55) is equivalent to m ∈ (1, 2 + ε− (1 + ε)(s+ 1

q )).
Therefore, if p ∈ (2,∞) verifies (5.56) and q, s,m, h are as above, then Theorem 5.1.17 ensure the

existence of a maximal local solution to (5.44) for u0 ∈ L0
F0

(Ω;B
1
q−

1
1+ε

q,p (T)).

5.1.6 Discussion and further extensions
x-dependent coefficients

In the results of Sections 5.1.2-5.1.5 we only used the assertion (A,B) ∈ SMR•p,κ(T ) of Lemma
5.1.2. If (A,B) in Assumption 5.1.1 have x-dependent coefficients but still satisfies (A,B) ∈
SMR•p,κ(T ), then all local existence and regularity results extend to this setting. In the time-
independent case (or time-continuous case) many of such results are available as follows from
Theorem 4.2.7 (and [165, Section 5]). However, only under a smallness condition on bjn.

In the case p = q much more is known on (A,B) ∈ SMR•p,κ(T ) with x-dependent coefficients.
In particular, from [129] and the discussion in Section 4.2.2 we see that stochastic maximal Lp-
regularity holds in the case the coefficients aij and bjn are smooth in space. Moreover, some results
can be extended to systems as in [174, Section 5]. In our opinion the restriction p = q seem quite
unnatural for the x-dependent variant of the SPDEs considered in the previous sections. This
motivates to extend the theory to p 6= q as well. At the moment this seems out of reach if the
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coefficients aij and bjn only have measurable dependence in (t, ω) ∈ [0, T ]×Ω or if the bjn are not
small.

As an illustrations let us mention that for s = 0 and p = q, the conditions of Theorem 5.1.5
become

d(h− 1)

h
< p < d(h− 1) and p ≥ d+ 2

h− 1
.

One can check that this will create cases in which not all h > 1 can be treated. For instance for
d = 2, h ∈ (1, 2] has to be excluded. Similar restrictions occur in Theorems 5.1.10 and 5.1.13.
On the other hand, as explained before we can allow x-dependent coefficients aij and bjn using
the pointwise extension of Assumption 5.1.1 to the x-dependent setting under some smoothness
conditions in x.

Lower order terms

The results of the previous subsections hold if we add lower order terms in the differential operators
(5.3). For instance, one may substitute A by A+A` where A`(t)u :=

∑d
j=1 aj(t, ·)∂ju+ a0(t, ·)u.

To see this, one can take FL(t, u) := A`(t)u and, under suitable assumptions on a0, . . . , ad, the
assumption (HF′) is satisfied. Another possibility, to allow lower order terms in (5.3) is to use
a perturbation theorem to check stochastic maximal Lp-regularity. Yet another possibility is to
include the lower order terms in the nonlinearity f . It depends on each specific case what is the
best solution.

Results on Td

The results of Subsections 5.1.2-5.1.4 hold if Rd is replaced by the torus Td. Moreover, in this case,
the assumptions on the nonlinearities can be slightly weakened. Indeed, for instance in Section
5.1.2 the Lipschitz condition can be replaced by the following: there exist h > 1 and C > 0 such
that a.s. for all t ∈ IT , z, z′ ∈ R and x ∈ Rd,

|f(t, x, z)− f(t, x, z′)|+ ‖g(t, x, z)− g(t, x, z′)‖`2 ≤ C(1 + |z|h−1 + |z′|h−1)|z − z′|.

The only difference is that an additional constant C is added on the right-hand side. Since Td has
finite volume this does not lead to any problems. The same applies to Sections 5.1.3 and 5.1.4.
Moreover, the conditions on f and g in Section 5.1.5 can be weakened in the same way.

5.2 Applications to quasilinear SPDEs with gradient noise
In this section we study quasilinear SPDEs which can be rewritten in the form (4.16) with H = `2

(Subsections 5.2.2-5.2.6) or H = Hδ,2 (Subsection 5.2.7). In the next subsection we motivate and
explain the class of equations which will be considered.

5.2.1 Introduction and motivations
Quasilinear parabolic SPDEs have been intensively studied in literature. In the deterministic case
the monograph [141] contains the classical theory. Quasilinear SPDEs arise in many areas of applied
science since they model reaction-diffusion equations in which the diffusivity depends strongly on
the property itself. For this and more physical motivations we refer to [56, 60, 65, 114, 152]. For a
mathematical perspective one may consult [59, 101, 115, 137]. To the best of our knowledge, except
for the paper [79], there is no other treatment in the literature for quasilinear stochastic PDEs
where the coefficients bjnk appearing in the gradient noise term (see (5.59) below) may depend on
u. However, our approach and setting is quite different from the one used in [79] due to a different
choice of the leading operators (in [79] they may be degenerate) and a different choice of the noise.
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In this section we analyse quasilinear systems of second order stochastic PDEs in non-divergence
form with nonlinear gradient noise on a domain O ⊆ Rd:du+A(·, u,∇u)udt = f(·, u,∇u)dt+

∑
n≥1

(Bn(·, u) · ∇u+ gn(·, u))dwnt ,

u(0) = u0.

(5.58)

Here (wnt : t ≥ 0)n≥1 denotes a sequence of independent Brownian motions and u : [0, T ]×Ω×O →
RN is the unknown process where N ≥ 1. The differential operators A,Bn for each x ∈ O, ω ∈ Ω,
t ∈ (0, T ), are given by

(A(t, ω, v,∇v)u)(t, ω, x) := −
d∑

i,j=1

aij(t, ω, x, v(x),∇v(x))∂2
iju(x),

(Bn(t, ω, v)u)(t, ω, x) :=
( d∑
j=1

bjkn(t, ω, x, v(x))∂juk(x)
)N
k=1

.

(5.59)

Note that A,Bn generalize the differential operators in (5.3) studied in Section 5.1. As we saw
in Subsection 5.1.6, lower order terms in (5.59) can be allowed here as well. Furthermore, as in
Subsection 5.1.1, the following splitting arises naturally:

• O = Rd or O = Td;

• O is a sufficiently smooth domain in Rd.

In Subsection 5.2.2 we will only consider Rd in detail since the case Td is similar. Under additional
assumptions, in Subsection 5.2.3 we study (5.58) with Dirichlet boundary condition. Subsection
5.2.5 is devoted to equations in divergence form. We remark that in the latter section, we can deal
only with a small gradient noise term.

The following assumption will be in force in Subsections 5.2.2-5.2.3:

Assumption 5.2.1. Suppose that one of the following two conditions hold:

• p ∈ (2,∞) and κ ∈ [0, p2 − 1).

• p = 2 and κ = 0.

Assume the following conditions on aij , bjkn:

(1) For each i, j ∈ {1, . . . , d} and n ≥ 1, the maps aij : (0, T )×Ω×O×RN ×RN×d → RN×N and
bjkn : (0, T )×Ω×O×RN → R are P⊗B(O)⊗B(RN )⊗B(RN×d) and P⊗B(O)⊗B(RN )-
measurable, respectively.

Moreover, for every r > 0 there exist constants Lr,Mr > 0 and an increasing continuous
function Kr : R+ → R+ such that Kr(0) = 0 and for a.a. ω ∈ Ω for all t ∈ [0, T ], i, j ∈
{1, . . . , d}, x, x′ ∈ O, y ∈ BRN (r), z ∈ BRN×d(r),

|aij(t, ω, x, y, z)|+ ‖(bjkn(t, ω, ·, y))n≥1‖W 1,∞(O;`2) ≤Mr,

|aij(t, ω, x, y, z)− aij(t, ω, x′, y, z)| ≤ Kr(|x− x′|).

(2) For each r > 0 there exists Cr > 0 such that for all i, j ∈ {1, . . . , d}, x ∈ O, y, y′ ∈ BRN (r),
z, z′ ∈ BRN×d(r), t ∈ [0, T ], k ∈ {1, . . . , N} and a.a. ω ∈ Ω,

|aij(t, ω, x,y, z)− aij(t, ω, x, y′, z′)|+ ‖bjkn(t, ω, x, y)− bjkn(t, ω, x′, y′)‖`2×RN
‖∇ybjkn(t, ω, x, y)−∇ybjkn(t, ω, x′, y′)‖`2×RN ≤ Cr(|y − y′|+ |z − z′|).
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(3) For each r > 0 there exists εr > 0 such that a.s. for all ξ ∈ Rd, θ ∈ RN , t ∈ [0, T ], x ∈ O,
y ∈ BRN (r) and z ∈ BRN×d(r) one has

d∑
i,j=1

ξiξj((aij(t, ω, x, y, z)− Σij(t, ω, x, y))θ, θ)RN ≥ εr|ξ|2|θ|2.

Here for each fixed i, j ∈ {1, . . . , d}, Σij(t, ω, x, y) is the N × N matrix with the diagonal
elements (1

2

∑
n≥1

bikn(t, ω, x, y)bjkn(t, ω, x, y)
)N
k=1

.

In Subsection 5.2.2 we study (5.58) under the following assumption.

Assumption 5.2.2. The maps f : IT ×Ω×O ×RN ×RN×d → RN , g := (gn)n≥1 : IT ×Ω×O ×
RN ×RN×d → `2×RN are P⊗B(O)⊗B(RN )⊗B(RN×d) and P⊗B(O)⊗B(RN )-measurable
respectively. Assume f(·, 0) = 0 and g(·, 0) = ∇yg(·, 0) = 0. Moreover, for each r > 0 there exists
Cr > 0 such that a.a. ω ∈ Ω, for all t ∈ [0, T ], x ∈ O, y, y′ ∈ BRN (r) and z, z′ ∈ BRN×d(r),

|f(t, x, y, z)− f(t, x, y′, z′)| ≤ Cr(|y − y′|+ |z − z′|),
‖g(t, x, y)− g(t, x, y′)‖`2 + ‖∇yg(t, x, y)−∇yg(t, x, y′)‖`2 ≤ Cr|y − y′|.

In the next subsection, under additional assumption on f, g, we extend the results in Subsection
5.1.4 to suitable quasilinear equations; see Theorems 5.2.5-5.2.6 there.

Remark 5.2.3. The parabolicity condition in Assumption 5.2.1(3) extends the one we have seen
in Assumption 5.1.1(2) to the case of x-dependent coefficients and systems. It was considered in
the above form in [174], where complex matrix-valued aij were allowed as well. Some diagonal
condition is assumed for the b-term, because otherwise the result does not hold in general (see
[30, 71, 120] for further discussion on this topic).

Unlike in Sections 5.1.2, 5.1.3, and 5.1.4 we will be assuming p = q in many of the results below.
This is mainly because the quasilinear structure of the equation will imply that our operators will
have coefficients depending on (t, ω, x). Unfortunately, no Lp(Lq)-theory is available for p 6= q if
only measurability in time is assumed. Of course in the case the coefficients are (ω, x)-dependent,
there is a theory with p 6= q as follows from Theorem 4.2.7. However, at the same time we would
like the b-term to satisfy the right parabolicity condition, and almost no general Lp(Lq)-theory
with p 6= q is available in this case.

5.2.2 Quasilinear SPDEs in non-divergence form on Rd

In this section we study (5.58) on Rd. For the function spaces needed below, we employ the
notation introduced in Subsection 5.1.1.

To begin, we recast (5.58) as a quasilinear evolution equations in the form (4.16) on X0 :=
Lp(Rd;RN ) and X1 := W 2,p(Rd;RN ) by setting, for u ∈ C1(Rd;RN ) and v ∈W 2,p(Rd;RN )

A(t, u)v = A(t, u,∇u)v, B(t, u)v = (Bn(t, u)v)n≥1,

F (t, u) = f(t, u,∇u), G(t, u) = (gn(t, ·, u))n≥1.

By (5.59) and u ∈ C1(Rd;RN ) all the above maps are well-defined. As usual, we say that (u, σ) is
a maximal local solution to (5.58) on Rd if (u, σ) is a maximal local solution to (4.16) in the sense
of Definition 4.3.4.

The first result of this section is as follows:

Theorem 5.2.4. Let the Assumptions 5.2.1-5.2.2 be satisfied for O = Rd. Assume that p >
2(1 + κ) + d. Then for any

u0 ∈ L0
F0

(Ω;W 2− 2(1+κ)
p ,p)
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there exists a maximal local solution (u, σ) to (5.58). Moreover, there exists a localizing sequence
(σn)n≥1 such that for all n ≥ 1 and a.s.

u ∈ Lp(Iσn , wκ;W 2,p) ∩ C(Iσn ;W 2−2 1+κ
p ,p) ∩ C((0, σn];W 2− 2

p ,p).

Proof. We apply Theorem 4.3.7 with FL ≡ Fc ≡ GL ≡ Gc ≡ 0, FTr := f and GTr := (gn)n≥1. For
this it remains to check (HA), (HF′), (HG′) and (4.24). For the sake of clarity we split the proof
into several steps.

Step 1: (HA) holds. Since p > 2(1 + κ) + d, by Sobolev embedding one has

XTr
κ,p = W 2− 2(1+κ)

p ,p ↪→ C1+ε, for some ε > 0. (5.60)

Fix r > 0, and let u1, u2 ∈ BXTr
κ,p

(r). By (5.60) it follows that ‖u1‖W 1,∞ , ‖u2‖W 1,∞ ≤ Cr =: R
where C depends only on p, d. Thus,

‖A(t, u1)v −A(t, u2)v‖Lq ≤ CR‖u1 − u2‖W 1,∞‖v‖W 2,q ≤ CR‖u1 − u2‖XTr
κ,p
‖v‖W 2,q ,

where CR is as in Assumption 5.2.1 (2). The same argument holds for B.
Step 2: (4.24) holds. It is enough to prove that (A(·, w0), B(·, w0)) ∈ SMR•p,κ(T ) for all

w0 ∈ L∞F0
(Ω;XTr

κ,p). By (5.60), it follows that w0 ∈ L∞F0
(Ω;C1+ε). Now the claim follows from

[174, Theorem 5.4] and Assumption 5.2.1.
Step 3: (HF′) and (HG′) holds. By (5.60) and the assumption on f, gn it follows easily that

for any n ≥ 1 and any u, v ∈ BXTr
κ,p

(n) one has

‖f(·, u,∇u)− f(·, v,∇v)‖Lp + ‖g(·, u)− g(·, v)‖W 1,p(`2) ≤ Cn‖u− v‖XTr
κ,p

;

where Cn > 0 may depends on n ≥ 1.

Theorem 5.2.4 gives local existence for (5.58) under quite general assumptions on f, gn. The
drawback in applying Theorem 5.2.4 is that the trace space in (5.60) is very regular and therefore
the initial values have to be rather smooth. Under additional assumptions on aij , bjnk we can admit
rougher trace spaces XTr

κ,p for (5.58). To do so we will partially extend the results in Subsection
5.1.4. In particular, the following extends Theorem 5.1.12 in the case q = p.

Theorem 5.2.5. Suppose that Assumptions 5.1.11 and 5.2.1 hold. Assume d ≥ 1. Assume that
aij(t, ω, x, y, z) does not depend on the z-variable and bjkn(t, ω, x, y) does not depend on the y
variable. Moreover, suppose that

p ≥ m− 1

m
(2(1 + κ) + d). (5.61)

Then for each
u0 ∈ L0

F0
(Ω;W 2− 2(1+κ)

p ,p)

there exists a maximal local solution (u, σ) to (5.58). Moreover, there exists a localizing sequence
(σn)n≥1 such that for all n ≥ 1 and a.s.

u ∈ Lp(Iσn , wκ;W 2,p) ∩ C(Iσn ;W 2− 2(1+κ)
p ,p) ∩ C((0, σn];W 2− 2

p ,p).

Recall that typical examples of non-linearities which satisfies Assumptions 5.1.11 are f(u,∇u) =
|u|c|∇u|r with c, r > 1 and f(∇u) = |∇u|r with r > 2.

Proof. The proof is similar to the one proposed in Theorem 5.1.12 with q = p. Note that if q = p,
the restrictions in Theorem 5.1.13 reduce to (5.61).

Additionally, we need to check that for w0 ∈ L∞F0
(Ω;XTr

κ,p) and q = p, one has (A(w0), B(w0)) ∈
SMR•p,κ(T ). Since these operators have x-dependent coefficients, Lemma 5.1.2 is not applicable.
By (5.61) it follows that 2− 2(1 + κ)/p > d/p. Therefore, by Sobolev embedding

XTr
κ,p = W 2−2 1+κ

p ,p ↪→ Cη, for some η > 0. (5.62)

Thus, (A(w0), B(w0)) ∈ SMR•p,κ(T ) follows from (5.62), Assumption 5.2.1 and [174, Theorem
5.4].
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As a consequence we obtain the following result in the critical case in the same way as in the
proof of Theorem 5.1.13. However, since we need p = q, we need further restrictions on q. To
avoid this, one needs further results on stochastic maximal Lp(Lq)-regularity with x-dependent
coefficients.

Theorem 5.2.6. Suppose that Assumptions 5.1.11 and 5.2.1 hold. Assume d ≥ 1 and m > 1 + 2
d .

Assume that aij(t, ω, x, y, z) does not depend on the z-variable and bjkn(t, ω, x, y) does not depend
on the y variable. Suppose that

(m− 1)

m
(2 + d) < p < d(m− 1). (5.63)

Then for any
u0 ∈ L0

F0

(
Ω;W

d
p+m−2

m−1 ,p
)

there exists a maximal local solution (u, σ) to (5.58). Moreover, there exists a localizing sequence
(σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκcrit ;W
2,p) ∩ C(Iσn ;W

d
p+m−2

m−1 ,p) ∩ C((0, σn];W 2− 2
p ,p),

where κcrit := pm
2(m−1) −

d
2 − 1.

Note that since m > 1 + 2
d , one has d(m− 1) > 2. Therefore, the set of p which satisfies (5.63)

is not empty.

5.2.3 Quasilinear SPDEs in non-divergence form on domains
In this subsection we investigate the quasilinear problem (5.58) with Dirichlet boundary conditions

u = 0 on ∂O. (5.64)

Here we assume O is a bounded domain with C2-boundary. Moreover, we let N = 1 and write
bjn := bj1n.

As usual, we recast (5.58) in the form (4.16). To this end, for p ∈ (1,∞) and s ∈ (0, 1) we set

W 1,p
0 (O) = {u ∈W 1,p(O) : u|O = 0}

DH
2,p(O) = W 2,p(O) ∩W 1,p

0 (O).

DW
2s,p(O) = (Lp(O),DW

2,p(O))s,p.

Recall that, by [187],

[Lq(O),DH
2,p(O)]1/2 = W 1,p

0 (O) for all p ∈ (1,∞).

To proceed further, let X0 = Lp(O), X1 = DH
2,q(O) and for u ∈ XTr

κ,p = DB
1−2 1+κ

p
q,p (O) =

{
z ∈

B
1−2 1+κ

p
q,p (O) : z = 0 on ∂O

}
(see [95]), v ∈ X1 we set

A(t, u)v = A(t, u,∇u)v, B(t, u)v = (Bn(t, u)v)n≥1,

F (t, u) = f(t, u,∇u), G(t, u) = (gn(t, ·, u))n≥1.
(5.65)

where A,Bn are as in (5.59). We say that (u, σ) is a maximal local solution to (5.58) with boundary
condition (5.64) if (u, σ) is a maximal local solution to (4.16) with A,B, F,G in (5.65).

Below we will show that for p > d+ 2

B(·, u)v ∈ γ(`2,W 1,p
0 (O)), a.e. on IT × Ω for all u ∈ XTr

κ,p, v ∈ X1. (5.66)
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As remarked in [69] (see the text below Assumption 1.4), to check (5.66) it is sufficient to require
an “orthogonality condition" for b at the boundary of O. In the quasilinear setting, this condition
reads as follows

d∑
j=1

bjn(t, ω, x, 0)νj(x) = 0, for a.a. (t, ω, x) ∈ IT × Ω× ∂O and all n ≥ 1, (5.67)

where ν = (νj)
d
j=1 is the exterior normal field on ∂O. To see that (5.67) implies (5.66), we argue

as follows. Since p > d+ 2, one has

XTr
κ,p = DW

2− 2
p ,p(O) =

{
u ∈W 2− 2

p ,p(O) : u = 0 a.e. on ∂O
}

↪→
{
u ∈ C1+ε(O) : u = 0 a.e. on ∂O

}
.

(5.68)

Note that γ(`2,W 1,p
0 (O)) = W 1,p

0 (O; `2) by (2.14). Thus, (5.66) holds thanks to u = v = 0 a.e. on
∂O (thus ∇v is parallel to ν). Assumption (5.67) was first introduced in [69] (for κ = 0) where the
author showed that under suitable conditions on the coefficients, (5.67) yields stochastic maximal
Lp-regularity estimates for the linear case of (5.58) on domains. Ellipticity and smoothness of the
coefficients alone are not enough to show maximal regularity estimates for parabolic SPDEs on
domains with the choice X0 = Lq(O) and X1 = DH

2,q(O), see [131, Theorem 5.3]. To reduce the
conditions on the b-term one needs to use suitable weighted Sobolev spaces (see Subsection 5.2.4
below).

A similar argument shows that item (2) in the following assumption is sufficient to obtain (5.66)
with B(·, u)v replaced by G(·, v) where G is as in (5.65).

Assumption 5.2.7. Let Assumption 5.2.1 be satisfied. Assume that N = 1. Suppose that (5.67)
holds and that the following are satisfied.

(1) O is a bounded C2-domain in Rd;

(2) gn(t, ω, 0) = 0 for a.a. ω ∈ Ω and for all x ∈ ∂O.

The main result of this subsection is an extension of Theorem 5.2.4 to domains in case κ = 0.
Using the results of [3, Example A.4], the reader can check that also Theorem 5.2.5 (resp. 5.2.6)
extends to the problem (5.58) with boundary condition (5.64) provided κ = 0 (resp. p = m−1

m (d+2)
i.e. κcrit = 0). For the sake of brevity, we do not include any statement here.

Theorem 5.2.8. Suppose Assumptions 5.2.2 and 5.2.7 hold. Let p ∈ (d + 2,∞). Then for each
u0 ∈ L0

F0

(
Ω;DW

2− 2
p ,p(O)

)
there exists a maximal local solution to (5.58) with boundary condition

(5.64), and a localizing sequence (σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn ;W 2,p(O) ∩W 1,p
0 (O)) ∩ C(Iσn ;DW

2− 2
p ,p(O)).

Proof. Similar to the proof of Theorem 5.2.4, we set FL ≡ Fc ≡ GL ≡ Gc ≡ 0, FTr(t, u) := F (t, u)
and GTr(u) := G(t, u). Here F,G are as in (5.65). As before one sees that (HF′) and (HA)
hold. To check (HG′) recall that γ(`2,W 1,p

0 (O)) = W 1,p
0 (O; `2). By Assumption 5.2.7(2) one has

gn(·, u) = gn(·, v) = 0 a.e. on IT ×Ω× ∂O for all u, v ∈ BXTr
κ,p

(n). The latter considerations imply,
for all u, v ∈ BXTr

κ,p
(n),

‖(gn(·, u)− gn(·, v))n≥1‖γ(`2,W 1,p
0 (O)) h ‖(gn(·, u)− gn(·, v))n≥1‖W 1,p(O;`2),

where the implicit constants are independent of u, v. By (5.68) and the former one can show that
(HG′) holds.

To apply Theorem 4.3.7 it remains to check that the stochastic maximal Lp-regularity as-
sumption. Fix w0 ∈ L∞F0

(Ω;XTr
κ,p). By (5.68), w0 = 0 a.e. on Ω × ∂O. The latter and (5.67)

yield
∑d
j=1 bjn(·, w0)νj = 0 a.e. on IT × Ω × ∂O. Therefore, by [69, Theorem 2.5] one has

(A(·, w0), B(·, w0)) ∈ SMRp(T ). Moreover, by [3, Example A.4] and Assumption 5.2.7(1), the
Dirichlet Laplacian −D∆p : DW

2,p(O) ⊆ Lq(O) → Lq(O) has a bounded H∞-calculus of an-
gle < π/2. Thus, by Theorem 4.2.7 and the transference result Proposition 4.2.8 we also obtain
(A(·, w0), B(·, w0)) ∈ SMR•p(T ).
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5.2.4 Quasilinear SPDEs in non-divergence form on domains with weights
In a series of papers by Krylov and his collaborators stochastic maximal Lp-regularity is derived on
weighted Lp spaces on bounded domains. For special choices of the weight no additional conditions
on b and g arise. We consider exactly the same problem as in Section 5.2.3, but this time with
weighted function spaces which are more complicated. For function spaces on Rd with weights we
refer to [154, 155] and the references therein. In particular, to define Besov spaces on Rd with
weights we employ the Definition 3.2 in [154].

Let vα : Rd → (0,∞) be given by vα(x) = dist(x, ∂O)α where α ∈ R. For an integer n ≥ 1, let
Wn,p(O, vα) be the space of all u ∈ Lp(O, vα) for which ∂βu ∈ Lp(O, vα) for all |β| ≤ n endowed
with its natural norm. Let

DW
n,p(O, vα) = {u ∈Wn,p(O, vα) : Tr∂Ou = 0 if n > (1 + α)/p}.

The trace operator is a bounded operator into Lp(∂O) (see [146, Section 3.2]). We will only use
the above space for n ∈ {1, 2} below. For s ∈ (0, 1) let

V2s,p(O, vα) := (Lp(O, vα),V2,p(O, vα))s,p, V ∈ {DW,W}. (5.69)

The latter definition requires some care. In the case α ∈ (−1, p − 1) the space W 2s.p(O, vα)
is equivalent to the Besov space B2s

p,p(O, vα). Here B2s
p,p(O, vα) is the restricted space to O of

B2s
p,p(Rd, vα), see e.g. [145, Definition 5.2]. This follows by combining [43] and [154, Proposition

6.1]. To see this, it is enough to note that by [43, Theorem 1.1] and (5.69), for each s ∈ (0, 1),
p ∈ (1,∞) and α ∈ (−1, p − 1) there exists an extension operator E (cf. Definition 2.2.3), i.e. a
bounded linear operator

E : W 2s,p(O, vα)→W 2s,p(Rd, vα), such that Ef |O = f, (5.70)

where W 2s,p(Rd, vα) = B2s
p,p(Rd, vα). In the case α ≥ p − 1, the space W 2s,p(O, vα) does not

coincide with a weighted Besov space. However, it densely contains the Besov space B2s
p,p(O, vα)

(see [146, Remark 7.14]).
The following is the main assumption of this subsection.

Assumption 5.2.9. Suppose that Assumption 5.2.1 holds with N = 1, κ = 0 and write bjn = bj1n.
Suppose that aij(t, ω, x, y, z) does not depend on the z-variable and bjn(t, ω, x, y) does not depend
on the y variable. Let O be a bounded C2-domain. Moreover, let δ ∈ (0, 1] and suppose that for
each r > 0 there exists εr > 0 such that a.s. for all ξ ∈ Rd, θ ∈ RN , t ∈ [0, T ], x ∈ O, y ∈ BRN (r)
one has

d∑
i,j=1

ξiξj
(
aij(t, ω, x, y)− Σij(t, ω, x)

)
≥ δ

d∑
i,j=1

ξiξjaij(t, ω, x, y) ≥ εr|ξ|2.

Here for each fixed i, j ∈ {1, . . . , d},

Σij(t, ω, x) =
1

2

∑
n≥1

bin(t, ω, x)bjn(t, ω, x).

Finally, suppose that p ∈ (d+ 2,∞) and δ satisfy

2p− 1− p

p(1− δ) + δ
< α < 2p− d− 2.

The above assumptions imply that α > p − 1. In the special case that bjn ≡ 0, we can take
δ = 1, and thus p − 1 < α < 2p − d − 2. The above parabolicity condition is introduced in [134]
and also considered in [117].

In this subsection we let

X0 := Lp(O, vα), X1 := DW
2,p(O, vα), XTr

p = DW
2−2/p(O, vα), (5.71)

where the last equality follows from (5.69). Moreover, we define A,B, F,G be as in (5.65). Let us
first analyse the linear problem.
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5.2. Applications to quasilinear SPDEs with gradient noise

Lemma 5.2.10. Suppose that Assumption 5.2.9 holds. Then the following hold:

(1) There exists η > 0 such that DW
2− 2

p ,p(O, vα) ↪→ Cη(O);

(2) For every
w0 ∈ L∞F0

(Ω;DW
2− 2

p ,p(O, vα))

one has (A(·, w0), B(·, w0)) ∈ SMR•p(T ).

Proof. (1): By (5.69) and [20, Theorem 4.7.2],

DW
2− 2

p ,p(O, vα) = XTr
p = (X0, X1)1− 1

p ,p
= (X1/2, X1)1− 2

p ,p
.

By [146, Proposition 3.16] one has

X 1
2

= W 1,p(O, vα). (5.72)

Therefore, by Hardy’s inequality (see [146, Corollary 3.4]),

XTr
p = (X 1

2
, X1)1− 2

p
↪→ (Lp(O, vα−p),W

1,p(O, vα−p))1− 2
p ,p

= W 1− 2
p ,p(O, vα−p),

where the last equality follows from (5.70). By Assumption 5.2.9 one has α − p ∈ (−1, p −
1), therefore the considerations at the beginning of this section imply that W 1− 2

p ,p(O, vα−p) =

B
1− 2

p
p,p (O, vα−p). To complete the proof of (1) it is enough to show that B

1− 2
p

p,p (O, vα−p) ↪→ Cη(O)
for some η > 0. Since O is bounded, using a standard localization argument (see e.g. [146, Section
2.2] and the references therein) it is enough to prove

B
1− 2

p
p,p (Rd, gα−p) ↪→ Bη∞,∞(Rd); (5.73)

where, for x = (x1, x2, . . . , xd), gβ(x) := xβ1 on |x| ≤ 1 and gβ(x) := 1 otherwise.
The embedding in (5.73) follows from [155, Proposition 4.2] and the fact that 1− 2

p−
α−p+d

p > 0

and 1 − 2+d
p > 0. The latter are equivalent to α < 2p − d − 2 and p > d + 2, respectively, which

hold by Assumption 5.2.9.
(2): Combining (1), Assumption 5.2.9 and [117, Theorem 2.9] one has (A(·, w0), B(·, w0)) ∈

SMRp(T ). To see the latter note that by Hardy’s inequality (see [146, Corollary 3.4]), and [150,
Proposition 2.2] (also see [119, Remark 2.9]) the spaces in [117] coincide with the ones considered
here.

Since by [146, Theorem 1.1], −D∆p has a bounded H∞-calculus of angle zero on Lp(O, vα)
(with domain DW

2,p(O, vα)), by Theorem 4.2.7 and the transference result Proposition 4.2.8 we
also obtain that (A(·, w0), B(·, w0)) ∈ SMR•p(T ).

In the next result, we say that (u, σ) is maximal local solution to (5.58) if (u, σ) is a maximal
local solution to (4.16) with A,B, F,G and X0, X1 are as in (5.65) and (5.71) respectively.

Theorem 5.2.11. Suppose Assumptions 5.2.2 and 5.2.9 hold, and that f does not dependent on
the z-variable. Then for each

u0 ∈ L0
F0

(Ω;DW
2− 2

p ,p(O, wα)),

there exists a unique maximal local solution (u, σ) to (5.58). Moreover, there exists a localizing
sequence (σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn ;DW
2,p(O, vα)) ∩ C(Iσn ;DW

2− 2
p ,p(O, vα)).

Recall that the space DW
2− 2

p ,p(O, vα) is defined as in (5.69) and does not coincide with a
weighted Besov space if α ≥ p− 1.
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Chapter 5. Applications to parabolic SPDEs

Proof. By Lemma 5.2.10 and the fact that O is bounded, one can argue in the same way as in
Theorem 5.2.8. We remark that (HG′) is satisfied by setting Gc = GL = 0 and GTr = G. To see
this one can argue as in (5.40) since XTr

κ,p ↪→ W 1,p(O, vα) ∩ Cη(O) for some η > 0. The latter
embedding follows from Lemma 5.2.10(1), (5.72) and XTr

κ,p ↪→ X1/2 due to 1− 2 1+κ
p > 1

2 .

Remark 5.2.12.

(1) It would be interesting to extend the above to κ 6= 0 and p 6= q. However, at the moment almost
no weighted theory is available in the case aij depend on (t, ω). Except in the caseA = −∆, one
has a bounded H∞-calculus on Lq(O, vα) by [146], and thus Theorem 4.2.7 implies stochastic
maximal Lp-regularity in the full range. The latter can very likely be extended to elliptic second
order operators in non-divergence form with smooth x-dependent coefficients by standard
arguments. This would make it possible to do a variant of Theorem 5.2.11 with general
(p, q, κ) as long as the coefficients aij are independent of time.

(2) In [115] a quasilinear SPDE is considered in weighted spaces as well. However, the results
seem not comparable. For instance, they consider operators in divergence form and they do
not allow a gradient type noise term.

5.2.5 Quasilinear SPDEs in divergence form on domains
Unlike in the previous sections we will consider an example where there is no time-dependence in
the operator A and B = 0. In this way we can obtain a full Lp(Lq)-theory. We study the following
differential problem for the unknown u : IT × Ω× O → R:

du− div(a(u)∇u)dt = (div(f1(·, u,∇u)) + f2(·, u,∇u))dt

+
∑
n≥1 gn(·, u,∇u)dwnt , on O,

u = 0, on ∂O;

u(0) = u0, on O.

(5.74)

The problem (5.74) was already considered in [104, Secion 5.5]. The aim of this section is to
partially extend [104, Theorem 5.6] and at the same time correct it (see the discussion in [103,
p. 66] on this matter). Note that in [104, Section 5.5] equations in divergence form have been
considered with Neumann and/or mixed type boundary conditions. Our framework also allows
this setting, but we will only consider Dirichlet conditions here. The interested reader can adapt
the proofs below with the functional analytic set-up proposed [104, Section 5.5] to correct [104,
Theorem 4.11] with different boundary conditions.

We study (5.74) under the following assumption.

Assumption 5.2.13.

(1) Let q ∈ [2,∞), p ∈ (2,∞) and κ ∈ [0, p2 − 1) be such that 1− 2(1+κ)
p > d

q .

(2) O ⊆ Rd is a bounded C1-domain.

(3) The map a : Ω × O × R → Rd×d is F0 ⊗B(O) ⊗B(R)-measurable. Assume that a(·, 0) ∈
L∞(Ω× O) and for each r > 0 there exists an increasing continuous function Kr : R+ → R+

such that Kr(0) = 0 and for each i, j ∈ {1, . . . , d}, x, x′ ∈ O and y ∈ BR(r),

|a(x, y)− a(x′, y)| ≤ Kr(|x− x′|).

Moreover, a is locally Lipschitz w.r.t. y ∈ R uniformly in (ω, x), i.e. for each r > 0 there exists
Cr > 0 such that a.s. for all x ∈ O and y, y′ ∈ BR(r) one has

|a(x, y)− a(x, y′)|Rd×d ≤ Cr|y − y′|.
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5.2. Applications to quasilinear SPDEs with gradient noise

Furthermore, a is locally uniformly ellipticity, i.e. for each r > 0 there exists εr > 0 such that
a.s. for all x ∈ O and y ∈ BR(r) one has

d∑
i,j=1

ξiξjaij(x, y) ≥ εr|ξ|2.

(4) Let ε ≥ 0. The mappings f1 : IT × Ω × O × R × Rd → Rd, f2 : IT × Ω × O × R × Rd → R
and g := (gn)n≥1 : IT × Ω × O × R × Rd → `2 are P ⊗B(O) ⊗B(Rd) ⊗B(R)-measurable.
Assume that f1(·, 0, 0) = 0, f2(·, 0) = gn(·, 0) = 0 for all n ≥ 1. Finally, we assume that for
each r > 0 there exists Cr > 0 such that a.s. for all x ∈ O, y, y′ ∈ B(r) and z, z′ ∈ R

2∑
i=1

|fi(t, x, y, z)− fi(t, x, y′, z′)|+ ‖g(t, x, y, z)− g(t, x, y′, z′)‖`2 ≤ Cr,ε|y − y′|+ ε|z − z′|.

Typical examples of f1, f2, g are

f1(x, u,∇u) = ε∇u, f1(x, u) = (f̃i(x)|u|h−1u)di=1,

f2(t, u) = |u|m−1u, (gn(x, u))n≥1 = (g̃n(x)|u|r−1u)n≥1.

where h,m, r > 1, ε > 0, (f̃i)
d
i=1 ∈ L∞(Ω× O;Rd) and (g̃n)n≥1 ∈ L∞(Ω× O; `2).

Let us briefly recall the function spaces which will be needed below. Let s ∈ (−1, 1) and
q, p ∈ (1,∞), we set

W 1,q
0 (O) = {u ∈W 1,q(O) : u|∂O = 0},

W−1,q(O) = (W 1,q′

0 (O))∗

DB
s
q,p(O) = (W−1,q(O),W 1,q

0 (O)) s+1
2 ,p.

(5.75)

For further properties we refer to [3, Example A.4] and the references therein.
To recast the problem (5.74) in the form (4.16) let us set X0 := W−1,q(O), X1 := W 1,q

0 (O),
and for u ∈ C(O) and v ∈ X1

A(t, u)v = −div(a(u)∇v), B(t, u)v = 0,

F (t, u) = div(f1(t, u,∇u)) + f2(t, u,∇u), G(t, u) = (gn(t, u,∇u))n≥1.

Here the divergence operator is defined as in (8.3), i.e. for u ∈ C(O) and v ∈ X1,

〈φ,A(u)v〉 =

∫
O

(a(u) · ∇v) · ∇φdx, φ ∈W 1,q′(O). (5.76)

The same applies to F (t, u). As usual we say that (u, σ) is a maximal local solution of (5.74) if
(u, σ) is a maximal local solution of (4.16) with the above choice of A,B, F,G and H = `2.

Before stating the main result of this subsection, let us note that a maximal local solution to
(5.74) verifies the natural weak formulation of (5.74): a.s. for all t ∈ [0, σ) and all φ ∈ C1

c (O),∫
O

(u(t)− u0)φdx+

∫ t

0

∫
O

(a(u) · ∇u) · ∇φdx ds = −
∫ t

0

∫
O

f1(u,∇u) · ∇φdx ds

+

∫ t

0

∫
O

f2(u,∇u)φdx ds+
∑
n≥1

∫ t

0

∫
O

gn(u,∇u)φdx dwns .

To see this, use (4.21) and note that φ ∈ C1
c (O) ⊆ (W−1,q(O))∗ = W 1,q′

0 (O).
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Theorem 5.2.14. Suppose Assumption 5.2.13 holds. Then for each N ≥ 1 there exists ε̄N > 0
such that if ε ∈ (0, ε̄N ) and

u0 ∈ L∞F0
(Ω;DB

1− 2(1+κ)
p

q,p (O))

has norm ≤ N , then there exists a unique local solution (u, σ) to (5.74). Moreover, there exists a
localizing sequence (σn)n≥1 such that for all n ≥ 1 and a.s.

u ∈ Lp(Iσn , wκ;W 1,q
0 (O)) ∩ C(Iσn ;DB

1− 2(1+κ)
p

q,p (O)) ∩ C((0, σn];DB
1− 2

p
q,p (O)).

Proof. By Assumption 5.2.13(1), (5.75), and Sobolev embeddings one has

XTr
κ,p = DB

1− 2(1+κ)
p

q,p (O) ↪→ B
1− 2(1+κ)

p
q,p (O) ↪→ Cη(O) ↪→ L∞(O); (5.77)

for some η > 0. Therefore, A(u)v := −div(a(u) · ∇v) for u ∈ XTr
κ,p and v ∈ X1 is well-defined. By

[16, Remark 4.3(ii) and Theorem 11.5], [73, Remark 2.4(3)] and Assumption 5.2.13 A(u0) has a
bounded H∞-calculus of angle < π/2. Therefore, by Theorem 4.2.7 (see also Remark 4.2.9(3)) we
find that A(u0) ∈ SMR•p,κ(T ) and for each θ ∈ [0, 1/2)

max
{
Kdet,θ
A(u0),K

sto,θ
A(u0)

}
≤ CN , (5.78)

where CN depends only on N > 0. To check (HA) let us fix n ≥ 1 and u1, u2 ∈ XTr
κ,p of norm ≤ n.

Then by (5.77) it follows that ‖u1‖L∞(O), ‖u2‖L∞(O) ≤ Cn =: R, and for each v ∈ X1

‖div(a(u1) · ∇v)− div(a(u2) · ∇v)‖W−1,q(O) . ‖(a(u1)− a(u2))∇v‖Lq(O)

≤ CR‖u1 − u2‖L∞(O)‖v‖W 1,q(O)

.R ‖u1 − u2‖XTr
κ,p
‖v‖X1

;

where we used (8.3) and Assumption 5.2.13(3).
Since X1/2 = Lq(O) by [187], using the same argument as above combined with Assumption

5.2.13(4) one obtains

‖F (·, u)− F (·, v)‖X0
+ ‖G(·, u)−G(·, v)‖γ(`2,X1/2)

≤ CR‖u− v‖XTr
κ,p

+ Cε‖u− v‖X1
;

(5.79)

where C > 0 does not depend on n ≥ 1. By setting FL = F and GL = G the assumptions
(HF′)-(HG′) are verified. Moreover, the inequalities (5.78), (5.79) and Remark 4.3.19 show that
the condition (4.25) holds. The result now follows from Theorem 4.3.7.

Remark 5.2.15.

(1) The assumption u0 ∈ L∞F0
(Ω;XTr

κ,p) is automatically satisfied if F is generated by W`2 (see
Remark 4.3.6).

(2) In Chapter 7 we will see that the instantaneous regularization effect in Theorem 5.2.14 can be
bootstrapped to prove further regularization of solutions to (5.74). In such situation weights
in time play a basic role.

In the case u0 6∈ L∞F0
(Ω;XTr

κ,p), we do not have any control on the constants of maximal
regularity of A(u0,n) as n grows see [103, p. 66] (here (u0,n)n≥1 is as in (4.26)). However, by
choosing εn ↓ 0 appropriately, the arguments used in the proof of Theorem 5.2.14 still lead to the
following.

Theorem 5.2.16. Let the Assumption 5.2.13 be satisfied for any ε > 0. Then for each

u0 ∈ L0
F0

(Ω;DB
1− 2(1+κ)

p
q,p (O))

there exists a unique local solution (u, σ) to (5.74). Moreover, there exists a localizing sequence
(σn)n≥1 such that for all n ≥ 1 and a.s.

u ∈ Lp(Iσn , wκ;W 1,q
0 (O)) ∩ C(Iσn ;DB

1− 2(1+κ)
p

q,p (O)) ∩ C((0, σn];DB
1− 2

p
q,p (O)).

109



5.2. Applications to quasilinear SPDEs with gradient noise

5.2.6 Stochastic porous media equations with positive initial data
In this subsection we investigate porous media type equations on the d-dimensional torus Td
with uniformly positive initial data. More precisely, we investigate the following problem for the
unknown u : IT × Ω× Td → R

du−
(
∆(|u|r−1u)−

∑d
i,j=1 Ξij(·, u)∂2

iju
)
dt = f(u,∇u)dt

+
∑
n≥1

(∑d
j=1 bnj(·, u)∂ju+ gn(u)

)
wnt , on Td,

u(0) = u0, on Td;
(5.80)

where r ∈ [1,∞), u0 ≥ c > 0 a.e. on Td and Ξi,j(·, u) = 1
2

∑
n≥1 bjn(·, u)bjn(·, u). The problem

(5.80) in the case r = 1 fits in the framework of Section 5.1, in such a case the condition u0 ≥ c
can be avoided. We will only consider the range r ≥ 3 for technical reasons. The range r ∈ (1, 3)
is more sophisticated and requires other solution concepts than to the one below. For physical
motivations we refer to [17], [79, Subsection 1.1] and the references therein. To see the link with
the works [54, 79], let us note that at least formally (see [54, Remark 2.1])

∑
n≥1

d∑
j=1

bnj∂ju ◦ dwnt =
∑
n≥1

d∑
j=1

bnj∂ju dw
n
t +

d∑
i,j=1

(
Ξij(·, u)∂2

iju+ lower order terms
)
dt,

where ◦ denotes the Stratonovich integration. We refer to Subsection 5.2.6 for a comparison to the
literature.

To study (5.80), we exploit the fact that in Theorem 4.3.7, stochastic maximal Lp-regularity
is required on (A(u0,n), B(u0,n)) for appropriate A and B (see (4.24)). We mainly deal with the
strong setting and we refer to Remark 5.2.19 for the weak one. To begin, let us note that at least
formally,

∆(|u|r−1u) = r|u|r−1∆u+ r(r − 1)u|u|r−3|∇u|2.

Therefore, in the case u ≥ c > 0, the porous media operators acts like ∆ plus a lower order term. For
notational convenience, we set Ar(t, u)v := −r|u|r−1∆v and fr(u,∇v) := −r(r − 1)u|u|r−3|∇v|2.
To recast (5.80) in the form (4.16), we set X0 = Lq(Td), X1 = W 2,q(Td) and for v ∈ X1, u ∈
C(Td) ∩W 1,q(Td)

A(t, u)v = Ar(t, u)v +

d∑
i,j=1

Ξij(t, u)∂2
ijv, B(t, u)v =

( d∑
j=1

bjn(t, u)∂jv
)
n≥1

,

F (t, v) = f(t, v,∇v)− fr(v,∇v), G(t, v) = (gn(t, v))n≥1.

Here f and gn are as in Assumption 5.2.2. The following is the main result of this subsection.

Theorem 5.2.17. Let r ≥ 3. Let p ∈ (2,∞) and κ ∈ [0, p2−1) be such that p > 2(1+κ)+d. Assume
that bjn and f, g verifies Assumption 5.2.1(1)-(2) and Assumption 5.2.2, respectively. Then for
each

u0 ∈ L0
F0

(Ω;W 2−2 1+κ
p ,p(Td)), u0 ≥ c > 0 a.e. on Td × Ω,

there exists a maximal local solution (u, σ) to (5.80). Moreover, there exists a localizing sequence
(σn)n≥1 such that for all n ≥ 1 and a.s.

u ∈ Lp(Iσn , wκ;W 2,q(Td)) ∩ C(Iσn ;W 2−2 1+κ
p ,p(Td)) ∩ C((0, σn];W 2− 2

p ,p(Td)).

Proof. The proof is similar to the one given for Theorem 5.2.4. As in the proof of the latter
theorem, by Sobolev embedding XTr

κ,p = W 2−2 1+κ
p ,p(Td) ↪→ C1+η(Td) for some η > 0. Thus, using

r ≥ 3 the estimates on the nonlinearities can be performed as in Theorem 5.2.4. The fact that
(HA) holds follows from standard computations.

To check the stochastic maximal regularity condition (4.24), for all n ≥ 1 we set

u0,n := 1Γnu0 + 1Ω\Γn(c1Td), where Γn := {‖u0‖XTr
κ,p
≤ n}. (5.81)
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Thus, u0,n ∈ L∞(Ω;C1,η(Td)) verifies u0,n ≥ c. Reasoning as in the proof of Theorem 5.2.4,
(A(·, u0,n), B(·, u0,n)) ∈ SMR•p,κ(T ) by [174, Theorem 5.4] and u0,n ≥ c1. We remark that the
ellipticity condition in [174, Assumption 5.2(2)] is satisfied since |u0,n|r−1 ≥ cr−1 > 0 a.s. and a.e.
on Td.

In the above proof we used the choice (5.81) instead of (4.26). Indeed, if u0,n is as in (4.26),
then u0,n are not uniformly bounded from below in general.

The proof of Theorem 5.2.17 shows that Theorems 5.2.5-5.2.6 extends to (5.80). To avoid
repetitions, we only state the extension of Theorem 5.2.6 to (5.80).

Theorem 5.2.18. Let r ≥ 3. Assume that bjn and f, g verifies Assumption 5.2.1(1)-(2) and
Assumption 5.1.11, respectively. Moreover, assume that m > 1 + 2

d and bjn(t, ω, x, y) does not
depend on the y variable. Suppose that p ∈ (2,∞) verifies (5.63). Then for any

u0 ∈ L0
F0

(
Ω;W

d
p+m−2

m−1 ,p(Td)
)
, with u0 ≥ c > 0 a.e. on Td × Ω,

there exists a maximal local solution (u, σ) to (5.58). Moreover, there exists a localizing sequence
(σn)n≥1 such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκcrit ;W
2,p(Td)) ∩ C(Iσn ;W

d
p+m−2

m−1 ,p(Td)) ∩ C((0, σn];W 2− 2
p ,p(Td)),

where κcrit := pm
2(m−1) −

d
2 − 1.

Proof. Comparing the proof of Theorem 5.2.17 and Theorem 5.2.6, it remains to estimate fr. To
this end let us note that for each R > 0, y, y′ ∈ BR(R) and z, z′ ∈ Rd,

|fr(y, z)− fr(y′, z′)| ≤ CR
[
(1 + |z|2 + |z′|2)|y − y′|+ (1 + |z|+ |z′|)|z − z′|

]
, (5.82)

for some CR > 0 independent of y, y′, z, z′. Therefore, due to (5.82), if f verifies Assumption 5.1.11
for m > 2, then f − fr verifies Assumption 5.1.11 with the same m. Thus, reasoning as in the
proof of Theorem 5.2.6, the conclusion follows.

Remark 5.2.19. Equation (5.80) has a natural weak formulation. One can check that the arguments
used in Theorems 5.2.17-5.2.18 can be adapted to prove local existence in the weak setting (see
Subsection 5.2.5). In such a case, r ∈ (2, 3) is also allowed.

Discussions

Under some structural assumptions on the nonlinearities bjn, f, g, (5.80) (and its generalizations)
has been extensively studied (see for instance [54, 79, 92, 91, 53] and the references therein). One of
the first paper on the topic is [92] where only x-independent bnj are considered. In the x-dependent
case the situation is more complicated and one often needs the assumption m ≥ 2, see [91, 79].
In [54, 53], the authors allow the more complicated range r ∈ (1, 2) as well, in some cases they
need to work with other type of solutions such as kinetic or entropy solutions. Our results appear
weaker than the ones in [54]. For instance, the assumption u0 ≥ c is unnatural. However, this case
was also considered in the deterministic setting, see e.g. [185]. Moreover, our setting differs from
the one in [54], and the main differences are:

• the functions spaces considered for the initial data are different;

• the nonlinearity f can be of arbitrary polynomial growth in u and |∇u|;

• less regularity is required for bjn.

It seems to us that the theory developed here can be used to study (5.80) with general u0,
employing a standard approximation argument (see e.g. [79, eq. (3.2)]). Firstly, one replaces
∆(|u|r−1u) by ∆(ε + |u|r−1u) in (5.80). With such modification, we can apply Theorem 4.3.7
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to (5.80), obtaining a family of maximal local solutions (uε, σε)ε>0 to the modified equations.
Secondly, one provides a-priori bound (uniform in ε > 0) in Cα-norm for (uε)ε>0 for some uniform
α > 0. Thus, by the blow-up criteria in Chapter 6, σε = T and one can study the behaviour of uε
as ε ↓ 0. We remark that a-priori estimates for the Cα-norm for the deterministic version of (5.80)
are known, see the discussion in [64, p. vii-viii]. However, we are not aware of any contribution
on this topic for (5.80). Note that the arguments used for (5.80) seem to be applicable to other
degenerate parabolic equations.

5.2.7 Stochastic Burger’s equation with coloured noise
Here, we consider a quasilinear version of the stochastic Burger’s equation on T with space-time
coloured noise, which can be seen as the quasilinear analogue of (5.44). However, for technical
reasons, we cannot deal with white noise as in Subsection 5.1.5.

More precisely, we consider the following problem for u : IT × Ω× T→ R,{
du− ∂x(a(·, u)∂xu)dt =

(
∂x(f1(·, u)) + f2(·, u)

)
dt+ g(·, u)dwct , on T,

u(0) = u0, on T;
(5.83)

here wct denotes a coloured space-time noise on T. More precisely, for some δ > 0, we assume that
wct induces an Hδ,2(T)-cylindrical Brownian motion in the sense of Definition 2.3.5.

The noise in (5.83) is different than in Subsections 5.2.2-5.2.6. The setting in (5.83) is as in
Subsection 5.1.5, but with a coloured noise.

Assumption 5.2.20.

(1) q ∈ [2,∞), p ∈ (2,∞) and κ ∈ [0, p2 − 1) verifies 2δ − 2 1+κ
p > 1

q .

(2) The map a : Ω× T×R→ R is F0 ⊗B(T)⊗B(R)-measurable and it verifies the Assumption
5.2.13(3) with d = 1 and O replaced by T.

(3) The maps f1, f2, g : IT × Ω × T × R → R are P ⊗B(T) ⊗B(R)-measurable. Assume that
f1(·, 0), f2(·, 0) ∈ L∞(IT × Ω;Lq(T)) and g(·, 0) ∈ L∞(IT × Ω× T). Moreover, for each r > 0
there exists Cr > 0 such that for all t ∈ IT , x ∈ T and y, y′ ∈ BR(r),∑

i∈{1,2}

|fi(t, x, y)− fi(t, x, y′)|+ |g(t, x, y)− g(t, x, y′)| ≤ Cr|y − y′|.

Remark 5.2.21.

• For any δ > 0, Assumption 5.2.20(1) is satisfied for p, q large and κ small.

• Assumption 5.2.20(3) includes the Burger’s type nonlinearity f(u) = −u2.

In what follows, we only consider the case δ ∈ (0, 1
2 ), the other cases being simpler. To begin,

note that by Assumption 5.2.20(1), there exists s > 1
2 such that 1−2s+2δ−2 (1+κ)

p > 1
q . With such

a choice, we rewrite (5.83) in the form (4.16). To this end, set H = H2δ,2(T), X0 := H−1−s+δ,q(T)
and X1 = H1−s+δ,q(T). Then by (5.4),

X 1
2

= H−s+δ,q(T) and XTr
κ,p = B

1−s+δ− 2(1+κ)
p

q,p (T). (5.84)

As in Subsection 5.2.3, by Sobolev embedding and Assumption 5.2.20(1), one has

B
1−s+δ− 2(1+κ)

p
q,p (T) ↪→ Cη(T), η := 1− s+ δ − 2

1 + κ

p
− 1

q
> s− δ. (5.85)

For v ∈ XTr
κ,p, u ∈ X1 let

A(v)u = −∂x(a(v)∂xu), B(t)u = 0,
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F (t, u) = ∂x(f(t, u)), G(t, u) = iMg(t,u).

Similar to Subsection 5.1.5, for fixed u ∈ C(T), Mg(t,u) : Lξ(T) → Lξ(T) is the multiplication
operator (Mg(t,u)h)(x) = g(t, u(x))h(x) where ξ ∈ (2,∞) verifies δ− 1

2 = − 1
ξ , which is needed below

for the Sobolev embedding Hδ,2 ↪→ Lξ (and here we need δ ∈ (0, 1
2 )). Moreover, i : Lξ(T) → X 1

2

denotes the embedding. As usual, we say that (u, σ) is a maximal local solution to (5.83) if
(u, σ) is a maximal local solution to (5.1) in the sense of Definition 4.3.4 with the above choice of
A,B, F,G,H.

To estimate F , similar to (5.79), one has

‖F (·, u)− F (·, v)‖H−s,q .
∑

i∈{1,2}

‖fi(·, u)− fi(·, v)‖Lq .r ‖u− v‖XTr
κ,p
,

where in the last inequality we used Assumption 5.2.20(3) and (5.85). Therefore, F verifies (HF′)
by setting FTr = F , FL = Fc = 0. To estimate G, we argue as in (5.50), (5.79). Then for u, v ∈ XTr

κ,p

such that ‖u‖XTr
κ,p
, ‖v‖XTr

κ,p
≤ r, one has

‖G(·, u)−G(·, v)‖γ(Hδ,2;H−s+δ,q)

h ‖(I − ∂2
x)−

s
2 + δ

2 (Mg(·,u) −Mg(·,v))(1− ∂2
x)−

δ
2 ‖γ(L2,Lq)

(i)

. ‖(I − ∂2
x)−

s
2 + δ

2 (Mg(·,u) −Mg(·,v))(1− ∂2
x)−

δ
2 ‖L (L2,L∞)

(ii)

. ‖(I − ∂2
x)−

s
2 + δ

2 (Mg(·,u) −Mg(·,v))‖L (Lξ,L∞)

(iii)

. ‖Mg(·,u) −Mg(·,v)‖L (Lξ,Lξ)

≤ ‖g(·, u)− g(·, v)‖L∞
(iv)

.r ‖u− v‖XTr
κ,p

;

where in (i) we used [108, Corollary 9.3.3], in (ii) we used that (1− ∂2
x)−

δ
2 : L2(T)→ Hδ,2(T) ↪→

Lξ(T) as mentioned before. In (iii) we used (1 − ∂2
x)−

s
2 + δ

2 : Lξ(T) → Hs−δ,ξ(T) ↪→ L∞(T) and
Sobolev embedding with s − δ − 1

ξ = s − 1
2 > 0. Finally, (iv) follows from Assumption 5.2.20(3)

and (5.85). Thus, (HG′) is verified by setting GTr = G, GL = Gc = 0.
The following is the main result of this subsection.

Theorem 5.2.22. Assume that the Assumption 5.2.20 holds. Let s > 1
2 be such that 1−2s+ 2δ−

2 (1+κ)
p > 1

q . Set sδ := 1− s+ δ. Then for each

u0 ∈ L0
F0

(Ω;B
sδ−2 1+κ

p
q,p (T)),

there exists a maximal local solution to (5.83). Moreover, there exists a localizing sequence (σn)n≥1

such that a.s. for all n ≥ 1

u ∈ Lp(Iσn , wκ;Hsδ,q(T)) ∩ C(Iσn ;B
sδ−2 1+κ

p
q,p (T)) ∩ C((0, σn];B

sδ− 2
p

q,p (T)).

Proof. To apply Theorem 4.3.7 it remains to check the condition (HA) and (4.24).
To prove that A verify (HA), it is enough to note that for any u ∈ X1, r > 0 and v1, v2 ∈ XTr

κ,p

such that ‖v1‖XTr
κ,p
, ‖v2‖XTr

κ,p
< r,

‖A(v1)u−A(v2)u‖H−1−s+δ,q(T) . ‖(a(v1)− a(v2))∂xu‖H−s+δ,q(T)

(i)

. ‖a(v1)− a(v2)‖Cη(T)‖∂xu‖H−s+δ,q(T)

(ii)

.r ‖v1 − v2‖XTr
κ,p
‖u‖H1+s−δ,q(T),
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where in (i) follows by combining η > s− δ, by (5.85), and [195, Chapter 14, eq. (4.14)] (or [157,
Proposition 3.8]) and (ii) by Assumption 5.2.20(2), (5.84) and (5.85).

It remains to check the stochastic maximal regularity assumption (4.24), where in this case
B = 0. By Theorem 4.2.7 and Remark 4.2.9(3), it is enough to show that for any N ≥ 1 there exists
λN > 0 such that for any w0 ∈ L∞F0

(Ω;XTr
κ,p) the operator λN +A(w0) has a bounded H∞-calculus

on H−1−ε,q(T) with angle < π/2 and the estimates of the H∞-calculus are uniform in ω ∈ Ω. To
see this, recall that by (5.85), w0 ∈ L∞(Ω;Cη(T)). Let s′ > s such that 1− 2s′ + 2δ − 2 1+κ

p > 1
q

and η > s′ − δ. Combining the proof of [177, Theorem 6.4.3] and the multiplication property
in [195, Chapter 14, eq. (4.14)] one can check that there exists λN > 0 such that λN + A(w0)
is R-sectorial on H−1−ρ+δ,q(T) with ρ ∈ {0, s′} (see e.g. [177, Definition 4.4.1] or [108, Defintion
10.3.1]) with angle < π/2. As we have seen in the proof of Theorem 5.2.14, up to enlarging
λN > 0, λN + A(w0) has a bounded H∞-calculus on H−1,q(T). The claim follows by using the
argument in [139, Theorem 5], choosing A = λN + A(w0), B = 1 − ∂2

x and replacing L2, Lp0 by
H−1,q(T), H−1−s′+δ,q(T) respectively.

114



Part II

Blow-up criteria and regularization

115



Chapter 6

Blow-up criteria for stochastic
evolution equations

Let (Ω,F = (Ft)t≥0,A ,P) and P be a filtered probability space and the progressive sigma algebra,
respectively. Moreover, we denote by H and WH a separable Hilbert space and a cylindrical
Brownian motion in H, respectively.

In this chapter we pursue the analysis of quasilinear stochastic evolution equations initiated in
Chapter 4. Here we provide sufficient conditions for σ = T a.s. where σ is the ‘explosion time’ of
the Lpκ-maximal local solution (u, σ) to{

du+A(t, u)udt = F (t, u)dt+ (B(t, u) +G(t, u))dWH , t ∈ R+,

u(0) = u0.
(6.1)

Such conditions will be called blow-up criteria and will be of basic importance for the following
chapters. In Subsection 6.3.2 we collect our blow-up criteria, and distinguish between the quasi-
linear and semilinear case. Additionally, we provide a decision tree for applying these criteria in
both cases. In the case of semilinear equation, under an additional assumption on the nonlineari-
ties, we prove a Serrin-type blow up criteria, which in applications to the stochastic Navier-Stokes
equations, implies a stochastic version of the well-known Serrin criteria (see e.g. Theorem 1.4.3).

One of the main results of this chapter is the following blow-up criterium

P
(
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p

)
= 0, provided XTr

κ,p is not critical for (6.1). (6.2)

If κ = 0, then the condition ‘XTr
κ,p is not critical for (6.1)’ in (6.2) can be removed. As a by-product

of the latter case, we show that σ is a predictable stopping time (see Corollary 6.3.9). Due to (6.2),
to obtain σ = T a.s. it is enough to prove [limt↑σ u(t) exists in XTr

κ,p a.s.] In applications to SPDEs,
this typically requires the proof of a-priori estimates. A futher use of blow-up criteria will be given
in the next chapter where we provide a new bootstrapping machinary for proving regularization of
solutions to SPDEs which is even new in the deterministic setting.

This chapter is the most technical of the thesis. The proof of the blow-up criteria requires
several reductions and splitting arguments. Moreover, our strategy also requires some new results
on stochastic maximal Lp-regularity and the study of the class SMR•p,κ(σ, T ) where σ is a stopping
time. All the proofs rely on a contradiction argument which in the case of (6.2) with κ = 0 reads as
follows. Let O = {σ < T, limt↑σ u(t) exists in XTr

p }. If P(O) > 0, then we prove that the maximal
Lp0-local solution (u, σ) can be extended to a Lp0-local solution (ũ, σ̃) such that P(σ̃ > σ) > 0. The
latter contradicts the maximality of (u, σ) and therefore P(O) = 0. The remaining criteria will be
demonstrated in a concatenated manner in the sense that each will be deduced by contradiction
from the previous one.

We attempt to make this chapter as self-contained as possible w.r.t. Chapter 4 provided the
local existence theory for (6.1) is taken for granted. This chapter is organised as follows. In Section
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6.1 we present some preliminary results which will be useful in the main proofs. In Section 6.2 we
revise the theory of stochastic maximal Lp-regularity introducing the class SMR•p,κ(σ, T ) where
σ is a stopping time. Here we prove a general ‘method of continuity’ for such class and we prove
an useful perturbation result. Sections 6.3 and 6.4 are devoted to the statement and the proof of
the main blow-up criteria, respectively.

The content of this chapter are taken from Sections 3-5 of my work [4].

6.1 Preliminaries
Here we collect some notation and some known results. Here we also state some of the results
preven in the previous chapters in order to make Part II as independent as possible of Part I.

6.1.1 Weighted function spaces
Let p ∈ (1,∞), κ ∈ (−1, p− 1) and for a ≥ 0, we denote by waκ the shifted power weight

waκ(t) := |t− a|κ, t ∈ R, wκ := w0
κ. (6.3)

For I = (a, b) where 0 ≤ a < b ≤ ∞ and θ ∈ (0, 1), define the following spaces:

• Lp(I, waκ;X) is the set of all strongly measurable functions f : I → X such that

‖f‖Lp(I,waκ;X) :=
(∫ b

a

‖f(t)‖pXw
a
κ(t)dt

)1/p

<∞.

• W 1,p(I, waκ;X) is the subspace of Lp(I, waκ;X) such that the weak derivative satisfies f ′ ∈
Lp(I, waκ;X). This space is endowed with the norm:

‖f‖W 1,p(I,waκ;X) := ‖f‖Lp(I,waκ;X) + ‖f ′‖Lp(I,waκ;X).

• 0W
1,p(I, waκ;X) = {f ∈W 1,p(I, waκ;X) : f(a) = 0}.

• Hθ,p(I, waκ;X) = [Lp(I, waκ;X),W 1,p(I, waκ;X)]θ (complex interpolation).

• 0H
θ,p(I, waκ;X) = [Lp(I, waκ;X1), 0W

1,p(I, waκ;X)]θ.

• For intervals J ⊆ I and A ∈ {Lp, Hθ,p,W 1,p}, we denote by Aloc(J,waκ;X) the set of all
strongly measurable maps f : J → X such that f ∈ A(J ′, waκ;X) for all bounded intervals
J ′ with J ′ ⊆ J .

If κ = 0, the weight will be omitted from the notation. For the definition of Hθ,p and 0H
θ,p we

used complex interpolation. For details on interpolation theory we refer to [20, 197] and [107,
Appendix C].

In the case θ < 1+κ
p , the main result of [145, Section 6.2] (see Theorem 4.1.1 and the text below

it for the case of bounded intervals) states that for all 0 ≤ a < b ≤ ∞,

0H
θ,p(a, b, waκ;X1−θ) = Hθ,p(a, b, waκ;X1−θ) (6.4)

with equivalent norms. This already played an important role in Chapter 4. In the current chapter
it will play a key role in Subsection 6.4.4.

The following will be used many times in the manuscript. For each f ∈ Lp(a, b, waκ;X) and
ã ∈ (a, b] and c ∈ [a, b), f is integrable on (a, b) since κ ∈ (−1, p − 1). Moreover, in the case that
κ ≥ 0,

‖f‖Lp(c,b;X) ≤ |c− a|−κ‖f‖Lp(a,b,waκ;X).

Let us collect some useful results in the following proposition.

117



6.1. Preliminaries

Proposition 6.1.1. Let X be a Banach space and p ∈ (1,∞). Let 0 ≤ a ≤ c < d ≤ b < ∞,
κ ∈ (−1, p− 1), θ ∈ (0, 1) and A ∈ {0H,H}. The following assertions hold.

(1) If κ ≥ 0, then for each f ∈ Aθ,p(a, b, waκ;X), the following estimates hold:

‖f‖Aθ,p(c,d,waκ;X) ≤ ‖f‖Aθ,p(a,b,waκ;X),

‖f‖Aθ,p(c,b;X) ≤ (c− a)−κ/p‖f‖Aθ,p(c,b,waκ;X),

‖f‖Hθ,p(c,b;X) ≤ (c− a)−κ/p‖f‖Aθ,p(a,b,waκ;X).

In particular Hθ,p(a, b, waκ;X) ↪→ Hθ,p
loc (a, b;X).

(2) Let a > 0. Let 0Ea be the zero-extension operator from 0W
1,p(a, b, waκ;X) to 0W

1,p(0, b, waκ;X).
Then 0Ea induces a contractive mapping

0Ea : 0H
θ,p(a, b, waκ;X)→ 0H

θ,p(0, b, waκ;X).

(3) Let 1 < p ≤ q < ∞ and η ∈ (−1, q − 1). Assume that 1+κ
p > 1+η

q . Then Aθ,q(a, b, waη ;X) ↪→
Aθ,p(a, b, waκ;X), and for all f ∈ Aθ,p(a, b, waη ;X),

‖f‖Aθ,p(a,b,waκ;X) . |b− a|(
κ+1
p −

η+1
q )‖f‖Aθ,q(a,b,waη ;X),

where the implicit constant depends only on p, q, η, κ.

(4) Let 1 < p0 ≤ p1 <∞, θ0, θ1 ∈ (0, 1) and κi ∈ (−1, pi − 1) for i ∈ {0, 1}. Assume κ1

p1
≤ κ0

p0
and

θ0 − 1+κ0

p0
≥ θ1 − 1+κ1

p1
. Then for all f ∈ Aθ0,p0(a, b, waκ0

;X),

‖f‖Aθ1,p1 (a,b,waκ1
;X) . ‖f‖Aθ0,p0 (a,b,waκ0

;X).

Proof. (1): This follow as in Proposition 2.2.2.
(2): One can check that 0Ea : 0H

j,p(a, b, waκ;X) → 0H
j,p(0, b, waκ;X) is contractive for j ∈

{0, 1}. Therefore, the claim follows by interpolation.
(3): We may assume a = 0 and T := b <∞. Then for f ∈ Lq(IT , wη;X),

‖f‖pLp(IT ,wκ;X) =

∫ T

0

(
t
η
q ‖f(t)‖X

)p
tκ−η

p
q dt

≤
(∫ T

0

t
κq−ηp
q−p dt

) q−p
q
(∫ T

0

tη‖f(t)‖qXdt
) p
q

= Cp,q,κ,ηT
p( 1+κ

p −
1+η
q )‖f‖pLq(IT ,wη;X);

(6.5)

where we used Hölder’s inequality. Clearly, the same estimate holds for the first order Sobolev
space. The general case follows by interpolation.

(4): See Proposition 4.1.2.

Remark 6.1.2. In the above (3) is false in the limiting case (1 + κ)/p = (1 + η)/q if p > q. This
can be seen by taking f(t) = t−α for an appropriate α.

We state a simple consequence of the above result.

Corollary 6.1.3. Let X be a Banach space and 1 ≤ q ≤ p < ∞. Let 0 ≤ a < b < ∞. Let ε > 0
and suppose that κ ∈ (−1, p− 1), η ∈ (−1, q− 1) and 1+κ

p < ε+ 1+η
q . Then for each A ∈ {0H,H},

Aθ,p(a, b, waκ;X) ↪→ Aθ−ε,q(a, b, waη ;X), θ ∈ [ε, 1].

The case 1+κ
p = ε+ 1+η

q is allowed provided p = q.
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Proof. It suffices to consider a = 0 and b = T . Let A ∈ {0H,H} and let θ ∈ [ε, 1] be fixed. We
distinguish two cases.

Case (i): ε < 1+κ
p . Let κ̃ := κ − εp. Note that κ̃ ≤ κ < p − 1 and κ̃ > −1 since ε < 1+κ

p .
Therefore, Proposition 6.1.1(4) and (3) (using 1+κ̃

p = 1+κ
p − ε <

1+η
q ) give

Aθ,p(IT , wκ;X) ↪→ Aθ−ε,p(IT , wκ̃;X) ↪→ Aθ−ε,q(IT , wη;X). (6.6)

Case (ii): ε ≥ 1+κ
p . Take ε̃ ∈ (0, 1+κ

p ) such that 1+κ
p < 1+η

q + ε̃. By the previous case, we have

Aθ,p(IT , wκ;X) ↪→ Aθ−ε̃,q(IT , wη;X) ↪→ Aθ−ε,q(IT , wη;X)

where the last inclusion follows by Proposition 6.1.1(4) and ε > ε̃.
To prove the last claim, note that ε < 1+κ

p due to the assumption. Now the claim follows as in
Case (i) if we omit the last embedding of (6.6).

Next we recall some useful interpolation estimates.

Lemma 6.1.4 (Mixed derivative inequality). Let (X0, X1) be an interpolation couple of UMD
spaces. Let pi ∈ (1,∞), κi ∈ (−1, p− 1) and si ∈ [0, 1] for i ∈ {0, 1}. For θ ∈ (0, 1) set s := s0(1−
θ)+s1θ. Then there exists a constant C > 0 such that for all f ∈ A0(IT , wκ0

;X0)∩A1(IT , wκ1
;X1)

‖f‖A(IT ,wκ;[X0,X1]θ) ≤ C‖f‖1−θA0(IT ,wκ0 ;X0)‖f‖
θ
A1(IT ,wκ1 ;X1),

in each of the following cases:

(1) A = Hs,p, Ai = Hsi,pi and si ∈ (0, 1) for i ∈ {0, 1}

(2) A = 0H
s,p, Ai = 0H

si,pi and si ∈ (0, 1) for i ∈ {0, 1}, provided s 6= 1+κ
p .

(3) A = Hs,p, A0 = Lp, A1 = W 1,p, s0 = 0, s1 = 1,

where in case (2) the constant C can be chosen independently of T .

Proof. (1): See Proposition 4.1.3. The other cases follow by the same argument if one uses the
extension operator of Proposition 2.2.4.

6.1.2 An approximation result for sequence of stopping times
We will need the following approximation result for a sequence of stopping times.

Lemma 6.1.5. Let (σn)n≥1 and σ be stopping times such that 0 ≤ σn < σ ≤ T for all n ≥ 1 and
limn→∞ σn = σ a.s. Then for each ε > 0, there exists a sequence of stopping times (σ̃n)n≥1 such
that the following assertion holds for each n ≥ 1:

(1) σ̃n takes values in a finite subset of [0, T ];

(2) σ̃n−1 ≤ σ̃n and σ′n ≥ σn a.s.;

(3) P(σ̃n ≥ σ) ≤ ε.

Proof. Let ε > 0. We approximate each σn from above in a suitable way. Since for each n ≥ 1, one
has 0 = P(σn ≥ σ) = limj→∞ P(σn + 1/j > σ) it follows that there exists a jn ≥ 1 (also depending
on ε) such that

P(σn + 1/jn > σ) ≤ 2−nε. (6.7)

Let 0 = tn0 < tn1 < . . . < tnNn = T be such that |tni − tni+1| < 1/jn for each i = 0, . . . , Nn − 1. Set
Uni := {tni ≤ σn < tni+1} ∈ Ftni+1

for i = 0, . . . , Nn − 1. Let τn be the stopping time defined by

τn :=

Nn−1∑
i=0

tni+11Uni .
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6.2. Stochastic maximal Lp-regularity

Thus, σn ≤ τn < σn + 1/jn a.s. and by (6.7), P(τn ≥ σ) ≤ P(σn + 1/jn > σ) < 2−nε. Now for
each n ≥ 1, set σ̃n := τn ∨ τn−1 ∨ · · · ∨ τ1. Then each σ̃n takes values in a finite set. Moreover,
σ̃n ≥ σ̃n−1 and σ̃n ≥ τn ≥ σn for all n ≥ 1 a.s. Finally,

P(σ̃n ≥ σ) ≤
n∑
i=1

P(τi ≥ σ) ≤
∞∑
i=1

2−iε = ε.

Next, we introduce some stopped versions of the spaces we introduced in Section 6.1.1. As
these definitions sometimes lead to measurability problems, we need to be careful here. This issue
already appears in Chapter 4 (see Lemma 4.1.7 and Definition 4.1.8) for processes with random
endpoint. The latter definitions can be extended easily to the case of random initial time σ provided
it takes values in a finite set. In particular, a natural norm can be defined for the space

Lp(Ω;Aθ,p(σ, τ, wτκ;X)) for A ∈ {0H,H}, and Lp(Ω;C([σ, τ ];X))

where X is a Banach space. Additionally, we will need some spaces of processes starting at a more
general random time and this is defined below. If the starting random time takes values in a finite
set, the definitions coincide.

We say that f ∈ Lp(Ω; 0H
θ,p(σ, T ;X)) if f : [σ, T ] × Ω → X is strongly measurable, f ∈

0H
θ,p(σ, T ;X) a.s. and 0Eσf ∈ Lp(Ω; 0H

θ,p(IT ;X)), where 0Eσ is the 0-extension operator in
Proposition 6.1.1(2). Moreover, we set ‖f‖Lp(Ω;0H

θ,p(σ,T ;X)) := ‖ 0Eσf‖Lp(Ω;0H
θ,p(IT ;X)).

Let (Yt)t∈IT be a family of function spaces such that for any f : IT → Y and any t ∈ IT ,
f |(t,T ) ∈ Yt and t 7→ ‖f |(t,T )‖Yt is continuous, we say f ∈ Lp(Ω;Yσ) if there exists a strongly
measurable map f̃ : J0, T K → X such that f̃ |Lσ,T M = f and ‖f‖Lp(Ω;Yσ) := (E‖f̃ |(σ,T )‖pYσ )1/p. The
main spaces we need this for are Yt = C(IT−t;X) and Yt = Lr(IT−t;X). In the above, we add the
subscript P if in addition the process f is strongly progressively measurable. One can check that
the spaces Lp(Ω;Yσ) with (Yt)t∈IT as above, are Banach spaces.

6.2 Stochastic maximal Lp-regularity
In this section we revise the theory of stochastic maximal Lp-regularity of Section 3.1. We refer to
Subsection 4.2.2 for examples.

Assumption 4.2.1 will be in force throughout Sections 6.2-7.1 where the abstract theory is
studied.

6.2.1 Definitions and foundational results
In this section we recall and extends some definition given in Subsection 3.1. Let us begin with
the following assumption which will be in force throughout Section 6.2.

Assumption 6.2.1. Let T ∈ (0,∞] and σ : Ω→ [0, T ] be a stopping time. The maps A : Jσ, T K→
L (X1, X0), B : Jσ, T K → L (X1, γ(H,X1/2)) are strongly progressively measurable. Moreover,
there exists a constant CA,B > 0 such that for a.a. ω ∈ Ω and for all t ∈ (σ(ω), T ),

‖A(t, ω)‖L (X1,X0) + ‖B(t, ω)‖L (X1,γ(H,X1/2)) ≤ CA,B .

Stochastic maximal Lp-regularity is concerned with the optimal regularity estimate for the
linear abstract stochastic Cauchy problem:{

du(t) +A(t)u(t)dt = f(t)dt+ (B(t)u(t) + g(t))dWH(t), t ∈ Jσ, T K,
u(σ) = uσ.

(6.8)
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Chapter 6. Blow-up criteria for stochastic evolution equations

A new feature is that we consider the initial condition at a random time σ since this will be needed
in some of the proofs below.

The definition of strong solution to (6.8) is as follows: Let Assumptions 4.2.1 and 6.2.1 be
satisfied. Let τ be a stopping time such that σ ≤ τ ≤ T a.s. Let

uσ ∈ L0
Fσ

(Ω;X0), f ∈ L0
P(Ω;L1(σ, τ ;X0)), g ∈ L0

P(Ω;L2(σ, τ ; γ(H,X0))).

A strongly progressive measurable map u : Jσ, τK→ X1 is called a strong solution to (6.8) on Jσ, τK
if u ∈ L2(σ, τ ;X1) a.s. and a.s. for all t ∈ [σ, τ ],

u(t)− uσ +

∫ t

σ

A(s)u(s)ds =

∫ t

σ

f(s)ds+

∫ t

0

1Jσ,τK(B(s)u(s) + g(s))dWH(s).

If σ, τ are constants, then we simply write u is a strong solution to (6.8) on [σ, τ ] instead of Jσ, τK.
As in Section 3.1, we follow [174] to define stochastic maximal Lp-regularity. Recall that the norms
at random times used below defined in Subsection 6.1.2.

Definition 6.2.2 (Stochastic maximal Lp-regularity). Let Assumptions 4.2.1 and 6.2.1 be satisfied.
We write (A,B) ∈ SMRp,κ(σ, T ) if for every

f ∈ LpP(Lσ, T M, wσκ ;X0), g ∈ LpP(Lσ, T M, wσκ ; γ(H,X1/2)) (6.9)

there exists a strong solution u to (6.8) with uσ = 0 such that u ∈ LpP(Lσ, T M, wσκ ;X1), and moreover
for all stopping time τ , such that σ ≤ τ ≤ T a.s., and each strong solution u ∈ LpP(Lσ, T M, wσκ ;X1)
the following estimate holds

‖u‖Lp(Lσ,τM,wσκ ;X1) ≤ C(‖f‖Lp(Lσ,τM,wσκ ;X0) + ‖g‖Lp(Lσ,τM,wσκ ;γ(H,X1/2))).

where C > 0 is independent of (f, g, τ). We set SMRp(σ, T ) := SMRp,0(σ, T ). Moreover, we
write A ∈ SMRp,κ(σ, T ) if (A, 0) ∈ SMRp,κ(σ, T ).

If (A,B) ∈ SMRp,κ(σ, T ), then by the stated estimate a strong solution to (6.8) in Lp((σ, T )×
Ω, wσκ ;X1) is unique.

Definition 6.2.3. Let Assumptions 4.2.1 and 6.2.1 be satisfied.

(1) Let p ∈ (2,∞). In case κ > 0, suppose that σ takes values in a finite set. We write (A,B) ∈
SMR•p,κ(σ, T ) if (A,B) ∈ SMRp,κ(σ, T ) and for each f, g as in (6.9) the strong solution u to
(6.8) with uσ = 0 satisfies

‖u‖Lp(Ω;0H
θ,p(σ,T,wσκ ;X1−θ)) ≤ Cθ(‖f‖Lp(Lσ,T M,wσκ ;X0) + ‖g‖Lp(Lσ,T M,wσκ ;γ(H,X1/2))),

for each θ ∈ [0, 1
2 ) \ { 1+κ

p }, where Cθ is independent of f, g, τ .

(2) Let p = 2 and κ = 0. We write (A,B) ∈ SMR•2,0(σ, T ) if (A,B) ∈ SMR2,0(σ, T ) and for
each f, g as in (6.9) the strong solution u to (6.8) with uσ = 0 satisfies

‖u‖L2(Ω;C([σ,T ];X1/2)) ≤ C(‖f‖L2(Lσ,T M;X0) + ‖g‖L2(Lσ,T M;γ(H,X1/2))),

where C is independent of f, g, τ .

Furthermore, we say that A ∈ SMR•p,κ(σ, T ) if (A, 0) ∈ SMR•p,κ(σ, T ) and we set

SMR•p(σ, T ) := SMR•p,0(σ, T ).

In the above setting we consider the mapping

u = Rσ,(A,B)(0, f, g). (6.10)
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6.2. Stochastic maximal Lp-regularity

In (6.17) below the mapping will be extended to nonzero initial data. For p > 2 and κ ∈ [0, p2 − 1)
(where σ takes values in a finite set in the case κ > 0), and θ ∈ [0, 1

2 ) \ { 1+κ
p }, Rσ,(A,B)(0, ·, ·)

defines a mapping

LpP(Lσ, T M, wσκ ;X0)× LpP(Lσ, T M, wσκ ; γ(H,X1/2))→ Lp(Ω; 0H
θ,p(σ, T ;X1−θ)).

Moreover, we define the constants

Cdet,θ,p,κ
(A,B) (σ, T ) = ‖Rσ,(A,B)(0, ·, 0)‖LpP(Lσ,T M,wσκ ;X0))→Lp(Ω;0H

θ,p(σ,T,wσκ ;X1−θ)),

Csto,θ,p,κ
(A,B) (σ, T ) = ‖Rσ,(A,B)(0, 0, ·)‖LpP(Lσ,T M,wσκ ;γ(H,X1/2))→Lp(Ω;0H

θ,p(σ,T,wσκ ;X1−θ)),

where in the case p = 2, κ = 0, θ ∈ (0, 1
2 ), we replace the range space by L2(Ω;C([σ, T ];X1/2))

(which is constant in θ ∈ (0, 1
2 )). Moreover, we set

Kdet,θ,p,κ
(A,B) (σ, T ) = Cdet,θ,p,κ

(A,B) (σ, T ) + Cdet,0,p,κ
(A,B) (σ, T ),

Ksto,θ,p,κ
(A,B) (σ, T ) = Csto,θ,p,κ

(A,B) + Csto,0,p,κ
(A,B) (σ, T ).

(6.11)

Remark 6.2.4.

(1) Definition 6.2.3 (1) reduces to the one in Section 3.1 in case σ = 0. The case θ = 1+κ
p is not

considered, since the concrete description of the interpolation space is more complicated and
not considered in [145, Theorem 6.5]. In case σ = 0, this case was included in Section 3.1 as
it can be obtained by complex interpolation. This becomes unclear for random times σ.

(2) The stopping time σ in Definition 6.2.3(1) is assumed to take only takes finitely many values
and this is sufficient for our purposes. We avoid the general case due to nontrivial measurability
problems.

The following basic result can be proved in a similar way as in Proposition 4.2.8. It allows us to
focus on proving (A,B) ∈ SMRp,κ(σ, T ) and obtain the stronger result (A,B) ∈ SMR•p,κ(σ, T )
almost for free.

Proposition 6.2.5 (Transference of stochastic maximal regularity). Let Assumptions 4.2.1 and
6.2.1 be satisfied. Let σ : Ω→ [0, T ] be a stopping time which takes values in a finite set if κ > 0.
If (A,B) ∈ SMRp,κ(σ, T ) and SMR•p,κ(σ, T ) is nonempty, then (A,B) ∈ SMR•p,κ(σ, T ).

In order to check that SMR•p,κ(σ, T ) is nonempty we can often use Theorem 4.2.7.

6.2.2 Random initial times
In this section we study the role of random initial times. We will start by considering linear
problem (6.8) for non-trivial initial data at a random initial time. A similar result was proved
in Proposition 4.2.10 for fixed times, but without taking care of the dependence on the length of
the time interval, which turns out to be important here. Therefore, we have to provide a detailed
proof. The construction in the proof below will be used later on.

Proposition 6.2.6 (Nonzero initial data). Suppose that Assumptions 4.2.1 and 6.2.1 be satisfied.
Let (A,B) ∈ SMRp,κ(σ, T ). Then for any uσ ∈ LpFσ

(Ω;XTr
κ,p), f ∈ L

p
P(Lσ, T M, wσκ ;X0), and g ∈

LpP(Lσ, T M, wσκ ; γ(H,X1/2)). Then there exists a unique strong solution u ∈ LpP((σ, T )×Ω, wsκ;X1)
to (6.8) on Jσ, T K, and

‖u‖Lp((σ,T )×Ω,wσκ ;X1) ≤ C‖uσ‖Lp(Ω;XTr
κ,p)

+ C‖f‖Lp(Lσ,T M,wσκ ;X0) + C‖g‖Lp(Lσ,T M,wσκ ;γ(H,X1/2))

(6.12)

where C only dependents on Ã, p,Kj,θ,p,κ
(A,B) (σ, T ).

If additionally (A,B) ∈ SMR•p,κ(σ, T ) and σ takes finitely many values if κ > 0, then the
left-hand side of (6.12) can be replaced by
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(1) ‖u‖Lp(Ω;C([σ,T ];XTr
κ,p));

(2) ‖u‖Lp(Ω;C([σ+δ,T ];XTr
κ,p)) if δ > 0;

(3) ‖u‖Lp(Ω;Hθ,p(σ,T,wσκ ;X1−θ)) if θ ∈ [0, 1
2 ) \ 1+κ

p and p ∈ (2,∞);

(4) ‖u‖Lp(Ω;0H
θ,p(σ,T,wσκ ;X1−θ)) if θ ∈ (0, 1+κ

p ) and p ∈ (2,∞);

where C also depends on δ (resp. θ) in (2) (resp. (3) and (4)).

The norms on random intervals in the above result are defined as at the end of Subsection
6.1.2. Part (4) is an estimate in terms of the 0H-norms, and will only play a role in the proof of
Theorem 6.3.7(4). Note that due to (6.4), no trace restrictions is needed in (4).

Proof. For the reader’s convenience, we split the proof into several steps. We only consider the
case p > 2, since the case p = 2 is simpler.

Below we will use the so-called trace method of interpolation. By [20, Theorem 3.12.2] or
[197, Theorem 1.8.2, p. 44], XTr

κ,p is the set of all x ∈ X0 + X1 such that x = h(0) for some
h ∈W 1,p(R+, wκ;X0) ∩ Lp(R+, wκ;X1) and

C−1
p,κ‖x‖XTr

κ,p
≤ inf ‖h‖W 1,p(R+,wκ;X0)∩Lp(R+,wκ;X1) ≤ Cp,κ‖x‖XTr

κ,p
, (6.13)

where the infimum is taken over all h as above and where C only depends on p and κ.
Step 1: the case (A,B) ∈ SMRp,κ(σ, T ). Uniqueness is clear from (A,B) ∈ SMRp,κ(σ, T ).

By completeness and density (cf. Proposition 4.2.10), it is enough to prove the claim for uσ =∑N
j=1 1Ujxj where N ≥ 1, x1, . . . , xN ∈ XTr

κ,p, and (Ui)Ni=1 in Fσ is a partition of Ω. By (6.13)
there exist hj ∈W 1,p(R+, wκ;X0) ∩ Lp(R+, wκ;X1) such that hj(0) = xj and

‖hj‖W 1,p(R+,wκ;X0)∩Lp(R+,wκ;X1) ≤ 2Cp,κ‖xj‖XTr
κ,p
, j ∈ {1, . . . , N}.

Then v1 :=
∑N
j=1 1Ujhj(· − σ) on Jσ,∞M is strongly progressively measurable. It follows that u is

a strong solution to (6.8) if and only if v2 := u− v1 is a strong solution to{
dv2 +Av2dt = [f − v̇1 −Av1]dt+ (Bv2 +Bv1 + g)dWH ,

v2(σ) = 0.
(6.14)

Let Aθ,p = Hθ,p, or A = 0H
θ,p if θ ∈ (0, (1 + κ)/p). Note that on Uj ,

‖v1‖Aθ,p(σ,T,wσκ ;X1−θ)

(i)

≤ ‖t 7→ hj(t− σ)‖Aθ,p(σ,∞,wσκ ;X1−θ)

(ii)

≤ ‖hj‖Aθ,p(R+,wκ;X1−θ)

(iii)

≤ Cθ‖hj‖Hθ,p(R+,wκ;X1−θ)

(iv)

≤ Cθ‖hj‖Lp(R+,wκ;X1) + Cθ‖hj‖W 1,p(R+,wκ;X0)

(v)

≤ 2CθCp,κ‖uσ‖XTr
κ,p
,

where in (i) we used Proposition 6.1.1(1), and in (ii) a translation argument. In (iii) we used
(6.4) if Aθ,p = 0H

θ,p. Finally, in (v) we used the choice of hj . Note that (iii) can be avoided if
Aθ,p = Hθ,p.

In the following we set C ′θ := 2CθCp,κ. If θ ∈ {0, 1}, then taking Lp(Ω)-norms we obtain

‖v1‖Lp(Ω;Hθ,p(σ,T,wσκ ;X1−θ)) ≤ C ′θ‖uσ‖LpFσ (Ω;XTr
κ,p), (6.15)
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Since v2 satisfies (6.14) and (A,B) ∈ SMRp,κ(σ, T ), setting Cθ1 = Cdet,θ,p,κ
(A,B) (σ, T ) and Cθ2 =

Csto,θ,p,κ
(A,B) (σ, T ) it follows that

‖v2‖Lp(Lσ,T M,wσκ ;X1)

≤ C0
1‖f + v̇1 −Av1‖Lp(Lσ,T M,wσκ ;X0) + C0

2‖Bv1 + g‖Lp(Lσ,T M,wσκ ;γ(H,X1/2))

≤ C̃0C
0
1‖uσ‖Lp(Ω;XTr

κ,p) + C0
1‖f‖Lp(Lσ,T M,wσκ ;X0) + C0

2‖g‖Lp(Lσ,T M,wσκ ;γ(H,X1/2)),

where in the last step we used (6.15). Combining the estimates for v1 and v2, we obtain (1).
Next suppose (A,B) ∈ SMR•p,κ(T ). In the same way as in Step 1, by (6.15) for each θ ∈

[0, 1
2 ) \ { 1+κ

p },

‖v2‖Lp(Ω;0H
θ,p(σ,T,wσκ ;X1−θ)) ≤ C̃0C

0
1‖uσ‖Lp(Ω;XTr

κ,p) + Cθ1‖f‖Lp(Lσ,T M,wσκ ;X0)

+ Cθ2‖g‖Lp(Lσ,T M,wσκ ;γ(H,X1/2)).
(6.16)

Combining the estimates, we obtain (3) and (4), where for (3) one additionally needs to use that
0H

θ,p ↪→ Hθ,p, contractively.
The maximal estimate in (1) follows by considering v1 and v2 separately again. Indeed, by

Proposition 4.1.5(1) applied to each hj we obtain

‖v1‖C([σ,T ];XTr
κ,p) ≤ C‖uσ‖XTr

κ,p
, a.s.

The estimate for v2 follows by combining (6.16) for θ = 0 and θ ∈ ((1+κ)/p, 1/2) with Proposition
4.1.5. To prove (2), one can argue similarly using Proposition 4.1.5(2) instead of Proposition
4.1.5(1).

By the above we can extend the solution operator, defined for uσ = 0 in (6.10), to nonzero
initial values by setting

Rσ,(A,B)(uσ, f, g) := u, (6.17)

where u is the unique strong solution to (6.8) on Jσ, T K. This defines a mapping from

LpFσ
(Ω;XTr

κ,p)× L
p
P(Lσ, T M, wσκ ;X0)× LpP(Lσ, T M, wσκ ; γ(H,X1/2)) (6.18)

into Lp(Lσ, T M, wσκ ;X0).
The following result can be obtained as in Proposition 4.2.12.

Proposition 6.2.7 (Localization and causality). Let Assumptions 4.2.1 and 6.2.1 be satisfied.
Let (A,B) ∈ SMRp,κ(σ, T ). Let σ, τ be stopping times such that σ ≤ τ ≤ T a.s. Assume that
(uσ, f, g) belongs to the space in (6.18) and u := Rσ,(A,B)(uσ, f, g). Then the following holds:

(1) If σ is a stopping time with values in IT , then for any F ∈ Fσ one has

1Fu = 1FRσ,(A,B)(1Fuσ,1F f,1F g), a.s. on Js, T K.

(2) For any strong solution v ∈ Lp(Lσ, τM, wσκ ;X1) to (6.8), one has

v = u|Jσ,τK = Rσ,(A,B)(uσ,1Lσ,τMf,1Lσ,τMg), a.s. on Jσ, τK,

where we can replace Lσ, τM by its half open versions or closed version as well.

Note that the last assertion follows from the fact that the symmetric difference of the different
sorts of intervals has zero Lebesgue measure.

Next we show that one can combine operators (Aj , Bj) at discrete random times to obtain an
operator in SMR•p,κ(σ, T ).
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Proposition 6.2.8 (Sufficient conditions for SMR at random initial times). Let Assumption 4.2.1
be satisfied. Suppose that σ =

∑N
j=1 1Ujsj, for N ∈ N, where (sj)

N
j=1 is in (0, T ), and (Uj)

N
j=1

is a partition of Ω with Uj ∈ Fsj for j ∈ {1, . . . , N}. Given (Aj , Bj) ∈ SMR•p,κ(sj , T ) for
j ∈ {1, . . . , N} satisfying Assumption 6.2.1, set

A :=

N∑
j=1

1Uj×[sj ,T ]Aj , and B :=

N∑
j=1

1Uj×[sj ,T ]Bj

Then (A,B) ∈ SMR•p,κ(σ, T ) and for each i ∈ {det, sto} and θ ∈ [0, 1
2 ) \ { 1+κ

p }

Kθ,i,p,κ
(A,B) (σ, T ) ≤ max

j∈{1,...,N}
Kθ,i,p,κ

(Aj ,Bj)
(σ, T ).

Proof. We only consider p > 2. Let Rj := Rsj ,(Aj ,Bj) be the solution operator associated to
(Aj , Bj). Using Proposition 6.2.7, one can check that the unique solution to (6.8) with f, g as in
(6.9) and uσ = 0 is given by

u :=

N∑
j=1

1UjRj(0, f, g) =

N∑
j=1

1UjRj(0,1Ujf,1Ujg), (6.19)

Therefore, if f = 0, setting K = maxj∈{1,...,N}K
θ,i,p,κ
(Aj ,Bj)

(sj , T ) we obtain

‖u‖p
LpP(Ω;0H

θ,p(σ,T,wσκ ;X1−θ))
=

N∑
j=1

E[1Uj‖Rj(0, 0,1Ujg)‖p
0H

θ,p(sj ,T,w
sj
κ ;X1−θ)

]

≤ Kp
( N∑
j=1

E[1Uj‖g‖
p

Lp(sj ,T,w
sj
κ ;γ(H,X1/2))

]
)

= Kp‖g‖pLp(Lσ,T M,wσκ ;γ(H,X1/2)).

This proves the required estimate for Kθ,sto,p,κ
(A,B) . The other case is similar.

We end this subsection with a result which shows that weighted maximal regularity implies
unweighted maximal regularity for a shifted problem. Although in applications it is usually obvious
that the latter holds, from a theoretical perspective it has some interest that weighted maximal
regularity can be sufficient. It can be used to check Assumption 6.3.2 for blow-up criteria.

Proposition 6.2.9. Let Assumptions 4.2.1 and 6.2.1 be satisfied. Let τ be a stopping time such
that σ ≤ τ ≤ T a.s. Assume that one of the following conditions holds:

• κ = 0.

• κ > 0, σ takes values in a finite set, where we suppose s := inf{τ(ω) − σ(ω) : ω ∈ Ω} > 0
and r := sup{T − σ(ω) : ω ∈ Ω}.

If (A,B) ∈ SMR•p,κ(σ, T ), then (A,B) ∈ SMR•p(τ, T ), and

Kj,θ,p,0
(A,B) (τ, T ) ≤ s−κ/prκ/pKj,θ,p,κ

(A,B) (σ, T ),

for j ∈ {det, sto} and θ ∈ [0, 1/2).

Proof. To prove the proposition, we only consider the case p > 2 as the other case is simpler. Let
u = Rσ,(A,B)(0,1Jτ,T Kf,1Jτ,T Kg). Then Proposition 6.2.7 and the assumption on (A,B) imply that
u|Jτ,T K is the unique strong solution to

du+Audt = fdt+ (Bu+ g)dWH , u(τ) = 0,
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6.2. Stochastic maximal Lp-regularity

and u = 0 on Jσ, τK.
If σ < τ , then combining two estimates in Proposition 6.1.1(1) we obtain

‖u‖
0H

θ,p(τ,T ;X1−θ) ≤ s−κ/p‖u‖0Hθ,p(τ,T,wσκ ;X1−θ) ≤ s−κ/p‖u‖0Hθ,p(σ,T,wσκ ;X1−θ).

Clearly, the latter still holds with constant one if σ = τ and κ = 0.
Therefore, by the assumption on (A,B) for each θ ∈ [0, 1

2 ) \ { 1+κ
p }, we obtain

‖u‖Lp(Ω;0H
θ,p(τ,T ;X1−θ))

≤ s−κ/p‖u‖Lp(Ω;0H
θ,p(σ,T,wσκ ;X1−θ))

≤ s−κ/p(K1‖1Jτ,T Kf‖Lp(Lσ,T M,wσκ ;X0) +K2‖1Jτ,T Kg‖LpLσ,T M,wσκ ;γ(H,X1/2)))

≤ s−κ/prκ/p(K1‖f‖Lp(Lτ,T M;X0) +K2‖g‖LpLτ,T M;γ(H,X1/2))),

where K1 = Kdet,θ,p,κ
(A,B) (σ, T ) and K2 = Ksto,θ,p,κ

(A,B) (σ, T ) using the notation of (6.11).

6.2.3 Perturbations
In this subsection we will discuss a simple perturbation result which will be needed in Theorem
6.3.6 on blow-up criteria. It is based on a version of the method of continuity, which extends the
result [174, Proposition 3.18] in several ways.

To simplify the notation for stopping times σ, τ such that s ≤ τ ≤ σ ≤ T , we set

Eθ(σ, τ) = LpP(Lσ, τM, wσκ ;Xθ) and Eγθ (σ, τ) = LpP(Lσ, τM, wσκ ; γ(H,Xθ)), θ ∈ [0, 1].

Proposition 6.2.10 (Method of continuity). Let Assumptions 4.2.1 and 6.2.1 be satisfied. Suppose
that (A,B) ∈ SMRp,κ(σ, T ), where σ is a stopping time with values in [s, T ]. Let Â : Jσ, T K →
L (X1, X0), B̂ : Jσ, T K→ L (X1, γ(H,X1/2)) be strongly progressively measurable and assume there
exists a constant Ĉ such that

‖Â(t, ω)x‖X0
+ ‖B̂(t, ω)x‖γ(H,X1/2) ≤ ĈA,B‖x‖X1

, (t, ω) ∈ Jσ, T K, x ∈ X1.

Let
Aλ = (1− λ)A+ λÂ and Bλ = (1− λ)B + λB̂, λ ∈ [0, 1].

Suppose that there exist constants Cdet, Csto > 0 such that for all λ ∈ [0, 1], for all stopping time
τ such that σ ≤ τ ≤ T , f ∈ E0(σ, T ), g ∈ Eγ1/2(σ, T ) and each u ∈ E1(σ, τ) which is a strong
solution on Jσ, τK to {

du(t) +Aλudt = fdt+ (Bλu+ g)dWH , on Jσ, T K,
u(σ) = 0,

(6.20)

the following estimate holds

‖u‖E1(σ,τ) ≤ Cdet‖f‖E0(σ,τ) + Csto‖g‖Eγ
1/2

(σ,τ). (6.21)

Then (Â, B̂) ∈ SMRp,κ(σ, T ) and Cj,0,p,κ(A,B) (σ, T ) ≤ Cj for j ∈ {det, sto}.

Of course the above result can be combined with Proposition 6.2.5 to find a similar result for
SMR•p,κ(σ, T ).

Proof. Uniqueness of the solution to (6.20) is clear from (6.21). It remains to show existence of
strong solution on Jσ, T K. Let Λ ⊆ [0, 1] denote the set of all λ such that for all f ∈ E0(σ, T ) and
g ∈ Eγ1/2(σ, T ), (6.20) has a strong solution u ∈ E1(σ, T ). Since (Â, B̂) ∈ SMRp,κ(σ, T ), one has
0 ∈ Λ and it is enough to check that 1 ∈ Λ. For this it is enough to show that there exists a ε0 > 0
such that for any λ ∈ Λ one has [λ, λ+ ε0] ∩ [0, 1] ⊆ Λ.
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Chapter 6. Blow-up criteria for stochastic evolution equations

let ε0 = 1

2C(ĈA,B+CA,B)
. Let λ ∈ Λ and ε ∈ (0, ε0] be such that λ+ ε ≤ 1. It is enough to show

λ+ ε ∈ Γ. Given v ∈ E1(σ, T ), let Lε(v) = u, where u is the unique strong solution to (6.20) with
(f, g) replaced by (f + ε(Av − Âv), g + ε(B̂v −Bv)).

Since λ ∈ Λ, Lε defines a mapping on E1(σ, T ). By definition, for v1, v2 ∈ E1(σ, T ) one has
that u1,2 := Lε(v1)− Lε(v2) satisfies (6.20) with (f, g) replaced by (ε(Av − Âv), g + ε(B̂v −Bv)),
where v = v1 − v2. Therefore, by (6.21)

‖Lε(v1)− Lε(v2)‖E1(σ,T ) = ‖u1,2‖E1(σ,T )

≤ C(‖ε(Av − Âv)‖E0(σ,T ) + ‖ε(B̂v −Bv)‖Eγ
1/2

(σ,T ))

≤ C(ĈA,B + CA,B)ε‖v1 − v2‖E1(σ,T )

≤ 1

2
‖v1 − v2‖E1(σ,T ).

By the Banach contraction principle it follows that there exists a unique u ∈ E1(σ, T ), such that
Lε(u) = u, and thus u is the unique strong solution of (6.20) with λ replaced by λ+ ε. From this
we can conclude that λ+ ε ∈ Λ.

The final estimate is immediate from (6.21) for λ = 1.

Now we are able to state and proof our perturbation result, where the main novelty is that we
can allow initial random times. The perturbation is assumed to be small in terms of the maximal
regularity constants Cdet,0,p,κ

(A,B) and Csto,0,p,κ
(A,B) introduced below (6.10), but this will be sufficient for

the proof of the blow-up criteria of Theorem 6.3.6. Other perturbation results allowing lower order
terms can be found in [174] and will be discussed in Chapter 9, see Theorem 9.1.4 there.

Corollary 6.2.11 (Perturbation). Let Assumptions 4.2.1 and 6.2.1 be satisfied. Let σ : Ω→ [0, T ]
be a stopping time which takes values in a finite set if κ > 0. Assume that (A,B) ∈ SMR•p,κ(σ, T ).
Let Â : Jσ, T K→ L (X1, X0), B̂ : Jσ, T K→ L (X1, γ(H,X1/2)) be strongly progressively measurable
such that for some positive constants CA, CB , LA, LB and for all x ∈ X1, a.s. for all t ∈ (σ, T ),

‖A(t, ω)x− Â(t, ω)x‖X0 ≤ CA‖x‖X1 , ‖B(t, ω)x− B̂(t, ω)x‖γ(H,X1/2) ≤ CB‖x‖X1 .

If δA,B := Cdet,0,p,κ
(A,B) (σ, T )CA + Csto,0,p,κ

(A,B) (σ, T )CB < 1, then (Â, B̂) ∈ SMR•p,κ(σ, T ).

Proof. By Proposition 6.2.5 it suffices to prove (Â, B̂) ∈ SMRp,κ(σ, T ), and actually the proof
shows that we only need SMRp,κ(σ, T ) for the latter. We will use the method of continuity of
Proposition 6.2.10. In the notation introduced there, let λ ∈ [0, 1], and let u ∈ E1(σ, τ) be a strong
solution to (6.20) on Jσ, τK. It suffices to prove the a priori estimate (6.21). Since u(σ) = 0,

du(t) +Audt =
[
f + λ(A− Â)u]dt+

[
Bu+ g + λ(B̂ −B)u

]
dWH on Jσ, τ ],

and (A,B) ∈ SMRp,κ(σ, T ), it follows from Proposition 6.2.7 that a.s. on Jσ, τK

u = Rσ,(A,B)(0,1Jσ,τKf + λ(A− Â)1Jσ,τKu,1Jσ,τKg + λ(B̂ −B)1Jσ,τKu).

Therefore, by the properties of Rσ,(A,B) we obtain

‖u‖E1(σ,τ) ≤ Cdet,0,p,κ
(A,B) (σ, T )‖1Jσ,τKf + λ(A− Â)1Jσ,τKu‖E0(σ,T )

+ Csto,0,p,κ
(A,B) (σ, T )‖1Jσ,τKg + λ(B̂ −B)1Jσ,τKu‖Eγ

1/2
(σ,τ)

≤ Cdet,0,p,κ
(A,B) (σ, T )‖f‖E0(σ,τ) + Csto,0,p,κ

(A,B) (σ, T )‖g‖Eγ
1/2

(σ,τ) + δA,B‖u‖E1(σ,τ).

Therefore, (6.21) follows, and this completes the proof.
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6.3. Blow-up criteria for stochastic evolution equations

6.3 Blow-up criteria for stochastic evolution equations
In this section we present blow-up criteria for parabolic stochastic evolution equations of the form:{

du+A(·, u)udt = (F (·, u) + f)dt+ (B(·, u)u+G(·, u) + g)dWH ,

u(s) = us,
(6.22)

where s ≥ 0. Moreover, in the main theorems below we will actually consider (6.22) on a finite time
interval [s, T ] where T ∈ (s,∞) is fixed. Extensions to T = ∞ are straightforward consequences.
Moreover, by using uniqueness and combining solutions and can always reduce to the finite interval
case (see Subsection 6.3.3). Before stating our main results we first review local existence results
for (6.22) proven in Chapter 4.

6.3.1 Nonlinear parabolic stochastic evolution equations in critical spaces
For the reader’s convenience, below we state a local existence for (6.22) which follows from Theorem
4.3.7 proven in Chapter 4. For the sake of simplicity, here we proven the main results under a
weaker assumption compared to the one used in Chapter 4. However, the latter covers all the
applications in Chapter 5.

We say that Hypothesis (H) holds if Hypothesis (H0) is satisfied with [0, T ] replaced by [s, T ]
and FL = GL = 0.

As in Chapter 4, we say that XTr
κ,p is a critical space for (6.22) if for some j ∈ {1, . . . ,mF +mG}

equality holds in (4.18) or (4.20). In this case the corresponding power of the weight κ := κcrit will
be called critical.

The concept of Lpκ-local, unique and maximal local solution to (6.22) can be defined as Definition
4.3.3-4.3.4 replacying [0, T ] by [s, T ]. In Subsection 6.3.3 we extend the previous definitions to the
case T = ∞. Recall that Lpκ-maximal local solutions are unique by definition. In addition, an
(unique) Lpκ-strong solution u on Js, σK gives an (unique) Lpκ-local solution (u, σ) to (6.22) on
[s, T ]. In the following, we omit the prefix Lpκ if no confusion seems likely.

Given us ∈ L0
Fs

(Ω;XTr
κ,p) we denote by (us,n)n≥1 a sequence such that

us,n ∈ L∞Fs
(Ω;XTr

κ,p), and us,n = us on {‖us‖XTr
κ,p
≤ n}. (6.23)

A possible choice would be to set us,n = Rn(us) where

Rn(x) = x, if ‖x‖XTr
κ,p
≤ n, otherwise Rn(x) := nx/‖x‖XTr

κ,p
.

The following follows from Theorem 4.3.7 in Chapter 4.

Theorem 6.3.1 (Local well-posedness). Let Hypothesis (H) be satisfied. Let us ∈ L0
Fs

(Ω;XTr
κ,p)

and that (6.23) holds. Suppose that

(A(·, us,n), B(·, us,n)) ∈ SMR•p,κ(s, T ), n ∈ N.

Then the following assertions hold:

(1) (Existence and regularity) There exists an Lpκ-maximal local solution (u, σ) to (6.22) such that
σ > s a.s. Moreover, for each localizing sequence (σn)n≥1 for (u, σ) one has

• If p > 2, κ ∈ [0, p2 − 1), then for all θ ∈ [0, 1
2 ) and n ≥ 1,

u ∈ Hθ,p(s, σn, w
s
κ;X1−θ) ∩ C([s, σn];XTr

κ,p) a.s.

Moreover, u instantaneously regularizes to u ∈ C((s, σn];XTr
p ) a.s.

• If p = 2, κ = 0, then for all n ≥ 1,

u ∈ L2(s, σn;X1) ∩ C([s, σn];X1/2) a.s.

(2) (Localization) If (v, τ) is an Lpκ-maximal local solution to (6.22) with data vs ∈ L0
Fs

(Ω;XTr
κ,p),

then setting Γ := {vs = us}, one has

τ |Γ = σ|Γ, v|Γ×[s,τ) = u|Γ×[s,σ).
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6.3.2 Main results
In this subsection, we state our main results regarding blow-up criteria for (6.22). For this we will
need the following assumption on the nonlinearity (A,B). Recall that by Assumption 4.2.1, either
κ ∈ [0, p2 − 1), p > 2 or κ = 0, p = 2.

Assumption 6.3.2. Suppose that Assumption (HA) holds for (A,B). Let ` ∈ [0, p2 − 1) (where
` = 0 if p = 2). Assume that for each M,η > 0, t ∈ [s + η, T ) and v ∈ L∞Ft

(Ω;XTr
`,p) with

‖v‖XTr
`,p
≤ M a.s., one has (A(·, v), B(·, v)) ∈ SMR•p,`(t, T ), and for each θ ∈ [0, 1

2 ) \ { 1+κ
p } there

exists a constant Kθ
M,η s.t.

max{Kdet,θ,p,`
(A(·,v),B(·,v))(t, T ),Ksto,θ,p,`

(A(·,v),B(·,v))(t, T )} ≤ Kθ
M,η, t ∈ [s+ η, T ).

where the constants are as defined in (6.11).

Assumption 6.3.2 ensures that the maximal regularity constants are uniform on balls in XTr
κ,p.

It is important that the assumption is only formulated for non-random initial times t. Random
initial times can be obtained afterwards using Proposition 6.2.9. In applications to semilinear
equations, i.e. in the case that (A(t, x), B(t, x)) = (Ā(t), B̄(t)), the condition (A(t, x), B(t, x)) ∈
SMR•p,κ(s, T ) already implies Assumption 6.3.2 for ` = 0 by Proposition 6.2.9. Finally, we note
that on most applications we know SMR•p,κ(t, T ) 6= ∅ with uniform estimates in t. Therefore, by
transference (see Proposition 6.2.5) it is enough to check (A(·, v), B(·, v)) ∈ SMRp,`(t, T ) together
with the above estimate for θ = 0.

In the quasilinear case, Assumption 6.3.2 can be weakened is some situations of interest. For
future convenience, we formulate this in the following remark.
Remark 6.3.3. Let C ⊆ XTr

`,p be a closed subset and assume that the maximal Lpκ-local solution
(u, σ) to (6.22) satisfies u(t) ∈ C a.s. for all t ∈ (0, σ). If the previous holds, then the requirement
v ∈ C a.s. can be added in Assumption 6.3.2. For instance, in the case XTr

`,p is a function space the
choice C = {v ∈ XTr

`,p : v ≥ 0} can be useful in applications to quasilinear SPDEs where the flow
is positive preserving. For more on this see Remark 6.4.4.

For our main blow-up result we need another condition which states that the conditions on F
and G are also satisfied in the unweighted setting.

Assumption 6.3.4. Suppose that Assumption 4.2.1 holds for X0, X1, κ, p. Let F and G be as in
Assumptions (HF) and (HG). Suppose that Assumption (HF) and (HG) hold with κ replaced by 0
and a possibly different choice of the parameters (ρ′j , ϕ

′
i, β
′
j) for j ∈ {1, . . . ,m′F +m′G} for certain

integers m′F and m′G.

Remark 6.3.5. In the important case that for a given κ ∈ [0, p2−1), ϕj = βj for all j ∈ {1, . . . ,mF +
mG} in (HF) and (HG), Assumption 6.3.4 is always satisfied. Indeed, in case βj = ϕj > 1 − 1/p
one can choose ϕ′j = β′j = ϕj . In case βj = ϕj ≤ 1− 1/p, one can apply Remark 4.3.2(2).

The main result of this section is a blow-up criterium for the Lpκ-maximal local solution of
Theorem 6.3.1. Theorems 6.3.6-6.3.8 below show that σ is an explosion time of the Lpκ-maximal
local solution of (6.22) in a certain norm. For notational convenience, set for s, t ∈ [0, T ]

N κ
c (u; s, t) := ‖Fc(·, u)‖Lp(s,t,wsκ;X0) + ‖Gc(·, u)‖Lp(s,t,wsκ;γ(H,X1/2)), (6.24)

where we recall F = FTr + Fc and G = GTr +Gc.

Theorem 6.3.6 (Blow up criteria for quasilinear SPDEs). Let the Hypothesis (H) be satisfied.
Let us ∈ L0

Fs
(Ω;XTr

κ,p) and suppose that (4.23) holds. Suppose that

(A(·, us,n), B(·, us,n)) ∈ SMR•p,κ(s, T ), n ∈ N, (6.25)

and that Assumption 6.3.2 holds for ` ∈ {0, κ} and Assumption 6.3.4 holds. Let (u, σ) be the
Lpκ-maximal local solution to (6.22). Then
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(1) P
(
σ < T, lim

t↑σ
u(t) exists in XTr

p

)
= 0;

(2) P
(
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, N κ
c (u; s, σ) <∞

)
= 0;

(3) P
(
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p

)
= 0 provided XTr

κ,p is not critical for (6.22);

(4) P
(
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖Lp(s,σ;X1−κ
p

) <∞
)

= 0.

In Figure 6.1 we provide a decision tree for applying Theorem 6.3.6.
Some comments are in order. For part (1) we only need Assumption 6.3.2 for ` = 0. Part (3)

is the easiest to check in applications since XTr
p ↪→ XTr

κ,p. Of course if κ = 0, then (1) and (3)
coincide.

To apply (2), one only needs to control Fc and Gc. which can be done with Lemmas 6.4.2
and 6.4.5. The control of Fc and Gc is needed only far from t = s. Actually one can replace
N κ
c (u; s, σ) by N 0

c (u; τ, σ) for any random time τ ∈ (s, σ). Indeed, this follows from Theorem
6.3.1, and Lemmas 6.4.2 and 6.4.5.

As we will show in Section 7.1, the solution u is typically smoother than its values near t = s
and this may simplify the proof of energy estimates. In applications to concrete SPDEs we always
prove the following stronger version of Theorem 6.3.6(2):

P
(
s′ < σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, N 0
c

(
u; s′, σ) <∞

)
= 0, for all s′ ∈ (s, T ).

Similar considerations hold for Theorem 6.3.7(2) below.
In (4) it suffices to estimate the Lp(τ, σ;X1−κp )-norm of u for some stopping time τ ∈ (s, σ).

This already implies that u is in Lp near t = s as a map with values in X1−κp . Indeed, if p > 2

this follows from Theorem 6.3.1(1), and

u ∈ H
κ
p ,p(s, σn, w

s
κ;X1−κp ) ↪→ Lp(s, σn;X1−κp ), a.s. for all n ≥ 1, (6.26)

where we used Proposition 6.1.1(4). The case p = 2 is immediate from the fact that (u, σ) is
an L2

0-maximal local solution (see Definitions 4.3.3-4.3.4). Part (4) plays a key role in proving
instantaneous regularization of solutions to (6.22) in the unweighted setting (see Proposition 7.1.7).

Does the weight satisfy κ > 0?

Is XTr
κ,p critical for (6.22)?

Apply (3) Apply (2) or (4)

Apply (1)

Yes

No Yes

No

Figure 6.1. Decision tree for applying Theorem 6.3.6 to quasilinear SPDEs.

In applications to semilinear equations, the following improvement of Theorem 6.3.6 holds. For
convenience, for s, t ∈ [0, T ] set

N κ(u; s, t) := ‖F (·, u)‖Lp(s,t,wsκ;X0) + ‖G(·, u)‖Lp(s,t,wsκ;γ(H,X1/2)). (6.27)

Theorem 6.3.7 (Blow-up criteria for semilinear SPDEs). Let the Hypothesis (H) be satisfied,
where we suppose that (A(t, x), B(t, x)) = (Ā(t), B̄(t)) does not depend on x and

(Ā(·), B̄(·)) ∈ SMR•p,κ(s, T ). (6.28)
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and that Assumption 6.3.2 holds for ` = κ and Assumption 6.3.4 holds. Let us ∈ L0
Fs

(Ω;XTr
κ,p)

and let (u, σ) be the Lpκ-maximal local solution to (6.22). Then

(1) P
(
σ < T, lim

t↑σ
u(t) exists in XTr

p

)
= 0;

(2) P
(
σ < T, N κ(u; s, σ) <∞

)
= 0;

(3) P
(
σ < T, sup

t∈[s,σ)

‖u(t)‖XTr
κ,p

<∞
)

= 0 provided XTr
κ,p is not critical for (6.22);

(4) P
(
σ < T, sup

t∈[s,σ)

‖u(t)‖XTr
κ,p

+ ‖u‖Lp(s,σ;X1−κ
p

) <∞
)

= 0.

A decision tree is given in Figure 6.2, but this time one should always first try to apply (1),
and only if this does not work, use the decision tree.

The proofs of Theorem 6.3.7(1)-(2) do not require Assumption 6.3.2 for ` = κ. Moreover,
Assumption 6.3.2 for ` = 0 is not assumed since it follows from Assumption 6.3.2 for ` = κ and
Proposition 6.2.9. Theorem 6.3.7(3)-(4) are slight improvements of Theorem 6.3.6(3)-(4) since only
boundedness is required. As before in (2) we may replace N κ(u; s, σ) by N 0(u; τ, σ) any random
time τ ∈ (s, σ). The same holds for (4) with ‖u‖Lp(s,σ;X1−κ

p
) replaced by ‖u‖Lp(τ,σ;X1−κ

p
).

Below we will obtain a further improvement of Theorem 6.3.7(4) by removing the condition
supt∈[s,σ) ‖u(t)‖XTr

κ,p
< ∞ under suitable assumptions. In literature blow-up criteria which only

require Lp-bounds are called of Serrin type due to the analogy with Serrin’s blow up criteria for
Navier-Stokes equations (se e.g. [144, Theorem 11.2]).

Theorem 6.3.8 (Serrin type blow-up criteria for semilinear SPDEs). Let Hypothesis (H) be
satisfied, where we suppose that (A(t, x), B(t, x)) = (Ā(t), B̄(t)) does not depend on x and

(Ā(·), B̄(·)) ∈ SMR•p,κ(s, T ), n ∈ N, (6.29)

FTr = 0, GTr = 0, the constants Cc,n in (HF)-(HG) are independent of n ≥ 1, and for each
j ∈ {1, . . . ,mF +mG}

βj = ϕj and [(κ > 0 and ρj < 1 + κ) or (κ = 0 and ρj ≤ 1)]. (6.30)

Suppose that Assumption 6.3.2 holds for ` = κ and Assumption 6.3.4 holds. If us ∈ L0
Fs

(Ω;XTr
κ,p)

and (u, σ) is the Lpκ-maximal local solution to (6.22), then

P
(
σ < T, ‖u‖Lp(s,σ;X1−κ

p
) <∞

)
= 0. (6.31)

To the best of our knowledge, Theorem 6.3.8 is new even in the case p = 2 and κ = 0.
The second part of (6.30) holds if ρj = 1, and this covers the case of bilinear nonlinearities as
considered in Chapter 9 and [178]. An extension of Theorem 6.3.8 allowing ϕj 6= βj can be found
in Proposition 6.4.9.

Suppose that mF = mG = 1, β := β1 = β2 = ϕ1 = ϕ2, and ρ := ρ1 = ρ2 are fixed for a given
problem (6.22). Let S = {(p, κ) : XTr

κ,p is critical for (6.22)}. Then for all (p, κ) ∈ S the following
identity holds 1+κ

p = ρ+1
ρ (1 − β), which means that 1+κ

p is constant. Moreover, the second part
of (6.30) holds if and only if ρ

p <
1+κ
p = ρ+1

ρ (1 − β), which holds for p large enough. Moreover,
1− κ

p = ρ+1
ρ (β−1)+ 1

p which decreases in p. Therefore, Theorem 6.3.8 requires only a mild control
of the regularity “in space" of u provided p and thus κ, are large.

Let us conclude by pointing out the following simple consequence of Theorem 6.3.6(1), which
will be used to prove Theorems 6.3.6(2)–(4), 6.3.7(2)-(4) and 6.3.8.

Corollary 6.3.9 (Predictability of the explosion time σ). If the conditions of Theorem 6.3.6 hold,
then any localizing sequence (σn)n≥1 for (u, σ) satisfies, for all n ≥ 1,

P(σ < T, σn = σ) = 0.
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Are estimates on supt∈[s,σ) ‖u(t)‖XTr
κ,p

available?

Is the weight critical for (6.22)?

Apply (3) Apply (4)

Apply (2) or Theorem 6.3.8

Yes

No Yes

No

Figure 6.2. Decision tree for applying Theorems 6.3.7 and 6.3.8 to semilinear SPDEs in case Theorem
6.3.7(1) is not sufficient.

The above implies that σ is a so-called predictable stopping time. For the proof we only need
Assumption 6.3.2 for ` = 0.

Proof. Let (σn)n≥1 be a localizing sequence. Suppose that there exists an n ≥ 1 such that P(σn =
σ < T ) > 0. Setting V := {σn = σ < T}, by Theorem 6.3.1(1), one has σn = σ > s, u ∈
C((s, σn];XTr

p ) = C((s, σ];XTr
p ) a.s. on V. Therefore

lim
t↑σ

u(t) exists in XTr
p , a.s. on V,

where we used s < σn = σ < T a.s. on V. Thus,

P(V) = P
(
V ∩

{
lim
t↑σ

u(t) exists in XTr
p

})
≤ P

(
σ < T, lim

t↑σ
u(t) exists in XTr

p

)
= 0,

where in the last equality we used Theorem 6.3.6(1). This contradicts P(V) > 0 and therefore the
result follows.

The next simple result will allow us to reduce to integrable or even bounded data. It will be
used in the proofs of Theorems 6.3.6, 6.3.7 and 6.3.8, but it can also be a helpful reduction in
proving global existence in concrete situations.

Proposition 6.3.10 (Reduction to uniformly bounded data). Let the Hypothesis (H) be satisfied.
Let us ∈ L0

Fs
(Ω;XTr

κ,p) and suppose that (4.23) holds. Let fn = f1[0,τn] and g = g1[0,τn], where

τn = inf{t ∈ [0, T ] : ‖f‖Lp(0,t,wκ;X0) ≥ n, ‖g‖Lp(0,t,wκ;γ(H,X1/2)) ≥ n}.

Let (u, σ) be the Lpκ-maximal local solution to (6.22), and let (un, σn) be the Lpκ-maximal local
solution to (6.22) with (us, f, g) replaced by (us,n, fn, gn). For each of the statements in Theorems
6.3.6, 6.3.7 and 6.3.8 it suffices to prove that the corresponding probability is zero with u replaced
by un for each n ≥ 1.

Proof. By a translation argument we may assume that s = 0. We present the details in case of
Theorem 6.3.7(2). The other cases can be obtained in the same way replacing the set (6.34) below
by a suitable set in each case.

Set Γn := {‖u0‖XTr
κ,p
≤ n} ∈ F0. Observe that P({τn = T} ∩ Γn) → 1, and for each n ≥ 1,

(u, σ ∧ τn) is an Lpκ-local solution to (6.22) with (f, g) replaced by (fn, gn). Denoting by (vn, µn)
the Lpκ-maximal solution to (6.22) with (u0, fn, gn), we have τn ∧ σ ≤ µn and u = vn on J0, τn ∧ σM
by maximality (see Theorem 6.3.1). Similarly, since (vn, µn ∧ τn) is an Lpκ-local solution to (6.22)
with (u0, f, g) we have µn ∧ τn ≤ σ and u = vn on J0, µn ∧ τnM. It follows that

µn = σ on {τn = T}, and u = vn on [0, σ)× {τn = T}. (6.32)

Moreover, by Theorem 6.3.7(2)

µn = σn on Γn, and vn = un on Γn. (6.33)
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For a stopping time ν such that 0 ≤ ν ≤ σ, and a process (v(t))t∈(τ,ν) set

O(v, ν) := {N κ(v; 0, ν) <∞}. (6.34)

Now if Theorem 6.3.7(2) holds with (u0,n, fn, gn), then by (6.32) and (6.33)

P
(
{σ < T} ∩ O(u, σ)

)
= lim
n→∞

P
(
{σ < T} ∩ O(u, σ) ∩ {τn = T} ∩ Γn

)
= lim
n→∞

P
(
{σn < T} ∩ O(un, σn) ∩ {τn = T} ∩ Γn

)
≤ lim inf

n→∞
P
(
{σn < T} ∩ O(un, σn)

)
= 0.

The proofs of the blow-up criteria are given in Section 6.4:

• Subsection 6.4.2: Theorems 6.3.6(1) and 6.3.7(1)-(2);

• Subsection 6.4.3: Theorem 6.3.6(2)-(3) and Theorem 6.3.7(3);

• Subsection 6.4.4: Theorems 6.3.6(4), 6.3.7(4) and Theorem 6.3.8.

Blow-up criteria involving the space X (see (6.41) below) will be given in Remarks 6.4.6 and 6.4.7
below.

6.3.3 Global existence
In this section we demonstrate how Theorem 6.3.7 can be used to prove global existence for an
equation, where F and G satisfy a certain linear growth condition.

Definitions 4.3.3 and 4.3.4 can be extended to the half line case. Indeed, in Definition 4.3.3
one can just take T = ∞ and replace [s, T ], Lp(s, σ) and C([s, σ]) by [s,∞), Lploc([s, σ)) and
C([s, σ] ∩ [s,∞)), respectively. Definition 4.3.4 extends verbatim to T =∞.

One can check that (u, σ) is an Lpκ-(maximal) local solution to (6.22) on [s,∞) if for each
T < ∞, (u|Js,σ∧T M, σ ∧ T ) is an Lpκ-(maximal) local solution to (6.22) on [s, T ]. As before an
Lpκ-maximal local solution on [s,∞) is unique. Conversely, one can construct Lpκ-maximal local
solutions on [s,∞) from the ones on finite time intervals. Indeed, suppose that an Lpκ-maximal
local solution (uT , σT ) exists on [s, T ] for every T ∈ (s,∞), Then by maximality (see Definition
4.3.4) σT = σS ∧ T a.s. and uT = uS a.e. on Js, σT M for s < T ≤ S. Therefore, letting u = uT

on Js, σT M and σ := limT→∞ σT , one has that u is an Lpκ-maximal local solution on [s,∞). In
particular, an Lpκ-maximal local solution on [s,∞) exists if the conditions of Theorem 6.3.1 hold
for all T ∈ (s,∞). Finally we mention that if for each T ∈ (s,∞), (σTn )n≥1 is a localizing sequence
for (uT , σT ), then letting

σn = sup
m∈{1,...,n}

σmn , n ≥ 1,

we obtain a localizing sequence (σn)n≥1 for (u, σ).
The following roadmap can be used to prove global well-posedness and regularity.

Roadmap 6.3.11 (Proving global existence and regularity).

(a) Prove local well-posedness with Theorem 6.3.1.

(b) Obtain instantaneous regularization from Theorem 7.1.3 and Corollary 7.1.5 using as a first
step Proposition 7.1.7 in the case κ = 0.

(c) Reduce the global existence proof to data u0, f , g which is uniformly bounded in Ω (see
Proposition 6.3.10).

(d) Prove an energy estimate for a certain norm ‖u‖Z(s,σ∧T ) by applying the equation and/or Itô’s
formula. In this part, the regularization proven in (b) can be used to simplify and/or obtain
the estimate.
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(e) Combine the energy estimate with Theorem 6.3.6, 6.3.7 or 6.3.8 to prove σ ≥ T a.s. possibly
under restrictions on the integrability parameters and weights.

(f) Use the instantaneous regularization phenomena of Theorem 7.1.3 and Corollary 7.1.5 to reduce
to the previous case.

Some steps of this roadmap can be skipped in certain situations. But the steps (a), (d), (e) seem
essential in all cases. Furthermore, we mention that in (b) and (f) the use of weights is essential.

To illustrate the above roadmap concretely, we will now prove global existence of (6.22) in
the semilinear setting under linear growth assumptions on F and G. Of course the linear growth
assumptions fails to hold for many of the interesting SPDEs. So this result should only be seen as
an illustration and test case.

Theorem 6.3.12 (Global well-posedness under linear growth conditions). Let Hypothesis (H) be
satisfied for all T ∈ (s,∞), where we suppose that (A(t, x), B(t, x)) = (Ā(t), B̄(t)) does not depend
on x and

(Ā(·), B̄(·)) ∈ SMR•p,κ(s, T ) for all T ∈ (s,∞). (6.35)

and that Assumption 6.3.2 holds for ` = κ and all T ∈ (s,∞) and Assumption 6.3.4 holds for all
T ∈ (s,∞). Suppose that for every ε > 0 there exist a constant Lε > 0 such that for all t ∈ (s,∞),
ω ∈ Ω and x ∈ X1,

‖F (t, ω, x)‖X0
+ ‖G(t, ω, x)‖γ(H,X1/2) ≤ Lε(1 + ‖x‖X0

) + ε‖x‖X1
. (6.36)

Then for each us ∈ L0
Fs

(Ω;XTr
κ,p) there exists a unique Lpκ-global solution u to (6.22) such that

• If p > 2, and κ ∈ [0, p2 − 1), then for all θ ∈ [0, 1
2 ),

u ∈ Hθ,p
loc ([s,∞), wsκ;X1−θ) ∩ C([s,∞);XTr

κ,p) a.s.

Moreover, u instantaneously regularizes to u ∈ C((s,∞);XTr
p ) a.s.

• If p = 2, and κ = 0, then

u ∈ L2
loc(s,∞;X1) ∩ C([s,∞);X1/2) a.s.

Moreover, if additionally u0 ∈ LpF0
(Ω;XTr

κ,p), f ∈ LpP((s, T ) × Ω, wsκ;X0) and g ∈ LpP((s, T ) ×
Ω, wsκ; γ(H,X1/2)), then for every T ∈ (s,∞) and every θ ∈ [0, 1/2) there exists a constant Cθ,T
and CT such that

‖v‖Lp(Ω;Eθ,p) ≤ Cθ,T (1 + ‖u0‖Lp(Ω;XTr
κ,p)

+ ‖f‖Lp(Ls,T M,wsκ;X0) + ‖g‖Lp(Ls,T M,wsκ;γ(H,X1/2))),
(6.37)

where we set for s′ > s,

Eθ,p ∈ {Hθ,p(s, T, wsκ;X1−θ), C([s, T ];XTr
κ,p), C([s′, T ];XTr

p )} if p ∈ (2,∞),

Eθ,2 ∈ {L2(s, T ;X1), C([s, T ];X1/2)}.

By standard interpolation inequalities we can replace ‖x‖X0 by ‖x‖X1−δ with arbitrary δ ∈ (0, 1)
in (6.36). From the proof below one can actually see that it is enough to have (6.36) for some fixed
small ε > 0.

Proof of Theorem 6.3.12. We may suppose that s = 0. We will only prove the result for p > 2 as
the other case is simpler.

By Theorem 6.3.1 and the above discussion there exists local solution (u, σ) of (6.22) on [0,∞)
with the required properties on [0, σ) and thus we only need to show that σ = ∞ a.s. Replacing
σ by σ ∧ T it suffices to show that P(σ < T ) = 0. Moreover, by Proposition 6.3.10 it suffices to
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consider the case of Lp(Ω)-integrable data u0, f and g. To prove σ = T a.s., we will apply Theorem
6.3.7(2). In order to do so we will first derive a suitable energy estimate.

Step 1: Energy estimate Let (σn)n≥1 be a localizing sequence for (u, σ). Moreover, for each
n ≥ 1 define a stopping time by

τn = inf{t ∈ [0, σ) : ‖u‖Lp(0,t;X1) ≥ n} ∧ σn,

where we set inf ∅ = σ. Then u|J0,τnK is a strong solution of (6.22) on J0, τnK.
Set f̃n = 1[0,τn](f+F (·, u)) and g̃n = 1[0,τn](g+G(·, u)). Then by (6.36), f̃n ∈ Lp(L0, T M, wκ;X0)

and g̃n ∈ Lp(L0, T M, wκ; γ(H,X1/2)). By (6.35) for the strong solution v to{
dv(t) +A(t)v(t)dt = f̃(t)dt+ (B(t)v(t) + g̃(t))dWH(t), t ∈ J0, T K,
u(0) = u0,

we have u = v on J0, τnK, and by Proposition 6.2.6,

‖v‖Lp(L0,T M,wκ;X1) ≤ C(‖u0‖Lp(Ω;XTr
κ,p) + ‖f̃‖Lp(L0,T M,wκ;X0)

+ ‖g̃‖Lp(L0,T M,wκ;γ(H,X1/2))),

By the linear growth assumption (6.36), and ‖1[0,τn]u‖Xi ≤ ‖v‖Xi we obtain

‖f̃‖X0 + ‖g̃‖γ(H,X1/2) ≤ ‖f‖X0 + ‖g‖γ(H,X1/2) + Lε(1 + ‖v‖X0) + ε‖v‖X1 .

Choose ε = 1
2C and set

K = ‖u0‖Lp(Ω;XTr
κ,p) + ‖f‖Lp(L0,T M,wκ;X0) + ‖g‖Lp(L0,T M,wκ;γ(H,X1/2)) + Lε,

Then combining the above we obtain

‖v‖Lp(L0,T M,wκ;X1) ≤ CK + CLε‖v‖Lp(L0,T M,wκ;X0) +
1

2
‖v‖Lp(L0,T M,wκ;X1),

and hence

‖v‖Lp(L0,T M,wκ;X1) ≤ 2CK + 2CLε‖v‖Lp(L0,T M,wκ;X0), (6.38)

Similarly, by Proposition 6.2.6(1) there exists a C̃ > 0 independent of T such that

‖v‖Lp(Ω;C([0,T ];XTr
κ,p)) ≤ C̃(‖u0‖Lp(Ω;XTr

κ,p) + ‖f̃‖Lp(L0,T M,wκ;X0)

+ ‖g̃‖Lp(L0,T M,wκ;γ(H,X1/2))),

≤ C̃K + C̃Lε‖v‖Lp(L0,T M,wκ;X0) +
1

2
C̃‖v‖Lp(L0,T M,wκ;X1)

≤ ĈK + ĈLε‖v‖Lp(L0,T M,wκ;X0),

where Ĉ = C̃(1 + C). Since T > 0 was arbitrary letting y(t) = ‖v‖p
Lp(Ω;C([0,t];XTr

κ,p))
it follows that

for all t ∈ (0, T ],

y(t) ≤ 2p−1ĈpKp + 2p−1ĈpLpε

∫ t

0

y(s) ds.

Thus, Gronwall’s inequality implies y(t) ≤ 2p−1ĈpKpe2p−1ĈpLpεt. This gives

‖v‖Lp(Ω;C([0,T ];XTr
κ,p)) ≤ 2ĈKe

1
p 2p−1ĈpLpεt := KCT .
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Therefore, by XTr
κ,p ↪→ X0 with embedding constant M , from (6.38) we obtain that

‖v‖Lp(L0,T M,wκ;X1)) ≤ 2CK + 2CLεMKCTT
1/p

Since u = v on J0, τnK letting n→∞ the following energy estimate follows

‖u‖Lp(L0,σM,wκ;X1)) ≤ 2CK + 2CLεMKCTT
1/p (6.39)

Step 3: From the estimate (6.39) and (6.36) we obtain that for a suitable C̃T∥∥∥‖F (·, u)‖X0 + ‖G(·, u)‖γ(H,X1/2)

∥∥∥
Lp(L0,σM,wsκ))

≤ C̃TK <∞.

Therefore, Theorem 6.3.7(2) implies σ = T a.s. Furthermore, (6.37) follows from the latter esti-
mate, (6.35) and Proposition 6.2.6.

6.4 Proofs of Theorems 6.3.6, 6.3.7 and 6.3.8
In this section we have collected the proofs of the blow-up criteria stated in Section 6.3. The proofs
are technical and require some preparations. In Section 6.4.1 we will first obtain a local existence
result for (6.22) starting at a random initial time. It plays a key role in the proof of Theorem
6.3.6(1), which in turn is a central step in proving all the other blow-up criteria.

6.4.1 Local existence when starting at a random time
In this subsection, for a stopping time τ , we consider{

du+A(·, u)dt = (F (·, u) + f)dt+ (B(·, u)u+G(·, u) + g)dWH ,

u(τ) = uτ ;
(6.40)

on Jτ, T K. To define an Lpκ-local solution to (6.40) on Jτ, T K, one can just replace the initial time 0
by τ in Definition 4.3.4.

The following is the natural extension of the local existence part of Theorem 6.3.1 to the case
of random initial times (6.40). It will be used to prove the blow-up results of Theorem 6.3.6.

Proposition 6.4.1 (Local existence starting at a random initial time). Let Assumption (H) be
satisfied. Let τ be a stopping time with values in [s, T ], where we assume that τ takes values
in a finite set if κ > 0. Assume that uτ ∈ L∞Fτ

(Ω;XTr
κ,p) and (A(·, uτ )|Jτ,T K, B(·, uτ )|Jτ,T K) ∈

SMR•p,κ(τ, T ). Then there exists an Lpκ-local solution (u, σ) to (6.40) on Jτ, T K such that σ > τ
a.s. on the set {τ < T}.

The analogues assertions of Theorem 6.3.1 for (6.40) hold as well, but since these results will
not be needed we do not consider this.

To prove of Proposition 6.4.1, we use a variation of the method in Theorem 4.3.5. As in
Chapter 4, we introduce the space X which allows to control the nonlinearity Fc, Gc. Recall
that {ρ?j , rj , r′j}j∈{1,...,mF+mG} have been defined in (4.29)-(4.30). Recall that 1

rj
+ 1

r′j
= 1 for all

j ∈ {1, . . . ,mF +mG}. Finally, for each 0 ≤ a < b ≤ ∞, we set

X(a, b) :=
(mF+mG⋂

j=1

Lprj (a, b, waκ;Xβj )
)
∩
(mF+mG⋂

j=1

Lρ
?
j pr
′
j (a, b, waκ;Xϕj )

)
. (6.41)

Setting X(T ) := X(0, T ), for all T > 0, our notation is consistent with (4.31). The following result
was proven in Lemma 4.3.9.

Lemma 6.4.2. Let Assumption 4.2.1, (HF) and (HG) be satisfied. Let 0 < a < b ≤ T < ∞ and
let rj, r′j, X(a, b) be as in (4.30) and (6.41) respectively. Then the following hold:
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(1) If p > 2, κ ∈ [0, p2 − 1), and A ∈ {0H,H}, then for any δ ∈ ( 1+κ
p , 1

2 ),

Aδ,p(a, b;waκ;X1−δ) ∩ Lp(a, b, waκ;X1) ↪→ X(a, b),

(2) If p = 2, and κ = 0, then C([a, b];X1/2) ∩ L2(a, b;X1) ↪→ X(a, b).

Finally, if in (1) A = 0H, then the constants in the embeddings (1)-(2) can be chosen to be
independent of b− a > 0.

The following lemma contains the key estimate for the proof of Proposition 6.4.1. It is not
immediate from Lemma 6.4.2, since we require uniformity in the constants if |b− a| tends to zero.

Lemma 6.4.3. Let Assumption 4.2.1, (HF) and (HG) be satisfied. Let 0 ≤ a < b < T < ∞ and
let σ be a stopping time with values in [a, b], where we assume that σ takes values in a finite set
if κ > 0. Let (A,B) ∈ SMR•p,κ(σ, T ). Let either p > 2, κ ∈ [0, p2 − 1) and δ ∈ ( 1+κ

p , 1
2 ) fixed or

p = 2, κ = 0 and δ ∈ (0, 1
2 ). Set

K(A,B) := max{Kdet,δ,p,κ
(A,B) ,Ksto,δ,p,κ

(A,B) }.

Then there exists a constant C > 0 independent of a, b, σ such that for each (uσ, f, g) which belongs
to (6.18),

‖Rσ(uσ, f, g)‖Lp(Ω;X(σ,b)∩Lp(σ,b,wσκ ;X1)∩C([σ,b];XTr
κ,p))

≤ C(1 +K(A,B))(‖uσ‖Lp(Ω;XTr
κ,p) + ‖f‖Lp(Lσ,bM,wσκ ;X0)

+ ‖g‖Lp(Lσ,bM,wσκ ;γ(H,X1/2))),

(6.42)

where Rσ := Rσ,(A,B) is the solution operator associated to (A,B).

Proof. We only consider the case p > 2. From Proposition 6.2.6 we see that the constants in
the estimates for the Lp(Jσ, bK, wσκ ;X1) and Lp(Ω;C([σ, b];XTr

κ,p)) norm of u do not depend on
a, b, σ. It remains to estimate the Lp(Ω;X(σ, b))-norm of u := Rσ(uσ, f, g), and for this we will
reduce to the case with zero initial data. As in the proof of Proposition 6.2.6 we can assume that
uσ =

∑N
j=1 1Ujxj is simple and set v1 =

∑N
j=1 1Ujhj(· − σ). The proof of Proposition 6.2.6 shows

that u = v1 + v2 and that on Uj ,

‖v1‖X(σ,b) ≤ ‖t 7→ hj(t− σ)‖X(σ,∞)

= ‖hj‖X(0,∞) .Ã ‖hj‖W 1,p(R+,wκ;X0)∩Lp(R+,wκ;X1) .Ã ‖uσ‖XTr
κ,p

;

where we used Lemmas 6.1.4 and 4.3.9 and the same argument as the proof of Proposition 6.2.6.
Taking Lp(Ω)-norms we obtain ‖v1‖Lp(Ω;X(σ,b)) . ‖uσ‖Lp(Ω;XTr

κ,p), where the implicit constant does
not depend on σ, a, b. To estimate v2, choosing any δ ∈ ( 1+κ

p , 1
2 ), by Lemma 4.3.9 we find

‖v2‖Lp(Ω;X(σ,b)) . ‖v2‖Lp(Ω;0H
δ,p(σ,b,wσκ ;X1−δ)∩Lp(σ,b,wσκ ;X1))

. 2C̃0K(A,B)‖uσ‖Lp(Ω;XTr
κ,p) +K(A,B)‖f‖Lp(Lσ,bM,wσκ ;X0)

+K(A,B)‖g‖Lp(Lσ,bM,wσκ ;γ(H,X1/2)),

where we used (6.16). Combining the estimates for v1 and v2, the result follows.

After these preparations we can prove Proposition 6.4.1.

Proof of Proposition 6.4.1. The proof is a variation of the argument in Step 1 and 4 in the proof
of Theorem 4.3.5. For each λ ∈ (0, 1), we look at the following truncation of (6.40) for t ∈ [τ, T ]
a.s. {

du+A(·, uτ )udt = (F̃λ(u) + f̃)dt+ (B(·, uτ )u+ G̃λ(u) + g̃)dWH ,

u(τ) = uτ ,
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where
F̃λ(u) := Θλ(·, uτ , u)[Fc(·, u)− Fc(·, 0)]

+ Ψλ(·, uτ , u)[(A(·, uτ )u−A(·, u)u) + FTr(·, u)− FTr(·, uτ )],

G̃λ(u) := Θλ(·, uτ , u)[Gc(·, u)−Gc(·, 0)]

+ Ψλ(·, uτ , u)[(B(·, uτ )u−B(·, u)u) +GTr(·, u)−GTr(·, uτ )],

f̃ := f + Fc(·, 0) + FTr(·, uτ ),

g̃ := g +Gc(·, 0) +GTr(·, uτ ).

(6.43)

Here, for ξλ := ξ(·/λ), ξ ∈ W 1,∞([0,∞)), ξ = 1 on [0, 1], ξ = 0 on [1,∞) and linear on [1, 2], we
have set, a.s. for all t ∈ [τ, T ],

Θλ(t, uτ , u) := ξλ

(
‖u‖X(τ,t) + sup

s∈[τ,t]

‖u(s)− uτ‖XTr
κ,p

)
,

Ψλ(t, uτ , u) := ξλ

(
‖u‖Lp(τ,t,wτκ;X1) + sup

s∈[τ,t]

‖u(s)− uτ‖XTr
κ,p

)
.

(6.44)

Let Rτ := R(A(·,uτ ),B(·,uτ )) be the solution operator associated to the couple (A(·, uτ ), B(·, uτ )),
see (6.17). For any T ′ ∈ (0, T ] we introduce the Banach space

ZT ′ := LpP(Ω;C([τ, µT ′ ];X
Tr
κ,p) ∩ X(τ, µT ′) ∩ Lp(τ, µT ′ , wτκ;X1)),

where µT ′ := T ∧ (τ + T ′). In the following, for notational simplicity, we write µ instead of µT ′ if
no confusion seems likely. Let us consider the map Υ defined as

Υ(u) = Rτ (uτ ,1Jτ,µK(F̃λ(u) + f̃),1Jτ,µK(G̃λ(u) + g̃)). (6.45)

For the sake of clarity, we split the proof into two steps.
Step 1: Υ maps ZT ′ into itself for all T ′ ∈ (0, T ]. Moreover, there exists a T ∗ ∈ (0, T ] and

λ∗ ∈ (0, 1) such that

‖Υ(v)−Υ(v′)‖ZT∗ ≤
1

2
‖v − v′‖ZT∗ , for all v, v′ ∈ ZT∗ . (6.46)

Let us note that by a translation argument and the pointwise estimates w.r.t. ω ∈ Ω in Lemma
4.3.13 and 4.3.15, one can check that for all v, v′ ∈ ZT ′ ,

‖F̃λ(v)‖Lp(Lτ,µM,wτκ;X0) + ‖G̃λ(v)‖Lp(Lτ,µM,wτκ;γ(H,X1/2)) ≤ Cλ,

‖F̃λ(v)− F̃λ(v′)‖Lp(Lτ,µM,wτκ;X0) + ‖G̃λ(v)− G̃λ(v′)‖Lp(Lτ,µM,wτκ;γ(H,X1/2))

≤ Lλ,T ‖v − v′‖ZT ′ .

In addition, for each ε > 0 there exists a λ̄(ε) > 0 and T̄ (ε) ∈ (0, T ] such that

Lλ,T < ε, for all λ ∈ (0, λ̄], and T ∈ (0, T̄ ].

We will only prove (6.46). The fact that Υ maps ZT ′ into itself can be proved in a similar way.
Let K be the least constant in (6.42) with (A,B), σ replaced by (A(·, uτ ), B(·, uτ )), τ . Choose
ε∗ > 0 such that 4KLλ∗,T∗ ≤ 1 where λ∗ := λ̄(ε∗) and T ∗ := T̄ (ε∗). Thus, Lemma 6.4.3 and the
previous choices yield

‖Υ(v)−Υ(v′)‖ZT∗
= ‖Rτ (0,1Jτ,µK(F̃λ(v)− F̃λ(v′)),1Jτ,µK(G̃λ(v)− G̃λ(v′)))‖ZT∗
≤ K

(
‖F̃λ(v)− F̃λ(v′)‖Lp(Lτ,µM,wτκ;X0) + ‖G̃λ(v)− G̃λ(v′)‖Lp(Lτ,µM,wτκ;γ(H,X1/2))

)
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≤ 1

2
‖v − v′‖ZT∗ .

Step 2: Conclusion. Let λ∗, T ∗ be as in Step 1. The conclusion of step 1 ensures that Υ is a
contraction on ZT∗ , and thus there exists a fixed point of the map Υ on ZT∗ which will be denoted
by U . Setting

ν := inf
{
t ∈ [τ, T ] : ‖U‖Lp(τ,t,wτκ;X1)∩X(τ,t) + sup

s∈[τ,t)

‖U(t)− uτ‖ > λ∗
}
.

Then ν is a stopping time and ν > τ a.s. on {τ < T}. Moreover, as in Step 4 in the proof of
Theorem 4.3.5, one obtains u := U |Jτ,νK is an Lpκ-local solution to (6.40). This follows since by
(6.44), a.s. for all t ∈ [τ, ν],

Θλ∗(t, uτ , U) = 1, Ψλ∗(t, uτ , U) = 1.

By (6.43) the latter implies, a.s. for all t ∈ [τ, ν],

F̃λ∗(U) = A(·, uτ )U −A(·, U)U + Fc(·, U)− Fc(·, 0) + FTr(·, U)− FTr(·, uτ ),

G̃λ∗(U) = B(·, uτ )U −B(·, U)U +Gc(·, U)−Gc(·, 0) +GTr(·, U)−GTr(·, uτ ).

Thus, (6.45) and Proposition 6.2.6 ensure that u is an Lpκ-local solution to (6.22).

6.4.2 Proofs of Theorems 6.3.6(1) and 6.3.7(1)-(2)
To prove Theorem 6.3.6(1), we argue by contradiction. If the probability would be nonzero, we will
obtain a new equation on a set of positive probability at a random initial time. Using Proposition
6.4.1 we extend the solution which gives a contradiction with maximality. Note that Theorem
6.3.7(1) is just a special case of Theorem 6.3.6(1), and thus does not require further proof.

Proof of Theorem 6.3.6(1). By a translation argument we may assume that s = 0. Moreover, we
will only consider p > 2, since the other case is simpler.

Step 1: Let M ∈ N, η > 0 and r ∈ [η, T ]. If µ is a stopping time with values in [r, T ],
uµ ∈ L∞Fµ

(Ω;XTr
p ) and ur ∈ L∞Fr

(Ω;XTr
p ) are such that uµ, ur ∈ BL∞(Ω;XTr

κ,p)(M) and

‖uµ − ur‖L∞(Ω;XTr
κ,p) ≤

1

4KM,ηLM
,

then one has (A(·, uµ), B(·, uµ)) ∈ SMR•p(µ, T ), where LM and KM,η = K0
M,η are as in (HA) and

Assumption 6.3.2 with ` = 0, respectively. To prove the result, we use the perturbation result of
Corollary 6.2.11. Note that by (HA), for x ∈ X1, for all t ∈ (r, T ) and a.s.

‖(A(t, ur)−A(t, uµ))x‖X0
≤ LM‖uµ − ur‖XTr

κ,p
‖x‖X1

≤ 1

4KM,η
‖x‖X1 .

Similarly, ‖(B(t, ur) − B(t, uµ))x‖γ(H,X1/2) ≤ 1/(4KM,η)‖x‖X1 for all t ∈ (r, T ) a.s. Assumption
6.3.2 for ` = 0 and Proposition 6.2.9 imply that (A(·, ur)|Jµ,T K, B(·, ur)|Jµ,T K) is in SMR•p(µ, T )
with

max{Kdet,0,p,0
(A(·,ur)|Jµ,TK,B(·,ur)|Jµ,TK),K

sto,0,p,0
(A(·,ur)|Jµ,TK,B(·,ur)|Jµ,TK)} ≤ KM,η,

The claim follows from the previous estimates and Corollary 6.2.11 with

δA,B ≤ KM,η
1

4KM,η
+KM,η

1

4KM,η
=

1

2
.

Step 2: Conclusion. By contradiction assume that P(O) > 0, where

O :=
{
σ < T, lim

t↑σ
u(t) exists in XTr

p

}
∈ Fσ.
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Since σ > 0 a.s. there exists an η > 0 such that P(O ∩ {σ > η}) > 0. Moreover, by Egorov’s
theorem, there exist V ⊆ O ∩ {σ > η} and M ∈ N such that V ∈ Fσ, P(V) > 0 and

‖u‖C([η,σ];XTr
p ) ≤MC−1

p,κ, and lim
n→∞

sup
V

sup
s∈[σ− 1

n ,σ]

‖u(s)− u(σ)‖XTr
p

= 0, (6.47)

where we set u(σ) := limt↑σ u(t) on O and Cκ,p denotes constant in the embedding XTr
p ↪→ XTr

κ,p.
Let N ∈ N be such that η > 1

N and

sup
s∈[σ− 1

N ,σ]

‖u(s)− u(σ)‖XTr
p
≤ 1

4KM,ηLMCκ,p
on V. (6.48)

Set Ξ := ess supV σ and fix r ∈ (Ξ − 1
N ,Ξ) such that r ≥ η, and set U := V ∩ {σ > r}. Then

U ∈ Fσ ∩Fr, and by definition of essential supremum one has P(U) > 0.
Set µ = σ1U + r1Ω\U and vµ := 1Uu(σ). Then µ ∈ [r, T ] and vµ ∈ L∞Fµ

(Ω;XTr
p ). By (6.48) one

has
‖u(r)− vµ‖XTr

κ,p
≤ Cκ,p‖u(r)− vσ‖XTr

p
≤ 1

4KM,ηLM
on U ,

and by the first estimate in (6.47), ‖1Uu(r)‖XTr
p
≤ M and ‖vµ‖XTr

p
≤ M . Applying Step 1 to

(1Uu(r), vµ), we obtain that (A(·, vµ), B(·, vµ)) ∈ SMR•p(µ, T ). Thus, Proposition 6.4.1 ensures
that existence of an Lpκ-local solution (v, ξ) to{

dv +A(·, v)vdt = (F (·, v) + f)dt+ (B(·, v)v +G(·, v) + g)dWH(t),

v(µ) = vµ,
(6.49)

on Jµ, T K, and where ξ > µ a.s. Note that vµ = u(σ) on U . Set

ũ = u1J0,σK + v1U×[σ,ξ) and σ̃ := 1Ω\Uσ + 1Uξ

Then (ũ, σ̃) is an Lpκ-local solution to (6.22) which extends (u, σ) on U . Since P(U) > 0, this
contradicts the maximality of (u, σ) and this gives the desired contradiction.

Remark 6.4.4. Suppose that we know that the maximal solution satisfies

u(t) ∈ C a.s. for all t ∈ (0, σ) where C ⊆ XTr
p is closed subset. (6.50)

Then in Assumption 6.3.2 we only need to consider v ∈ C a.s. In this way Theorem 6.3.6(1) remains
true. Indeed, one can repeat Step 1 for ur, uµ satisfying ur, uµ ∈ C a.s. and replacing vµ in (6.49)
by 1Uu(σ) + 1Ω\Ux, where x ∈ C. The same extension holds for the other assertions in Theorem
6.3.6.

Next we will prove Theorem 6.3.7(2). For this we only need Theorem 6.3.6(1) and the following
elementary lemma (see Lemma 4.3.11 for a similar lemma).

Lemma 6.4.5. Let the hypothesis (HF)-(HG) be satisfied. Let s ≤ a < b ≤ T < ∞ and N ∈ N
be fixed. Let ζ := 1 + max{ρj : j ∈ {1, . . . ,mF + mG}}. Then for all h ∈ C([a, b];XTr

κ,p) ∩ X(a, b)
which satisfy a.s. ‖h‖C([a,b];XTr

κ,p) ≤ N , one has a.s.

‖Fc(·, h)‖Lp(a,b,waκ;X0) + ‖Gc(·, h)‖Lp(a,b,waκ;γ(H,X1/2)) ≤ ca,b(1 + ‖h‖X(a,b) + ‖h‖ζX(a,b)),

where ca,b = c(|a− b|, N) > 0 is independent of f and satisfies c(δ1, N) ≤ c(δ2, N) for all 0 ≤ δ1 ≤
δ2. Moreover, if (4.17) and (4.19) are satisfied with constants Cc,n independent of n ≥ 1, then
c(b− a,N) can be chosen independent of N .
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Proof. We prove the estimate for Fc in the case mF = 1. The other cases are similar. Let N,h be
as in the statement. Hypothesis (HF) ensures that for a.a. ω ∈ Ω and all t ∈ [a, b],

‖Fc(t, ω, h(t, ω))‖X0
≤ Cc,N (1 + ‖h(t, ω)‖ρXϕ)‖h(t, ω)‖Xβ + Cc,N .

where β := β1, ϕ := ϕ1 and ρ := ρ1. By Hölder’s inequality with exponent r′ := r′1, r := r1 (see
(4.30) and the text below it) we get

‖Fc(·, h)‖Lp(a,b,waκ;X0) ≤ Cc,N
(
‖h‖Lp(a,b,waκ;Xβ)+

+ ‖h‖ρ
Lρpr′ (a,b,waκ;Xϕ)

‖h‖Lpr(a,b,waκ;Xβ) + |b− a|1/p
)
.

Since κ ≥ 0, r > 1 and ρ? := ρ?1 ≥ ρ (see (4.29)), Hölder’s inequality ensures that

‖h‖Lp(a,b,waκ;Xβ) ≤ Cb−a‖h‖Lpr(a,b,waκ;Xβ)

‖h‖Lρpr′ (a,b,waκ;Xϕ) ≤ Cb−a‖h‖Lρ?pr′ (a,b,waκ;Xϕ),

where Cδ1 ≤ Cδ2 for 0 ≤ δ1 < δ2 < ∞ and supδ∈(0,T ) Cδ < ∞ due to the assumption T < ∞. By
(6.41) the previous inequalities imply the claimed estimate.

Proof of Theorem 6.3.7(2). As before we assume s = 0, and we only consider p > 2. By (6.28)
and Proposition 6.2.9, (A,B) satisfies Assumption 6.3.2 for ` = 0. Therefore, Theorem 6.3.6(1)
is applicable. For the reader’s convenience, we divide the remaining part of the proof into several
steps.

Step 1: Proof of Theorem 6.3.7(2). Let us argue by contradiction. Thus, we assume that
P(O) > 0 where

O := {σ < T, N κ(u; 0, σ) <∞}.
Since σ > 0 a.s. by Theorem 6.3.1, it follows that there exist η,M > 0 such that P(V) > 0 where

V := {η < σ < T,N κ(u; 0, σ) < M}.

Define a stopping time by

ν := inf{t ∈ [0, σ) : N κ(u; 0, t) ≥M},

where we take inf ∅ := σ. Note that

‖1J0,νKF (·, u)‖Lp(IT ,wκ;X0) + ‖1J0,νKG(·, u)‖Lp(IT ,wκ;γ(H,X1/2)) ≤M. (6.51)

Since u is an Lpκ-maximal local solution to (6.22), u|J0,νK is an Lpκ-local solution to (6.8) on J0, νK.
Proposition 6.2.7 and (6.51) gives

u = R0,(A,B)(u0,1J0,νKF (·, u) + f,1J0,νKG(·, u) + g), a.e. on J0, νK, (6.52)

On the other hand, by Proposition 6.2.6(2) and (6.51), the RHS of (6.52) satisfies

R0,(A,B)(u0,1J0,νKF (·, u) + f,1J0,νKG(·, u) + g) ∈ Lp(Ω;C([η, T ];XTr
p )).

and therefore limt↑σ u(t) exists in XTr
p a.s. on V. Therefore,

0 < P(V) = P
(
V ∩ {σ < T} ∩ {lim

t↑σ
u(t) exists in XTr

p }
)

≤ P
(
σ < T, lim

t↑σ
u(t) exists in XTr

p

)
= 0,

where in the last step we used Theorem 6.3.6(1). This contradiction completes the proof of (2).

Remark 6.4.6. Let the assumptions of Theorem 6.3.7 be satisfied. If FTr = GTr = 0 and Cc,n in
(HF)-(HG) does not depend on n ≥ 1, then Lemma 6.4.5, we get

P(σ < T, ‖u‖X(s,σ) <∞) = P(σ < T, N κ(u; s, σ) <∞) = 0,

where in the last step we applied Theorem 6.3.7(2)
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6.4.3 Proofs of Theorems 6.3.6(2)-(3) and 6.3.7(3)
Using Theorem 6.3.6(1) we can now prove Theorem 6.3.6(2). Unfortunately, the proof is rather
technical. It requires several reduction arguments and one key step is to approximate localizing
sequences by stopping times taking finitely many values which in turn allow to apply the maximal
regularity estimates of Proposition 6.2.8.

Proof of Theorem 6.3.6(2). By a translation argument we may assume s = 0. We will only consider
p > 2 as the other case is similar. By Proposition 6.3.10 it is enough to consider

u0 ∈ L∞F0
(Ω;XTr

κ,p), f ∈ Lp(IT × Ω, wκ;X0), and g ∈ Lp(IT × Ω, wκ; γ(H,X1/2)).

Step 1: Setting up the proof by contradiction. We will prove (2) by a contradiction argument.
So suppose that P(O) > 0 where

O :=
{
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, N κ
c (u; 0, σ) <∞

}
∈ Fσ.

see (6.24) for the definition of N κ
c . For each n ≥ 1, let

σn = inf
{
t ∈ [0, σ) : ‖u‖Lp(It,wκ;X0)∩C([0,t];XTr

κ,p) +N κ
c (u; 0, t) ≥ n

}
∧ nT

n+ 1
, (6.53)

and inf ∅ := σ. Then (σn)n≥1 is a localizing sequence for (u, σ). By Egorov’s theorem and the fact
that σ > 0 a.s., there exist η > 0, Fσ 3 V ⊆ O, M ∈ N such that P(V) > 0, σ ≥ η a.s. on V, and

‖u‖C([0,σ];XTr
κ,p) +N κ

c (u; 0, σ) ≤M on V,

lim
n→∞

sup
V

sup
s∈[σn,σ]

‖u(s)− u(σ)‖XTr
κ,p

= 0, (6.54)

where we have set u(σ) := limt↑σ u(t) on O. By decreasing η if necessary, we may suppose
P(σ ≤ η) ≤ 1

4P(V).
By Corollary 6.3.9, one has σn < σ on {σ < T} for all n ≥ 1. Moreover, the definition of

σn implies σn < σ on the set {σ = T}. Therefore, Lemma 6.1.5 implies there exists a sequence
of stopping times (σ̃n)n≥1 such that for each n ≥ 1, σ̃n takes values in a finite subset of [0, T ],
σ̃n ≤ σ̃n+1, σ̃n ≥ σn and P(σ̃n ≥ σ) ≤ 1

4P(V). Set

σ′n = σ̃n ∨ η for n ≥ 1 and V ′ := V ∩ (∩n≥1{σ′n < σ}). (6.55)

Then by Proposition 4.1.6, V ′ ∈ Fσ, and

P(V ′) = lim
n→∞

P(V ∩ {σ′n < σ}) ≥ lim
n→∞

P(V)− P(σ′n ≥ σ) ≥ 1

2
P(V) > 0, (6.56)

where in the last step we used

P(σ′n ≥ σ) ≤ P(σ′n ≥ σ, σ > η) + P(σ ≤ η) ≤ P(σ̃n ≥ σ) + P(σ ≤ η) ≤ 1

2
P(V).

Step 2: In this step we will prove that P(O) > 0 implies

P
(
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖Lp(Iσ,wκ;X1)∩X(σ) <∞
)
> 0. (6.57)

To prove the above, we need some preliminary observations. By (6.54), for each ε > 0 there
exists an N(ε) ∈ N such that

sup
s∈[σN(ε),σ]

‖u(s)− u(σ)‖XTr
κ,p

< ε on V. (6.58)
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For each ε > 0 set λε = σN(ε), λ′ε = σ′N(ε) and define the stopping time τε by

τε := inf
{
t ∈ [λε, σ) : ‖u(t)− u(λε)‖XTr

κ,p
≥ 2ε,

‖u‖C([0,t];XTr
κ,p) +N κ

c (u; 0, t) ≥M
} (6.59)

where we set inf ∅ := σ. Note that τε = σ on V ⊇ V ′. Therefore,

V ′ ⊆ Uε := {τε > λ′ε} ∈ Fλ′ε
.

For each ε > 0 we set
uε := 1Uεu(λ′ε) ∈ L∞Fλ′ε

(Ω;XTr
κ,p).

The latter random variable is well defined since σ ≥ τε > λ′ε on Uε, and by (6.59), we have
‖uε‖XTr

κ,p
≤ M. Since λ′ε ≥ η (see (6.55)), combining Assumption 6.3.2 with Proposition 6.2.8, we

obtain that (A(·, uε), B(·, uε)) ∈ SMR•p,κ(λ′ε, T ), and for each θ ∈ [0, 1
2 ) \ { 1+κ

p },

max{Kdet,θ,p,κ
(A(·,uε),B(·,uε)),K

sto,θ,p,κ
(A(·,uε),B(·,uε))} ≤ K

θ
M,η, (6.60)

where Kθ
M,η is as in Assumption 6.3.2 for ` = κ. Let us stress that Kθ

M,η does not depend
on ε. Fix any θ ∈ { 1+κ

p , 1
2 ) and set KM,η = K0

M,η + Kθ
M,η. For notational convenience, set

Rε = Rλ′ε,(A(·,uε),B(·,uε)).
Lemma 6.4.3 ensures that (6.42) holds with Rσ replaced by Rε and constant KM,η := C(1 +

KM,η) which is independent of ε (see (6.60)). Thus, for Ln as in (HA), we set ε = 1/(16KM,ηLM ).
Let

ψ := 1Ω\Uελ
′
ε + 1Uετε and ψn := 1Ω\Uελ

′
ε + 1Uε min{max{σn, λ′ε}, τε}. (6.61)

Note that ψn ↑ ψ and for each n ≥ 1, Jλ′ε, ψnM ⊆ Jλ′ε, σnM. Since (u, σ) is an Lpκ-maximal local
solution to (6.22), (u|Jλ′ε,ψM, ψ) is an Lpκ-local solution to{

dv +A(·, v)vdt = (F (·, v) + f)dt+ (B(·, v)v +G(·, v) + g)dWH(t),

v(λ′ε) = uε,
(6.62)

with localizing sequence (ψn)n≥1. Here we used that σ > λ′ε on Uε which follows from the definition
of Uε. Finally, we set

Λε := Jλ′ε, ψM = [λ′ε, τε)× Uε,
Λnε := Jλ′ε, ψnM = [λ′ε, σn ∧ τε)× Uε.

Since A(·, u) = A(·, uε) + (A(·, u)−A(·, uε)), B(·, u) = B(·, uε) + (B(·, u)−B(·, uε)), by (6.62)
and Proposition 6.2.7 one has a.s. on Λε

1Uεu = Rε(uε,1Λnε
f,1Λnε

g)

+ Rε(0,1Λnε
(A(·, uε)−A(·, u))u,1Λnε

(B(·, uε)−B(·, u))u)

+ Rε(0,1Λnε
FTr(·, u),1Λnε

GTr(·, u))

+ Rε(0,1Λnε
Fc(·, u),1Λnε

Gc(·, u))

=: I + II + III + IV.

(6.63)

Next, we estimate each of the above summands. To make the formulas more readable, in this step,
we denote by Z the space Lp(Ω;Lp(λ′ε, T, w

λ′ε
κ ;X1) ∩ X(λ′ε, T )). To begin, by Lemma 6.4.3,

‖I‖Z ≤ KM,η(‖uε‖Lp(Uε;XTr
κ,p) + ‖f‖

Lp(Λnε ,w
λ′ε
κ ;X0)

+ ‖g‖
Lp(Λnε ,w

λ′ε
κ ;γ(H,X1/2))

)

≤ CKM,η(M + ‖f‖Lp(IT×Ω,wκ;X0) + ‖g‖Lp(IT×Ω,wκ;γ(H,X1/2))).
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Again, by Lemma 6.4.3,

‖II‖Z ≤ KM,η(‖(A(·, uε)−A(·, u))u‖
Lp(Λnε ,w

λ′ε
κ ;X0)

+ ‖(B(·, uε)−B(·, u))u‖
Lp(Λnε ,w

λ′ε
κ ;γ(H,X1/2))

) ≤ 1

2
‖u‖

Lp(Λnε ,w
λ′ε
κ ;X1)

,
(6.64)

where in the last inequality we used the choice of ε and the fact that

sup
s∈[λ′ε,τε)

‖u(s)− u(λ′ε)‖XTr
κ,p
≤ 2 sup

s∈[λε,τε)

‖u(s)− u(λε)‖XTr
κ,p
≤ 4ε, a.s. on Uε,

since λε ≤ λ′ε. Similarly, one obtains

‖III‖Z ≤ KM,η(‖FTr(·, u)‖
Lp(Λnε ,w

λ′ε
κ ;X0)

+ ‖GTr(·, u)‖
Lp(Λnε ,w

λ′ε
κ ;X0)

)

≤ 2KM,η(1 + CTr,MM),

where in the last estimate we used (HF)-(HG) and (6.54). Finally,

‖IV ‖Z ≤ KM,η(‖Fc(·, u)‖
Lp(Λnε ,w

λ′ε
κ ;X0)

+ ‖Gc(·, u)‖
Lp(Λnε ,w

λ′ε
κ ;X0)

)

≤ KM,ηCM,
(6.65)

in the last inequality we used (6.24) and the bound in (6.54). By (6.63), and the previous estimates,
one obtains that for some C1 > 0 for all n ≥ 1,

‖u‖
Lp(Uε;Lp(λ′ε,σn∧τε,w

λ′ε
κ ;X1)∩X(λ′ε,σn∧τε))

≤ C1, (6.66)

and by Fatou’s lemma, (6.66) also holds with σn ∧ τε replaced by τε.
Recall that τε|V′ = σ|V′ . Since λ′ε < τε = σ on V ′, (6.66) (with n→∞) implies

V ′ ∩
{
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖Lp(Iσ,wκ;X1)∩X(σ) <∞
}

= V ′ ∩
{
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖Lp(λ′ε,σ,w
λ′ε
κ ;X1)∩X(λ′ε,σ)

<∞
}

= V ′,

By (6.56), (6.57) follows, and this completes the proof of the claim in step 2.
Step 3: In this step we will prove that P(O) > 0 implies

P
(
σ < T, lim

t↑σ
u(t) exists in XTr

p

)
> 0. (6.67)

Clearly, this will contradict Theorem 6.3.6(1) and therefore, P(O) = 0.
By Step 2, we can find M̃ ≥M (see (6.54)), such that P(I) > 0, where

I :=
{
σ < T, ‖u‖Lp(Iσ,wκ;X1)∩X(σ)∩C(Iσ;XTr

κ,p) < M̃
}
.

Let µ be the stopping time given by

µ := inf{t ∈ [0, σ) : ‖u‖Lp(It,wκ;X1)∩X(t)∩C([0,t];XTr
κ,p) ≥M}, inf ∅ := σ. (6.68)

By construction and (6.54), {µ = σ} ⊇ I and µ > 0 a.s. Since we already reduced to bounded initial
values, we have (A(·, u0), B(·, u0)) ∈ SMR•p,κ(T ) by (6.25). Set v := R0,(A(·,u0),B(·,u0))(u0, fA, gB)
on J0, T K. Here fA and gB are defined by

fA := 1J0,µK((A(·, u0)−A(·, u))u+ F (·, u)) + f ∈ LpP(IT × Ω, wκ;X0),

gB := 1J0,µK((B(·, u0)−B(·, u))u+G(·, u)) + g ∈ LpP(IT × Ω, wκ; γ(H,X1/2)),
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where we used Lemma 6.4.5, (6.68) and (HA) to check the required Lp-integrability. Since (u, σ) is
an Lpκ-maximal local solution to (6.22) with s = 0 it follows from Proposition 6.2.7 that u = v on
J0, µK. Since σ > 0 a.s., there exists an η̃ > 0 such that P({σ > η̃} ∩ I) > 0. Set U := {σ > η̃} ∩ I.
Using the regularity estimate of Proposition 6.2.6(2) (and (6.17)) we obtain

‖u‖Lp(U ;C([η̃,µ];XTr
p )) ≤ ‖v‖Lp(U ;C([η̃,T ];XTr

p ))

.η̃ ‖u0‖Lp(Ω;XTr
κ,p) + ‖fA‖Lp(IT×Ω,wκ;X0) + ‖gB‖Lp(IT×Ω,wκ;γ(H,X1/2)),

which is finite. Since {µ = σ} ⊇ U and P(U) > 0, the above estimate gives (6.67). This finishes
the proof of Step 3, and therefore the proof of Theorem 6.3.6(2).

Remark 6.4.7.

• The arguments in the proof of Theorem 6.3.6(2) can be extended to prove (3) in the important
case Fc = Gc = 0. The only difference is in Step 2, where IV = 0 by assumption. Of course
the latter situation is also covered by Theorem 6.3.6(3) which is proved below.

• Similar to Remark 6.4.6, under the assumptions of Theorem 6.3.6,

P
(
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖X(s,σ) <∞
)

= 0 (6.69)

To obtain (6.69) one can repeat the argument of Theorem 6.3.6(2) using Lemma 6.4.5 to get
the estimate of IV in (6.65)

To derive the remaining part (3) of Theorem 6.3.6, we will exploit the non-criticality of XTr
κ,p

by using Lemma 4.3.11. Also Theorem 6.3.6(2) is applied in a technical but essential step in the
proof below.

Proof of Theorem 6.3.6(3). As before in part (2) we assume s = 0 and p > 2. By Proposition
6.3.10 we may assume u0 is bounded, and f and g are Lp-integrable. Set

O :=
{
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p

}
(6.70)

and suppose that P(O) > 0. We will show that this leads to a contradiction.
Let (σn)n≥1 be the localizing sequence for (u, σ) defined in (6.53). By Egorov’s theorem and

the fact that σ > 0 a.s., there exist η > 0 and Fσ 3 V ⊆ O, M ∈ N such that P(V) > 0, σ > η a.s.
on V and

sup
V
‖u‖C(Iσ ;XTr

κ,p) ≤M, on V

lim
n→∞

sup
V
|σn − σ| = 0, lim

n→∞
sup
V

sup
s∈[σn,σ]

‖u(s)− u(σ)‖XTr
κ,p

= 0.

Here, as usual, we have set u(σ) := limt↑σ u(t) ∈ XTr
κ,p on V. Moreover, we may suppose that

P(σ ≤ η) ≤ 1
4P(V).

As in Step 1 of the proof of Theorem 6.3.6(2), there exists a sequence of stopping times (σ̃n)n≥1

such that for each n ≥ 1, σ̃n takes values in a finite subset of [0, T ], σ̃n ≤ σ̃n+1, σ̃n ≥ σn and
P(σ̃n ≥ σ) ≤ 1

4P(V). Defining σ′n and V ′ as in (6.55), we have V ′ ∈ Fσ, and P(V ′) > 0 as before.
Moreover, for each ε > 0 there exists an N(ε) such that on the set V, we have

‖u‖C(Iσ;XTr
κ,p) < M, |σN(ε) − σ| < ε, sup

s∈[σN(ε),σ]

‖u(s)− u(σ)‖XTr
κ,p

< ε. (6.71)

For each ε > 0 set λε = σN(ε), λ′ε = σ′N(ε) and define the stopping time τε by

τε := inf
{
t ∈ [λε, σ) : sup

s∈[λε,t]

‖u(s)− u(λε)‖XTr
κ,p
≥ 2ε, ‖u‖C(It;XTr

κ,p) ≥M
}
,
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where inf ∅ := σ. As in the proof of Theorem 6.3.6(2), τε = σ a.s. on V ⊇ V ′ for each ε > 0.
Moreover, setting Uε := {τε > λ′ε} ∈ Fλ′ε

∩ Fτε and uε := 1Uεu(λ′ε), one has Uε ⊇ V ′, uε is
Fλ′ε-measurable and

uε ∈ BL∞(Ω;XTr
κ,p)(M), for all ε > 0, N = N(ε). (6.72)

Again, as in the proof of Theorem 6.3.6(2), combining Assumption 6.3.2 for ` = κ, (6.72) and
Proposition 6.2.8, one obtains (A(·, uε), B(·, uε)) ∈ SMR•p,κ(λ′ε, T ), and for each θ ∈ [0, 1

2 )\{1+κ
p },

max{Kdet,θ,p,κ
(A(·,uε),B(·,uε)),K

sto,θ,p,κ
(A(·,uε),B(·,uε))} ≤ K

θ
M,η. (6.73)

Here Kθ
M,η does not depend on ε. Fix θ ∈ ( 1+κ

p , 1
2 ) and set KM,η = K0

M,η + Kθ
M,η. Let Rε :=

Rλε,(A(·,uε),B(·,uε)) be the solution operator associated with (A(·, uε), B(·, uε)). By Lemma 6.4.3
and (6.73), the estimate (6.42) holds with Rσ replaced by Rε and KM,η independent of ε > 0.

Step 1: There exist R, ε̄ > 0, ζ > 1 such that for all ε ∈ (0, ε̄) and all stopping time τ which
satisfies

λ′ε ≤ τ ≤ λ′ε + ε, and λ′ε ≤ τ ≤ τε, a.s. on Uε, (6.74)

one has

E
[
1Uε‖u‖

p
X(λ′ε,τ)

]
≤ R+ CεE

[
1Uε‖u‖

pζ
X(λ′ε,τ)

]
, (6.75)

for some Cε > 0 independent of u, τ such that limε↓0 Cε = 0.
It suffices to prove the result with τ replaced by λ′ε ∨ (τ ∧ σn) for each n ≥ 1. This has the

advantage that all norms which appear here will be finite.
Set ε1 := 1/(32KM,ηLM ). Let ε2 > 0 be such that C(ε2,M) ≤ 1/(4KM,η), where C(ε2,M) is

as in Lemma 4.3.11. Here we used the fact that since Fc and Gc are noncritical limε↓0 C(ε,M) = 0.
Let ε̄ := ε1 ∧ ε2 and fix ε ∈ (0, ε̄). Set ψ := 1Ω\Uελ

′
ε + 1Uετ . Since Uε ∈ Fτε ∩Fλ′ε

and τε ≥ τ a.s.
on Uε, ψ is a stopping time. Let Λε := Jλ′ε, τM = [λ′ε, τ)×Uε. Reasoning as in the proof of Theorem
6.3.6 (see (6.62)-(6.63)), by Proposition 6.2.7 and the linearity of Rε, a.s. on Λε, one has

1Uεu = Rε(uε,1ΛεFc(·, 0) + f,1ΛεGc(·, 0) + g)

+ Rε(0,1Λε(A(·, uε)−A(·, u))u,1Λε(B(·, uε)−B(·, u))u)

+ Rε(0,1ΛεFTr(·, u),1ΛεGTr(·, u))

+ Rε(0,1Λε(Fc(·, u)− Fc(·, 0)),1Λε(Gc(·, u)−Gc(·, 0))

:= I + II + III + IV.

(6.76)

It remains to estimate each part separately. For notational convenience, we set

Z := Lp(Ω;X(λ′ε, T ) ∩ Lp(λ′ε, T ), w
λ′ε
κ ;X1).

By Lemma 6.4.3,

‖I‖Z ≤ KM,η(‖uε‖Lp(Ω;XTr
κ,p) + ‖Fc(·, 0)‖

Lp(Λε,w
λ′ε
κ ;X0)

+ ‖f‖
Lp(Λε,w

λ′ε
κ ;X0)

+ ‖Gc(·, 0)‖
Lp(Λε,w

λ′ε
κ ;γ(H,X1/2))

+ ‖g‖
Lp(Λε,w

λ′ε
κ ;γ(H,X1/2))

)

≤ KM,ηCη(C +M),

where we used that (6.72). Moreover, as in (6.64) and (6.65) in the proof of Theorem 6.3.6(2) and
using that τ ≤ τε on Uε, one easily obtains

‖II‖Z ≤
1

4
‖u‖

Lp(Λε,w
λ′ε
κ ;X1)

, ‖III‖Z ≤ KM,ηC(1 +M).

To estimate IV we employ Lemma 4.3.11.
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For δ > 0, set Cδ := C(δ,M), where C(·, ·) is as in Lemma 4.3.11. By the choice of ε2 we know
that C|b−a|KM,η ≤ 1

4 for each a < b with |b− a| ≤ ε2. By Lemma 6.4.3,

‖IV ‖Z ≤ KM,η(‖Fc(·, u)− Fc(·, 0)‖
Lp(Λε,w

λ′ε
κ ;X0)

+ ‖Gc(·, u)−Gc(·, 0)‖
Lp(Λε,w

λ′ε
κ ;γ(H,X1/2))

)

≤ 1

4
‖u‖Lp(Uε;X(λ′ε,τ)) + Cε(E[1Uε‖u‖

pζ
X(λ′ε,τ)])

1/p,

where the last estimate follows from Lemma 4.3.11 and |τ − λ′ε| ≤ ε (see (6.74)).
Combining the estimates we obtain the claim of Step 1.
Step 2: Conclusion. Fix ε > 0 and set

Iε := V ′ ∩
{
σ < T, ‖u‖X(λ′ε,σ) <∞

}
,

Recall that λ′ε < σ on V ′. We claim that P(Iε) = 0. Indeed, by (6.70), one has limt↑σ u(t) exists
in XTr

κ,p a.s. on V ′ ⊆ O. Therefore,

P(Iε) = P
(
V ′ ∩

{
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖X(λ′ε,σ) <∞
})

= P
(
V ′ ∩

{
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖X(σ) <∞
})

≤ P
(
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖X(σ) <∞
)

= 0,

where in the last step we used Theorem 6.3.6(2) and Lemma 6.4.5 (or (6.69)).
Next let ε̄, (Cε)ε∈(0,ε̄), R, ζ be as in Step 1. For each ε ∈ (0, ε̄) and x ∈ R+, set ϕε(x) := x−Cεxζ .

Standard considerations show that ϕε has a unique maximum on R+ and limε↓0Mε = ∞ where
maxR+

ϕε =: Mε. Let mε > 0 be the unique number such that ϕε(mε) = Mε and note that ϕε ≥ 0
on [0,mε]. Since limε↓0Mε =∞ and P(V ′) > 0, we can choose ε ∈ (0, ε̄) such that MεP(V ′) > R.

Since P(Iε) = 0, for a.a. ω ∈ V ′ there exists a t < σ(ω) such that

‖u(·, ω)‖X(λ′ε,t)
> m1/p

ε . (6.77)

Define the stopping time µ by

µ :=

{
inf
{
t ∈ [λ′ε, τε) : ‖u‖X(λ′ε,t)

≥ m1/p
ε

}
, on Uε;

λ′ε, on Ω \ Uε.

Here we set inf ∅ := τε. In this way ‖u‖X(λ′ε,µ) = mε a.s. on Uε.
By the definition of τε and (6.77), one has µ < τε = σ on V ′. Set µε := µ∧ (λ′ε + ε). By (6.71),

σ − λ′ε ≤ σ − λε ≤ ε a.s. on V ′, and therefore µε = µ on V ′. The latter combined with V ′ ⊆ Uε
gives ‖u‖X(λ′ε,µε)

= m
1/p
ε a.s. on V ′. Since ϕε|[0,mε] ≥ 0 and Uε ⊇ V ′, we find

E[1Uεϕε(‖u‖
p
X(λ′ε,µε)

)] ≥ E[1V′ϕε(‖u‖pX(λ′ε,µε)
)] = E[1V′ϕε(mε)] = MεP(V ′).

Next observe that τ = µε satisfies condition (6.74), and the quantities appearing in (6.75) are
finite. Therefore, Step 1 implies the following converse estimate

E[1Uεϕε(‖u‖
p
X(λ′ε,µε)

)] ≤ R. (6.78)

This leads to a contradiction since R < MεP(V ′). Therefore, P(O) = 0 and this completes the
proof of Theorem 6.3.6(3).

Proof of Theorem 6.3.7(3). We use the same method as in the proof of Theorem 6.3.6(3). Suppose
that P(O) > 0 where

O :=
{
σ < T, sup

t∈[0,σ)

‖u(t)‖XTr
κ,p

<∞
}
.
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As before (see (6.71)) one can check that there exists a set V with positive probability such that
for all ε > 0 there exists an N(ε) ∈ N for which

‖u‖C(Iσ;XTr
κ,p) < M, and |σN(ε) − σ| < ε. (6.79)

Now the estimate (6.75) holds again. Indeed, in the proof the fact that limt↑σ u(t) exists in XTr
κ,p

was only used to estimate II. In the semilinear case, II = 0, and the bound in (6.79) can be used
to reproduce the estimates for I, III, IV . The proof of Step 2 of Theorem 6.3.6(3) can be used to
complete the proof.

6.4.4 Proofs of Theorems 6.3.6(4), 6.3.7(4) and 6.3.8
In this subsection, we prove the remaining results stated in Subsection 6.3.2. We begin with the
proof of Theorem 6.3.7(4) which will guide us into the remaining ones. The advantage is that in
the semilinear case the argument used to control the nonlinearities is more transparent. Additional
changes are needed to get Theorems 6.3.6(4) and 6.3.8.

Before starting with the proofs we introduce some notation which will be used only in this
subsection and allows us to give an extension of Theorem 6.3.8, i.e. Proposition 6.4.9 below. Let
(HF)-(HG) be satisfied and fix j ∈ {1, . . . ,mF +mG}. If ρj > 0, then we define β?j , ϕ?j ∈ (1− 1+κ

p , 1)
as follows:

• If ρj(ϕj − 1 + 1+κ
p ) + ϕj ≥ 1, then ϕ?j = ϕj , and β?j = 1− ρj(ϕj − 1 + 1+κ

p ) ∈ [βj , ϕj ];

• If ρj(ϕj − 1 + 1+κ
p ) + ϕj < 1, then β?j = ϕ?j = 1− ρj

ρj+1
1+κ
p ∈ (ϕj , 1).

The previous definition implies that

ρj

(
ϕ?j − 1 +

1 + κ

p

)
+ β?j = 1 for all j ∈ {1, . . . ,mF +mG}. (6.80)

If ρj = 0, then with a slight abuse of notation we replace ρj by εj > 0 such that εj(ϕj−1+ 1+κ
p )+

ϕj < 1, and define ϕ?j = β?j = 1 − εj
εj+1

1+κ
p . By choosing εj small enough (e.g. εj < κ + 1) one

always has β?j = ϕ?j > 1− 1+κ
p

1+κ
2+κ , which is needed in Lemma 6.4.8(1) below.

In all cases we have ϕ?j ≥ ϕj and β?j ≥ βj . Therefore, by XΦ ↪→ Xφ for 0 < φ ≤ Φ < 1, and by
(HF)-(HG) for all n ≥ 1 a.s. for all x ∈ X1 s.t. ‖x‖XTr

κ,p
≤ n,

‖Fc(·, x)‖X0
+ ‖Gc(·, x)‖γ(H,X1/2) ≤ C ′c,n

mF+mG∑
j=1

(1 + ‖x‖ρjXϕ?
j

)‖x‖Xβ?
j

+ C ′c,n. (6.81)

where C ′c,n = C ′Cc,n with C ′ depending only on X0, X1, βj , β
?
j , ϕj , ϕ

?
j .

Next, we partially repeat the construction of the X-space (see (6.41)) using (ρj , β
?
j , ϕ

?
j ) instead

of (ρj , βj , ϕj). As in Lemma 6.4.5 this will be needed to estimate the nonlinearities Fc, Gc. Similar
to (4.30), for all j ∈ {1, . . . ,mF +mG} we set

1

ξ′j
:=

ρj(ϕ
?
j − 1 + (1 + κ)/p)

(1 + κ)/p
, and

1

ξj
:=

β?j − 1 + (1 + κ)/p

(1 + κ)/p
. (6.82)

Since ϕ?j , β?j ∈ (1 − 1+κ
p , 1), we get 1

ξ′j
, 1
ξj
> 0. Moreover, (6.80) yields 1

ξ′j
+ 1

ξj
= 1 and therefore

1
ξ′j
, 1
ξj
< 1. Parallel to (6.41), for all 0 ≤ a < b ≤ T we define

X?(a, b) :=
(mF+mG⋂

j=1

Lpξj (a, b, waκ;Xβ?j
)
)
∩
(mF+mG⋂

j=1

Lρjpξ
′
j (a, b, waκ;Xϕ?j

)
)
. (6.83)
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By (6.81) and Hölder’s inequality we obtain that for allM ≥ 1 and all h ∈ X?(a, b)∩C([a, b];XTr
κ,p)

which satisfy ‖h‖C([a,b];XTr
κ,p) ≤M ,

‖Fc(·, h)‖Lp(a,b,waκ;X0) + ‖Gc(·, h)‖Lp(a,b,waκ;γ(H,X1/2))

≤ C ′′c,M
[mF+mG∑

j=1

(1 + ‖h‖ρj
L
ρjpξ

′
j (a,b,waκ;Xϕ?

j
)
)‖h‖Lpξj (a,b,waκ;Xβ?

j
) + 1

]
,

(6.84)

where C ′′c,M = C ′c,M (1 ∨ ‖1‖Lp(0,T,wκ) ∨maxj ‖1‖
L
pξ′
j (0,T,wκ)

).
The key to the proofs of the blow-up criteria are interpolation inequalities. In order to simplify

the notation for θ ∈ [0, 1] and 0 ≤ a < b ≤ T , we set

0MRθ,κX (a, b) := 0H
θ,p(a, b, waκ;X1−θ) ∩ Lp(a, b, waκ;X1). (6.85)

The reason for using the space 0H
θ,p instead of Hθ,p is that Proposition 6.2.6(4) allows to obtain

uniformity of the estimates in T in the proof of Theorem 6.3.7(4) below. By (6.4) there are no
trace restrictions when θ < 1+κ

p .

Lemma 6.4.8 (Interpolation inequality). Let p ∈ (1,∞), κ ∈ [0, p − 1), ψ ∈ (1 − 1+κ
p , 1), and

set ζ = (1 + κ)/
(
ψ − 1 + 1+κ

p

)
. Then there exists a θ0 ∈ [0, 1+κ

p ) such that for all θ ∈ [θ0, 1)
there is a constant C > 0 such that the following estimate holds for all 0 ≤ a < b ≤ T and all
f ∈ 0MRθ,κX (a, b) ∩ L∞(a, b;XTr

κ,p),

‖f‖Lζ(a,b,wκ;Xψ) ≤ C‖f‖
1−φ
L∞(a,b;XTr

κ,p)
‖f‖(1−δ)φ

0MRθ,κX (a,b)
‖f‖δφLp(a,b;X1−κ

p
), (6.86)

where we can take δ, φ ∈ [0, 1] as follows:

(1) δ = 1− p
1+κ

(
ψ − 1 + 1+κ

p

)
and φ = 1 if ψ ∈ (1− 1+κ

p
1+κ
2+κ , 1) and κ > 0;

(2) δ = κ
κ+1 and φ = p

(
ψ − 1 + 1+κ

p

)
if ψ ∈ (1− 1+κ

p , 1− κ
p ] and κ > 0;

(3) δ = 1 and φ = p
(
ψ − 1 + 1

p

)
if κ = 0.

In particular, in each of the above cases

(1− δ)φ ≤ p

1 + κ

(
ψ − 1 +

1 + κ

p

)
(6.87)

Note that (1) and (2) have a nontrivial overlap since 1− κ
p > 1− 1+κ

p
1+κ
2+κ .

Proof. By a translation argument we can suppose that a = 0 and we write t instead of b below.
Let us begin by making some reductions. By Lemma 6.1.4(2) for all θ ∈ [θ0, 1) we have

0H
θ,p(It, wκ;X1−θ) ∩ Lp(It;wκ;X1) ↪→ 0H

θ0,p(It, wκ;X1−θ0) ∩ Lp(It;wκ;X1).

Therefore, it suffices to consider θ = θ0 in all cases.
(1): First consider ψ ∈ (1 − κ

p , 1). For θ ∈ (0, 1 − ψ) one has θ < κ/p < (κ + 1)/p. Setting
δ := (1− θ − ψ)/(κp − θ) ∈ (0, 1], we find

‖f‖Lζ(It,wκ;Xψ)

(i)

. ‖f‖
0H

θ(1−δ),p(It,wκ(1−δ);Xψ)

(ii)

. ‖f‖1−δ
0H

θ,p(It,wκ;X1−θ)
‖f‖δLp(It;X1−κ

p
). (6.88)

In (ii) we used Lemma 6.1.4(2). In (i) we used Proposition 6.1.1(4) with Sobolev exponents

θ(1− δ)− κ(1− δ) + 1

p
= −

(κ
p
− θ
)

(1− δ)− 1

p

(a)
= −

(
ψ − 1 +

κ+ 1

p

)
(b)
= −κ+ 1

ζ
,
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where we used 1 − δ = (ψ + κ
p − 1)/(κp − θ) in (a) and the definition of ζ in (b). The condition

κ
ζ ≤

κ
p (1− δ) of Proposition 6.1.1(4) gives the following restriction on the parameter θ:

1

1 + κ

(
ψ − 1 +

1 + κ

p

)
≤ 1

p

ψ − 1 + κ
p

κ
p − θ

. (6.89)

One can check that (6.89) is satisfied with strict inequality for θ = 1−ψ (since ψ < 1), and (6.89)
is not satisfied for θ = 0. Therefore, by continuity and linearity there is a unique θ ∈ (0, 1 − ψ)
such that equality holds in (6.89). Now (6.88) implies (6.86) with φ = 1, and

1− δ =

(
ψ − 1 + κ

p

)
κ
p − θ

(6.89)
=

p

1 + κ

(
ψ − 1 +

1 + κ

p

)
which coincides with the choice of δ in (1).

Next consider ψ ∈ (1− 1+κ
p

1+κ
2+κ , 1−

κ
p ). Then 1−ψ > κ/p and we can apply the same argument

starting with θ ∈ (1−ψ, (1 +κ)/p) and setting δ := (θ+ψ−1)/(θ− κ
p ). Now the following variant

of (6.89) has to be considered

1

1 + κ

(
ψ − 1 +

1 + κ

p

)
≤ 1

p

1− ψ − κ
p

θ − κ
p

. (6.90)

This time (6.90) is satisfied with strict inequality for θ = 1 − ψ (since ψ < 1), and (6.90) is not
satisfied for θ = 1+κ

p (since ψ > 1 − 1+κ
p

1+κ
2+κ ). Therefore, there is a unique θ ∈ (1 − ψ, 1+κ

p ) such
that equality holds in (6.90). The rest of the proof is identical to (1).

The case ψ = 1− 1+κ
p is contained in (2) and will be proved below.

(2): First consider ψ ∈ (1 − 1+κ
p , 1 − κ

p ). Here we use a two step interpolation. By real
interpolation [20, Theorems 3.5.3 and 4.7.1] and the definition of φ we obtain

(XTr
κ,p, X1−κp )φ,1 ↪→

(
(X0, X1)1− 1+κ

p ,p, (X0, X1)1−κp

)
φ,1

= (X0, X1)ψ,1 ↪→ Xψ,
(6.91)

and hence ‖x‖Xψ . C‖x‖1−φ
XTr
κ,p
‖x‖φX1−κ

p

for all x ∈ X1−κp . Since φζ = p(1 + κ), the latter estimate

implies
‖f‖Lζ(It;wκ;Xψ) ≤ ‖f‖

1−φ
L∞(It;XTr

κ,p)
‖f‖φ

Lp(1+κ)(It,wκ;X1−κ
p

)
. (6.92)

Reasoning as in (6.88) we get

‖f‖Lp(κ+1)(It,wκ;X1−κ
p

) . ‖f‖
0H

κ
p

(1−δ),p
(It,wκ(1−δ);X1−κ

p
)

. ‖f‖1−δ
0H

κ
p
,p

(It,wκ;X1−κ
p

)
‖f‖δLp(It;X1−κ

p
),

(6.93)

where for the Sobolev embedding of Proposition 6.1.1(4) we used

κ

p
(1− δ)− κ(1− δ) + 1

p
= −1

p
= − κ+ 1

p(κ+ 1)
,

and κ
p(κ+1) = κ

p (1− δ) (since δ = κ
κ+1 ). Combining (6.92) and (6.93) gives (6.86).

Finally, the case ψ = 1− κ
p of (2) follows from (6.93) with φ = 1 and δ as before.

(3): This follows in a similar way as in (6.91) and (6.92).

Proof of Theorem 6.3.7(4). As usual, we set s = 0 and we mainly focus on the case p > 2 since
the case p = 2 is simpler. For the reader’s convenience we split the proof into several steps. In
Step 1 we apply Lemma 6.4.8 to obtain interpolation inequalities. In Step 2 we set-up the proof
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by contradiction and in Step 3 we derive the contradiction. Recall that from Theorem 6.3.1 we
obtain that a.s. for all θ ∈ [0, 1

2 ) and 0 ≤ a < b < σ,

u ∈ Hθ,p(a, b, waκ;X1−θ) ∩ C([a, b];XTr
κ,p). (6.94)

Step 1: Interpolation inequalities. Since ϕ?j , β?j ∈ (1− 1+κ
p , 1) and

ρjpξ
′
j =

1 + κ

(ϕ?j − 1 + 1+κ
p )

and pξj =
1 + κ

(β?j − 1 + 1+κ
p )

, (6.95)

the exponents ρjpξ′j and pξj satisfy the conditions of Lemma 6.4.8. Therefore, there exist θ ∈
[0, 1+κ

p ) and C > 0 such that for all j ∈ {1, . . . ,mF + mG} there are φ1,j , φ2,j , δ1,j , δ2,j ∈ (0, 1]
such that a.s. for all 0 ≤ a < b < σ

‖u‖
L
ρjpξ

′
j (a,b,waκ;Xϕ?

j
)
≤ C‖u‖1−φ1,j

L∞(a,b;XTr
κ,p)
‖u‖(1−δ1,j)φ1,j

0MRθ,κX (a,b)
‖u‖δ1,jφ1,j

Lp(a,b;X1−κ
p

), (6.96)

‖u‖Lpξj (a,b,waκ;Xβ?
j

) ≤ C‖u‖
1−φ2,j

L∞(a,b;XTr
κ,p)
‖u‖(1−δ2,j)φ2,j

0MRθ,κX (a,b)
‖u‖δ2,jφ2,j

Lp(a,b;X1−κ
p

), (6.97)

Moreover, by (6.80) and (6.87), ρjφ1,j(1− δ1,j) +φ2,j(1− δ2,j) ≤ 1. Note that in (6.96) and (6.97)
we used (6.94) and (6.4).

Step 2: Setting up the proof by contradiction. By contradiction we assume that P(O) > 0 where

O :=
{
σ < T, sup

t∈[0,σ)

‖u(t)‖XTr
κ,p

<∞, ‖u‖Lp(Iσ;X1−κ
p

) <∞
}
. (6.98)

By Egorov’s theorem and the fact that σ > 0 a.s., there exist η > 0, M ≥ 1, Fσ 3 V ⊆ O such
that P(V) > 0, σ > η a.s. on V,

sup
V

sup
t∈[0,σ)

‖u(t)‖XTr
κ,p
≤M, and lim

n→∞
sup
V
‖u‖Lp(σn,σ;X1−κ

p
) = 0. (6.99)

Reasoning as in the proof of Theorem 6.3.6(2), employing Corollary 6.3.9, there exist a sequence of
stopping times (σ′n)n≥1 and a set Fσ 3 V ′ ⊆ V with positive measure such that σn ≤ σ′n, σ′n ≥ η
a.s., and σ′n < σ a.s. on V ′ for all n ≥ 1. Finally, by (6.99) and the fact that σ′n ≥ σn, for all ε > 0
there exists an N(ε) > 0 such that

sup
t∈[0,σ)

‖u(t)‖XTr
κ,p
≤M, and ‖u‖Lp(σ′

N(ε)
,σ;X1−κ

p
) ≤ ε, a.s. on V ′. (6.100)

Step 3: In this step we prove the desired contradiction. We begin by partially repeating the
argument used in Step 2 in the proof of Theorem 6.3.6(2). Let θ and M,η be as in Steps 1 and 2,
respectively. By Assumption 6.3.2 there exists a KM,η > 0 such that for all t ∈ (η, T ) one has

max{Kdet,θ,p,κ
(A,B) (t, T ),Ksto,θ,p,κ

(A,B) (t, T )} ≤ KM,η. (6.101)

Since σ′n takes values in a finite set, (6.101) and Proposition 6.2.8 imply (A,B) ∈ SMR•p,κ(σ′n, T )
and

max{Kdet,θ,p,κ
(A,B) (σ′n, T ),Ksto,θ,p,κ

(A,B) (σ′n, T )} ≤ KM,η, for all n ≥ 1. (6.102)

For notational convenience, for each ε > 0 we set λε := σN(ε) and λ′ε := σ′N(ε). For each ` ≥ 1,
let us define the following stopping time

τε,` := inf
{
t ∈ [λ′ε, σ) : ‖u‖Lp(λ′ε,t;X1−κ

p
) ≥ ε,

‖u(t)‖XTr
κ,p
≥M, ‖u‖X(λ′ε,t)

≥ `
}
,

(6.103)

on {λ′ε < σ} and τε,` = λ′ε on {λ′ε ≥ σ}. Due to (6.100), lim`→∞ τε,` = σ a.s. on V ′. Next, fix
L ≥ 1 so large enough that

P(V ′′) > 0, where V ′′ := V ′ ∩ U , U := {σ > λ′ε, ‖u(λ′ε)‖XTr
κ,p
≤ L} ∈ Fλ′ε

. (6.104)
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By (6.103), for all ε > 0 and ` ≥ 1, we have a.s.

‖u‖Lp(λ′ε,τε,`;X1−κ
p

) ≤ ε, ‖u‖X(λ′ε,τε,`)
≤ `, 1λ′ε<τε,`‖u‖L∞(λ′ε,τε,`;X

Tr
κ,p) ≤M. (6.105)

Combining the last inequality in (6.105) and (HF)-(HG), we get

‖FTr(·, u)‖X0
+ ‖GTr(·, u)‖γ(H,X1/2) ≤ CTr,M (1 +M) a.e. on Jλ′ε, τε,`M.

In particular, for some RTr,M > 0 independent of ` ≥ 1, we have a.s.

‖FTr(·, u)‖
Lp(λ′ε,τε,`,w

λ′ε
κ ;X0)

+ ‖GTr(·, u)‖
Lp(λ′ε,τε,`,w

λ′ε
κ ;γ(H,X1/2))

≤ RTr,M . (6.106)

Finally, we estimate Fc, Gc. By (6.84) we get, for all ε > 0, ` ≥ 1 and a.s.

‖Fc(·, u)‖
Lp(λ′ε,τε,`,w

λ′ε
κ ;X0)

+ ‖Gc(·, u)‖
Lp(λ′ε,τε,`,w

λ′ε
κ ;γ(H,X1/2))

≤ C ′′c,M
[mF+mG∑

j=1

(1 + ‖u‖ρj
L
ρjpξ

′
j (λ′ε,τε,`,w

λ′ε
κ ;Xϕ?

j
)
)‖u‖

Lpξj (λ′ε,τε,`,w
λ′ε
κ ;Xβ?

j
)

+ 1
]
.

(6.107)

Fix j ∈ {1, . . . ,mF +mG}. From (6.96) and (6.97) we get a.s.

‖u‖ρj
L
ρjpξ

′
j (λ′ε,τε,`,w

λ′ε
κ ;Xϕ?

j
)
‖u‖

Lpξj (λ′ε,τε,`,w
λ′ε
κ ;Xβ?

j
)

≤ C1{λ′ε<τε,`}‖u‖
ρj(1−φ1,j)+(1−φ2,j)

L∞(λ′ε,τε,`;X
Tr
κ,p)

‖u‖ρjφ1,j(1−δ1,j)+φ2,j(1−δ2,j)

0MRθ,κX (λ′ε,τε,`)
‖u‖ρjδ1,jφ1,j+δ2,jφ2,j

Lp(λ′ε,τε,`;X1−κ
p

)

(i)

≤ CM,jΥj(ε)‖u‖
ρjφ1,j(1−δ1,j)+φ2,j(1−δ2,j)

0MRθ,κX (λ′ε,τε,`)

(ii)

≤ RM,j + CM,j‖u‖
0MRθ,κX (λ′ε,τε,`)

Υj(ε),

(6.108)

where RM,j > 0, Υj ∈ C([0,∞)) are independent of ` ≥ 1 and limε↓0 Υj(ε) = 0 (since δk,jφk,j > 0)
and in (i) we used the first and the last inequality in (6.105) and in (ii) the Young’s inequality
and the fact that ρjφ1,j(1− δ1,j) + φ2,j(1− δ2,j) ≤ 1. Using the same argument one can provide a
similar estimate for ‖u‖

Lpξj (λ′ε,τε,`,w
λ′ε
κ ;Xβ?

j
)
. Thus, the latter and (6.107)-(6.108) yield, a.s. for all

` ≥ 1,

‖Fc(·, u)‖
Lp(λ′ε,τε,`,w

λ′ε
κ ;X0)

+ ‖Gc(·, u)‖
Lp(λ′ε,τε,`,w

λ′ε
κ ;γ(H,X1/2))

≤ R+ Υ(ε)‖u‖
0MRθ,κX (λ′ε,τε,`)

(6.109)

where R > 0 and Υ ∈ C([0,∞)) are independent of ` ≥ 1 and limε↓0 Υ(ε) = 0.
To proceed further, note that by (6.101) there exists a constant K̃M,η > 0 independent

of ε > 0 such that (6.12) and Proposition 6.2.6(4) holds with C, (A,B) replaced by K̃M,η,
(A|Jσ′n,T K, B|Jσ′n,T K), respectively. Let ε∗ > 0 be such that

K̃M,ηΥ(ε∗) ≤ 1

4
(6.110)

and set τ∗,` := τε∗,`, λ′∗ := λ′ε∗ and R∗ := Rλ′
ε∗ ,(A,B) (see (6.17)). Fix ` ≥ 1 an recall that

Fc = FTr + Fc, G = GTr +Gc. Thus, by (6.106) and combining the second and the third estimate
of (6.105) with Lemma 6.4.5 we get

1[λ′∗,τ∗,`]×UF (·, u) ∈ LpP(Ω;Lp(λ′∗, τ∗,`, w
λ′∗
κ ;X0)),

1[λ′∗,τ∗,`]×UG(·, u) ∈ LpP(Ω;Lp(λ′∗, τ∗,`, w
λ′∗
κ ; γ(H,X1/2))),

(6.111)
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with norms depending possibly on ` ≥ 1. To get the desired contradiction we need to prove an
estimate which is uniform in ` ≥ 1.

To this end, recall that ‖u(λ′∗)‖XTr
κ,p
≤ L a.s. on U by (6.104). Reasoning as in the proof of

Theorem 6.3.6 (see (6.62)-(6.63)), by Proposition 6.2.7 and (6.111) one has, a.e. on [λ′∗, τ∗,`]× U ,

u = R∗(1Uu(λ′∗),1[λ′∗,τ∗,`]×UF (·, u),1[λ′∗,τ∗,`]×UG(·, u)). (6.112)

Thus, by (6.106), (6.109) with ε = ε∗ and Proposition 6.2.6 applied with θ as in Step 1, for all
` ≥ 1 we obtain

‖u‖Lp(U ;0MRθ,κX (λ′∗,τ∗,`))

≤ ‖R∗(1Uu(λ′∗),1[λ′∗,τ∗,`]×UF (·, u),1[λ′∗,τ∗,`]×UG(·, u))‖Lp(Ω;0MRθ,κX (λ′∗,T ))

≤ 2K̃M,η

(
L+RTr,M + ‖Fc(·, u)‖

Lp((λ′∗,τ∗,`)×U,w
λ′∗
κ ;X0)

+ ‖Gc(·, u)‖
Lp((λ′∗,τ∗,`)×U,w

λ′∗
κ ;γ(H,X1/2))

)
≤ 2KM,η,L +

1

2
‖u‖Lp(U ;0MRθ,κX (λ′∗,τ∗,`))

,

where KM,η,L does not depend on ` ≥ 1 and in the last estimate we used the choice of ε∗ in (6.110).
Let us stress that Lp(U)-norms in the previous inequality are well-defined due to the measurability
result Lemma 4.1.7 and the fact that λ′ε takes values in a finite set.

Therefore, ‖u‖Lp(U ;0MRθ,κX (λ′∗,τ∗,`))
≤ C for C > 0 independent of ` ≥ 1. Since lim`→∞ τ∗,` = σ

a.s. on V ′, by (6.109) with ε = ε∗, by Fatou’s lemma we get a.s. on V ′′ = V ′ ∩ U ,

sup
`≥1

[
‖Fc(·, u)‖

Lp(λ′∗,τ∗,`,w
λ′∗
κ ;X0)

+ ‖Gc(·, u)‖
Lp(λ′∗,τ∗,`,w

λ′∗
κ ;γ(H,X1/2))

]
= ‖Fc(·, u)‖

Lp(λ′∗,σ,w
λ′∗
κ ;X0)

+ ‖Gc(·, u)‖
Lp(λ′∗,σ,w

λ′∗
κ ;γ(H,X1/2))

≤ C ′′

for some C ′′ > 0. Thus N κ(u;λ′∗, σ) ≤ C ′′ + RTr,M a.s. on V ′′ (see (6.27) for N κ). The former
implies

P(V ′′) = P
(
V ′′ ∩

{
σ < T, N κ(u;λ′∗, σ) <∞

})
= P

(
V ′′ ∩

{
σ < T, N κ(u; 0, σ) <∞

})
≤ P

(
σ < T, N κ(u; 0, σ) <∞

)
= 0,

where in the last equality we used Theorem 6.3.7(2). The previous yields the desired contradiction
with (6.104).

The proof of Theorem 6.3.6(4) combines the argument used above and the one used in the Step
2 in the proof of Theorem 6.3.6(2).

Proof of Theorem 6.3.6(4). As usual s = 0 and we prove the claim by contradiction. Assume that
P(O) > 0 where

O :=
{
σ < T, lim

t↑σ
u(t) exists in XTr

κ,p, ‖u‖Lp(0,σ;X1−κ
p

) <∞
}
.

Reasoning as in the proof of Theorem 6.3.6(2) there exist η,M > 0, a sequence of stopping times
(σ′n)n≥1 taking values in a finite set and V ′ ∈ Fσ such that η ≤ σ′n < σ a.s. on V ′ and for each
ε > 0 there exists an N(ε) ≥ 1

‖u‖C(Iσ ;XTr
κ,p) ≤M, sup

t∈[σ′
N(ε)

,σ]

‖u(t)− u(σ)‖XTr
κ,p

< ε and ‖u‖Lp(σ′
N(ε)

,σ;X1−κ
p

) < ε.

where u(σ) := limt↑σ u(t) a.s. on O.
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For each ε > 0, ` ≥ 1 define τε,` := σ′N(ε) on {σ′N(ε) ≥ σ} and on {σ′N(ε) < σ} as

τε,` := inf
{
t ∈ [σ′N(ε), σ) : ‖u(t)− u(σ′N(ε))‖XTr

κ,p
≥ 2ε, ‖u‖X?(σ′

N(ε)
,t) ≥ `,

‖u‖Lp(σ′
N(ε)

,t;X1−κ
p

) ≥ ε, ‖u‖C([0,t];XTr
κ,p) ≥M

}
.

Choose ε∗ > 0 such that the condition in the proof of Theorem 6.3.6(2) (see the text before (6.61))
and (6.110) both hold. At this point, one can repeat the estimates of u using the splitting in (6.63)
with τε replaced by τε∗,`. Note that I − III (see (6.63)) can be estimated as in Theorem 6.3.6(2)
and the remaining terms as in the proof of Theorem 6.3.7(4) above. The claim follows similar to
Theorem 6.3.7(4) by contradiction with Theorem 6.3.6(2).

It remains to prove Theorem 6.3.8. As announced in Subsection 6.3.2, we prove a generalization
of Theorem 6.3.8, where we do not require ϕj = βj . An example of such a situation is provided by
stochastic reaction-diffusion equations with gradient nonlinearities, see Subsection 5.1.4.

Recall that ϕ?j and β?j are defined at the beginning of Subsection 6.4.4.

Proposition 6.4.9 (Serrin type blow-up criteria for semilinear SPDEs - revised). Let the as-
sumptions of Theorem 6.3.8 be satisfied replacing (6.30) by the following condition: For each
j ∈ {1, . . . ,mF +mG} such that ρj > 0 one of the following is satisfied

• κ > 0 and β?j , ϕ?j > 1− 1+κ
p

1+κ
2+κ ;

• κ = 0 and ρj ≤ 1.

Then the Lpκ-maximal local solution (u, σ) to (6.22) satisfies

P
(
σ < T, ‖u‖Lp(s,σ;X1−κ

p
) <∞

)
= 0.

Before we prove Proposition 6.4.9, we first show that it implies Theorem 6.3.8.

Proof of Theorem 6.3.8. It is enough to check the assumptions of Proposition 6.4.9. In case κ = 0
the assumptions coincide and hence this case is clear.

Next we assume κ > 0 and fix j ∈ {1, . . . ,mF +mG}. If ρj = 0, then as agreed at the beginning
of Subsection 6.4.4 we replaced ρj by εj , and the corresponding ϕ?j , β?j satisfy ϕ?j , β?j > 1− 1+κ

p
1+κ
2+κ

as assumed in Proposition 6.4.9. If ρj > 0, then note that the definition of ϕ?j , β?j and the fact that
ϕj = βj imply ϕ?j = β?j = 1− ρj

ρj+1
1+κ
p . Since ρj < 1 +κ is equivalent to ϕ?j , β?j > 1− 1+κ

p
1+κ
2+κ , the

assumptions of Proposition 6.4.9 are satisfied also in this case.

Proof of Proposition 6.4.9. As usual, we consider s = 0 and we split the proof into several cases.
The proof follows a similar argument as Theorem 6.3.7(4).

Suppose that P(O) > 0 where

O := {σ < T, ‖u‖Lp(Iσ;X1−κ
p

) <∞}. (6.113)

Then there exist η,M > 0 and Fσ 3 V ⊆ O such that P(V) > 0 and

σ > η and ‖u‖Lp(Iσ;X1−κ
p

) ≤M a.s. on V.

Note that in contrast to the proof of Theorem 6.3.7(4) we do not have an L∞-bound for u in the
trace space XTr

κ,p. However, the assumption of Theorem 6.3.8 is that FTr = GTr = 0 and C ′c,n in
(6.84) are independent of n ∈ N.

As in Step 1 of the proof of Theorem 6.3.7(4), from Lemma 6.4.8(1) and (3), it follows that for
all j ∈ {1, . . . ,mF +mG}, (6.96)-(6.97) hold with φ1,j , φ2,j , δ1,j , δ2,j ∈ (0, 1] such that

ρj [(1− φ1,j) + φ1,j(1− δ1,j)] + [(1− φ2,j) + φ2,j(1− δ2,j)] ≤ 1. (6.114)
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Chapter 6. Blow-up criteria for stochastic evolution equations

Therefore, we can extend the proof of Theorem 6.3.7(4) to the present case. Indeed, by (6.114)
we can repeat the estimate (6.109) replacing the term ‖u‖

0MRθ,κX (λε,τε,`)
by

‖u‖
0MRθ,κX (λε,τε,`)∩L∞(λε,τε,`;XTr

κ,p).

After this modification, one can repeat the argument of Step 3 of the proof of Theorem 6.3.8.
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Chapter 7

Instantaneous regularization for
SPDEs with illustration

Let (Ω,F = (Ft)t≥0,A ,P) and P be a filtered probability space and the progressive sigma algebra,
respectively. Moreover, we denote by H and WH a separable Hilbert space and a cylindrical
Brownian motion in H, respectively.

In this chapter we present instantaneous regularization results for solution to{
du+A(t, u)udt = F (t, u)dt+ (B(t, u) +G(t, u))dWH , t ∈ R+,

u(0) = u0.
(7.1)

Here we prove a general and abstract framework to prove that Lpκ-maximal local solution (u, σ) to
(7.1) satisfies

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (0, σ;Y1−θ) a.s.

where (Y1−θ)θ∈[0,1/2) is a family of suitable spaces incorporating regularization in ‘space’. More
precisely, the above inclusion yields a regularization in time if r > p or in space if the inclusions
Y1−θ ↪→ X1−θ for θ ∈ [0, 1/2) are strict. Actually, we will provide sufficient conditions to ensure

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (0, σ;Y1−θ) a.s. =⇒ u ∈

⋂
θ∈[0,1/2)

Hθ,r̂
loc (0, σ; Ŷ1−θ) a.s.

and we can use the previous iteratively to prove instantaneous regularization of solutions. Here
(Ŷ1−θ)θ∈[0,1/2) is another family of spaces such that Ŷ1−θ ↪→ Y1−θ for θ ∈ [0, 1/2). The idea behind
the bootstrap argument was sketched in Subsection 1.3.3 and we will not give additional details
here. As an illustration of the above results, we prove regularization results for solutions to the
following SPDE: {

du− ∂2
xu dt = ∂x(u3)dt+ |u|hdwct , on T,

u(0) = u0, on T,
(7.2)

where u : [0,∞)×Ω×Td → R is the unknown process, h ∈ [1, 3) and wc denotes a coloured noise.
The choice of the cubic nonlinearity ∂x(u3) is not accidental. Indeed L2(L2)-solutions to (7.2)
present the same behaviour of the L2(L2)-solutions to the 2D stochastic Navier-Stokes (1.11) and
one cannot use the standard argument to bootstrap regularity. Indeed, reasoning as in Subsection
1.4.3, if u ∈ C([0, t];L2(T)) ∩ L2(0, σ;H1(T)) for all t < σ, then for all t < σ

u ∈ C([0, t];L2(T2)) ∩ L2(0, t;H1(T2)) ↪→ L6(0, t;H1/3(T2)) ↪→ L6(0, t;L6(T2)), (7.3)

where the above embeddings are sharp. Thus, u ∈ C([0, σ);L2(T)) ∩ L2
loc([0, σ);H1(T)) implies

∂x(u3) ∈ L2
loc([0, σ);H−1(T)) and this is useless for proving regularization. Therefore to prove

regularization of solutions to (7.2) we need to exploit the full strength of our theory.
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Chapter 7. Instantaneous regularization for SPDEs with illustration

This chapter is organized as follows. Section 7.1 contains three main results. In Theorem 7.1.3
we present a general iteration scheme to bootstrap regularity in time and space. In Corollary
7.1.5 we specialize to time regularity. In both results weights play an essential role. Finally, in
Proposition 7.1.7 we present a result which allows to introduce weights after starting from an
unweighted situation. The latter is important in several interesting situations. An example where
this occurs will be given in Section 7.2 (see Roadmap 7.2.5 for a simple explanation).

7.1 Instantaneous regularization
As in Chapter 6 here we analyse the stochastic evolution equations (6.22). Recall that Assumption
4.2.1 is in force throughout this section where the abstract theory is analysed.

7.1.1 Assumptions
Below we state abstract conditions which can be used for bootstrapping arguments. We first
present our main assumptions on the spaces Y1 ↪→ Y0 in which we bootstrap regularity.

Assumption 7.1.1. Suppose that Hypothesis (H) is satisfied. Let Y0 and Y1 be UMD Banach
spaces with type 2, and such that Y1 ↪→ Y0 densely. Let r ∈ (2,∞) and α ∈ [0, r2 − 1). We say that
hypothesis H(Y0, Y1, r, α) holds if

(1) X0 and Y0 are compatible, and Y1 ∩X1 ↪→ Y1 is dense;

(2) There exist maps AY : Js, T K× Y Tr
α,r → L (Y1, Y0), FY : Js, T K× Y1 → Y0, BY : Js, T K× Y Tr

α,r →
L (Y1, γ(H,Y1/2)) and GY : Js, T K× Y1 → γ(H,Y1/2) such that a.s. for all t ∈ (s, T ),

AY (t, z)v = A(t, z)v, BY (t, z)v = B(t, z)v,

FY (t, v) = F (t, v), GY (t, v) = G(t, v),

for all z, v ∈ X1 ∩ Y1. Moreover, the following hold:

• AY , BY verify (HA) with (X0, X1, p, κ) replaced by (Y0, Y1, r, α);

• FY , GY satisfy (HF) with (X0, X1, p, κ) replaced by (Y0, Y1, r, α) and (possibly) different
parameters (ρ̃j , ϕ̃j , β̃j , m̃F , m̃G).

(3) There exists an invertible sectorial operator ÃY on Y0 of angle < π/2 such that D(ÃY ) = Y1;

(4) f ∈ L0
P(Ω;Lr(s+ ε, T ;Y0)), g ∈ L0

P(Ω;Lr(s+ ε, T ; γ(H,Y1/2))) for all ε > 0.

As before in case (6.22) is semilinear, we write (A(·, x), B(·, x)) = (Ā(·), B̄(·)) and (ĀY (·), B̄Y (·))
instead of (AY (·, x), BY (·, x)). If it is necessary to make the dependency on (α, r) explicit as well,
then we will write (AY,α,r, BY,α,r, FY,α,r, GY,α,r) instead of (AY , BY , FY , GY ).

Let (u, σ) be the maximal Lpκ-solution given by Theorem 6.3.1. Now the idea is as follows. The
above setting allows to consider (6.22) in the (Y0, Y1, r, α)-setting, i.e.

replace (X0, X1, p, κ,A,B, F,G) by (Y0, Y1, r, α,AY , BY , FY , GY ) in (6.22).

Now if Assumption 6.3.2 holds in the (Y0, Y1, r, α)-setting for ` = α, it follows that all conditions
of Theorem 6.3.1 also hold on [s+ ε, T ] for ε > 0 arbitrary. Therefore, if u(s+ ε) ∈ Y Tr

α,r a.s. there
exists an Lrα-maximal local solution (v, τ) to (6.22) in the (Y0, Y1, r, α)-setting with (s, us) replaced
by (s+ ε, u(s+ ε)) and τ : Ω→ (s+ ε, T ]. Now one would expect that τ = σ and u = v on [ε, σ],
and this typically improves the space-time regularity of u. In order to make the above bootstrap
argument precise we need to be able to connect the (Y0, Y1, r, α)-setting to the (X0, X1, p, κ)-setting
to assure:

(a) XTr
p ⊆ Y Tr

α,r;
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7.1. Instantaneous regularization

(b) v = u on [ε, τ ] and τ ≤ σ;

(c) τ ≥ σ via a blow-up criterium in the (Y0, Y1, r, α)-setting.

Below we will actually use an abstract (Y0, Y1, r, α)-setting and (Ŷ0, Ŷ1, r̂, α̂)-setting to be able
to iteration the bootstrap argument. One important ingredients in the proof will be to show
uniqueness (see (b) in the above), and this will be done by presuming the following inclusion:⋂

θ∈[0,1/2)

Hθ,r̂(s, T, wsα̂; Ŷ1−θ) ⊆ Lr(s, T, wsα;Y1) ∩ Y(s, T ) ∩ C([s, T ];Y Tr
α,r). (7.4)

Here Y(s, T ) is defined as in (6.41) with the above new parameters (r, α) and Xθ replaced by Yθ.
By translation and scaling (7.4) extends to all other bounded intervals. If u is in the space

on RHS(7.4), then u has the required regularity for being an Lrα-strong solution to (6.22) in the
(Y0, Y1, r, α)-setting by Definition 4.3.3. This follows from Lemma 6.4.5 in the (Y0, Y1, r, α)-setting.

The following lemma gives sufficient conditions for (7.4), and is strong enough to cover all
applications which we have studied so far. In particular, we never need to consider Y explicitly in
applications. We only consider the case Ŷi ↪→ Yi for i ∈ {0, 1}, but there are also variations which
avoid this condition.

Lemma 7.1.2. Suppose that Hypothesis H(Y0, Y1, r, α) holds (see Assumption 7.1.1) and that

• Ŷ0 and Ŷ1 are Banach spaces such that Ŷ1 ↪→ Ŷ0;

• Ŷi ↪→ Yi for i ∈ {0, 1}, r̂ ∈ [r,∞), and α̂ ∈ [0, r̂2 − 1).

Then (7.4) holds in each of the following cases:

(1) r = r̂ and α = α̂;

(2) 1+α̂
r̂ < 1+α

r ;

(3) 1+α̂
r̂ < 1+α

r + ε provided Ŷ1−ε ↪→ Y1 and Ŷ0 ↪→ Yε, for some ε ∈ (0, 1
2 −

1+α
r );

(4) r = r̂ and 1+α̂
r = 1+α

r + ε provided Ŷ1−ε ↪→ Y1 and Ŷ0 ↪→ Yε, for some ε ∈ (0, 1
2 −

1+α
r ).

Proof. In all cases, it is enough to consider the case s = 0.
(1)-(2): By Proposition 6.1.1(3) and the fact that Ŷ1−θ ↪→ Y1−θ, for all θ ∈ [0, 1

2 ),

Hθ,r̂(IT , wα̂; Ŷ1−θ) ↪→ Hθ,r(IT , wα; Ŷ1−θ) ↪→ Hθ,r(IT , wα;Y1−θ).

Therefore, the inclusion follows by the former, Lemma 4.3.9 and Proposition 4.1.5(1).
(3): Due to Lemma 4.3.9, it is enough to show that for some θ1, θ2 ∈ [0, 1

2 ), ν ∈ ( 1+α
r , 1

2 ),⋂
θ∈{θ1,θ2}

Hθ,r̂(IT , wα̂; Ŷ1−θ) ⊆ Hν,r(It, wα;Y1−ν) ∩ Lr(IT , wα;Y1). (7.5)

The reiteration theorem for the complex interpolation (see e.g. [20, Theorem 4.6.1]) ensures that
Ŷθ(1−ε) ↪→ Yε+θ(1−ε), for each θ ∈ (0, 1). Therefore

Ŷ1−θ ↪→ Y1−θ+ε, for all θ ∈ [ε, 1). (7.6)

Since ε ∈ (0, 1
2 −

1+α
r ), there exists a δ ∈ (0, 1

2 ) such that δ > ε + 1+α
r > 1+α̂

r̂ , where the last
inequality follows by assumption. By (7.6) and the fact that δ > ε we obtain

Hδ,r̂(IT , wα̂; Ŷ1−δ) ↪→ Hδ,r̂(IT , wα̂;Y1−(δ−ε)) ↪→ Hδ−ε,r(IT , wα;Y1−(δ−ε))

where the last embedding follows from Corollary 6.1.3. Similarly,

Hε,r̂(IT , wα̂; Ŷ1−ε) ↪→ Hε,r̂(IT , wα̂;Y1) ↪→ Lr(IT , wα;Y1).

The above embeddings imply (7.5) with θ1 = ε, θ2 = δ and ν = δ − ε.
(4): The proof is similar to (3) using the last claim in Corollary 6.1.3 in the case that 1+α̂

r =
ε+ 1+α

r .
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Chapter 7. Instantaneous regularization for SPDEs with illustration

7.1.2 Bootstrapping using weights
In this section we state our main result. The statement below is quite technical because the list
of conditions is rather long. The strength of the result will be demonstrated in Section 7.2 and in
Chapters 8-9 where we use the results below to show

• Hölder regularity results with rough initial data;

• weak solutions immediately become strong solutions.

To obtain this type of regularization, we build a general scheme which only depends on the structure
of the SPDE through the parameters p, κ,X0, X1 in which the scaling properties of the underlined
SPDEs is encoded. An example will be given in Section 7.2 (see Roadmap 7.2.5 for a short
overview).

The assumptions below have a considerable overlap with Theorem 6.3.6, which plays a key role
in the proof. Let us remind that critical spaces for (6.22) are defined below Hypothesis (H). The
picture one should have in mind is that Y -regularity and Lr-integrability is given, and Ŷ -regularity
and Lr̂-integrability are deduced as a consequence.

Theorem 7.1.3 (Bootstrapping regularity). Let Hypothesis (H) be satisfied. Let us ∈ L0
Fs

(Ω;XTr
κ,p)

and suppose that (6.23) holds for a sequence (us,n)n≥1. Suppose that

(A(·, us,n), B(·, us,n)) ∈ SMR•p,κ(s, T ), n ≥ 1,

and let (u, σ) be the Lpκ-maximal local solution to (6.22) given by Theorem 6.3.1. Suppose that
Assumption 6.3.2 holds for ` ∈ {0, κ} and Assumption 6.3.4 holds. Further suppose the following:

(1) Hypothesis H(Y0, Y1, r, α) holds, Assumption 6.3.2 holds in the (Y0, Y1, r, α)-setting for ` = α,
and

• Y Tr
r ↪→ XTr

p ;

• u : Ls, σM→ Y1 is strongly progressively measurable and

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (s, σ;Y1−θ) a.s.

(2) Hypothesis H(Ŷ0, Ŷ1, α̂, r̂) holds with r̂ ∈ [r,∞) and α̂ ∈ [0, r̂2 − 1), and the space Ŷ Tr
α̂,r̂ is not

critical for (6.22), Assumption 6.3.2 for ` ∈ {0, α̂} and 6.3.4 both hold in the (Ŷ0, Ŷ1, r̂, α̂)-
setting.

(3) Ŷi ↪→ Yi for i ∈ {0, 1}, Y Tr
r ↪→ Ŷ Tr

α̂,r̂ and (7.4) holds.

Then (u, σ) instantaneously regularizes in spaces and time in the sense that u : Ls, σM → Ŷ1 is
strongly progressively measurable and

u ∈
⋂

θ∈[0,1/2)

Hθ,r̂
loc (s, σ; Ŷ1−θ) ⊆ C((s, σ); Ŷ Tr

r̂ ) a.s. (7.7)

Observe that if Hypothesis (H) and Assumption 6.3.2 for ` = κ hold, then by Theorem 6.3.1,
condition (1) is always satisfied for (Y0, Y1, r, α) = (X0, X1, p, κ). Also note that Y Tr

α,r can be critical
for (6.22) in the (Y0, Y1, r, α)-setting.

In the above we did not assume Yi ↪→ Xi, but in most of the applications to SPDEs this holds,
and therefore, Y Tr

r ↪→ XTr
p is fulfilled provided r ≥ p.

Remark 7.1.4.

(1) Theorem 7.1.3 yields an improvement in regularity in time if r̂ > r and in space if Ŷi ↪→ Yi is
strict for some i ∈ {0, 1}.
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7.1. Instantaneous regularization

(2) Often Theorem 7.1.3 can be applied iteratively where (Ŷ0, Ŷ1, r̂, α̂) takes over the role of
(Y0, Y1, r, α), and another quadruple takes over the role of (Ŷ0, Ŷ1, r̂, α̂). In this way for con-
crete SPDEs, in finitely many steps one can often derive ( 1

2 − ε)-Hölder regularity in time and
higher order Hölder regularity in space for rough initial data.

Proof of Theorem 7.1.3. To prepare the proof, we collect some useful facts. It suffices to consider
s = 0. Fix ε > 0 and set

V := {σ > ε} ∈ Fε. (7.8)

By (1), Proposition 4.1.5, and (3),

1Vu(ε) ∈ L0
Fε

(Ω;Y Tr
r ) ⊆ L0

Fε
(Ω; Ŷ Tr

α̂,r̂). (7.9)

As explained below Assumption 7.1.1, by (1) and Theorem 6.3.1 applied in the (Y0, Y1, r, α)-setting
we find that there exists an Lrα-maximal local solution to (v, τ) to (6.22) in the (Y0, Y1, r, α)-
setting with s = ε and initial data 1Vu(ε), with localizing sequence (τk)k≥1. Similarly, arguing in
(Ŷ0, Ŷ1, r̂, α̂)-setting (thus using (7.9) and (2)), we obtain an Lr̂α̂-maximal local solution (v̂, τ̂) to
(6.22) in the (Ŷ0, Ŷ1, r̂, α̂)-setting with s = ε, initial data 1Vu(ε) and localizing sequence (τ̂k)k≥1.

Step 1: τ = σ on V and v = u a.e. on [ε, τ)× V. By Theorem 6.3.1 and Proposition 4.1.5(2),
for all k ≥ 1,

v ∈
⋂

θ∈[0,1/2)

Hθ,r(ε, τk, w
ε
α;Y1−θ) ⊆ C((ε, τk];Y Tr

r ). (7.10)

By condition (1) and Theorem 6.3.1(1), u ∈ Y1 ∩ X1 a.e. on Jε, σM. Thus, AY (·, u)u = A(·, u)u,
BY (·, u)u = B(·, u)u, FY (·, u) = F (·, u), GY (·, u) = G(·, u) a.e. on Jε, σM. This implies that
(1Vu|[ε,σ),1Vσ+1Ω\Vε) is an Lrα-local solution to (6.22) in the (Y0, Y1, r, α)-setting with s = ε and
initial data 1Vu(ε). Therefore, maximality of (v, τ) implies

σ ≤ τ, a.e. on V, u = v, a.e. on [ε, σ)× V. (7.11)

It remains to prove that σ ≥ τ a.e. on V. For this it is enough to show

P(V ∩ {σ < τ}) = 0. (7.12)

Since limk→∞ τk = τ and τ > ε a.s., by (7.10) and (7.11), we get

u = v ∈ C((ε, σ];Y Tr
r ), a.e. on V ∩ {τ < σ}.

By (1), Y Tr
r ↪→ XTr

p and therefore limt↑σ u(t) exists in XTr
p a.e. on V ∩ {σ < τ}. Combining this

with σ < τ ≤ T a.e. on V ∩ {σ < τ}, we obtain

P(V ∩ {σ < τ}) = P
(
V ∩ {σ < τ} ∩ {σ < T} ∩

{
lim
t↑σ

u(t) exists in XTr
p

})
≤ P

(
σ < T, lim

t↑σ
u(t) exists in XTr

p

)
= 0,

where the last equality follows from Theorem 6.3.6(1) (here we used Assumption 6.3.2 for ` ∈ {0, κ}
and Assumption 6.3.4). This implies (7.12) and completes this step.

Step 2: τ = τ̂ a.s. and v = v̂ on Jε, τM. Since (τ̂k)k≥1 is a localizing sequence, for all k ≥ 1, one
has

v̂ ∈
⋂

θ∈[0,1/2)

Hθ,r̂(ε, τ̂k, w
ε
α̂; Ŷ1−θ) a.s. (7.13)

Next, as in Step 1, we show that (v̂, τ̂) is an Lrα-local solution to (6.22) in the (Y0, Y1, α, r)-setting.
To this end, note that thanks to Hypothesis H(Y0, Y1, α, r) and H(Ŷ0, Ŷ1, α̂, r̂), and by density,

AŶ ,α̂,r̂(·, v̂)v̂ = AY,α,r(·, v̂)v̂, FŶ ,α̂,r̂(·, v̂) = FY,α,r(·, v̂),
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BŶ ,α̂,r̂(·, v̂)v̂ = BY,α,r(·, v̂)v̂, GŶ ,α̂,r̂(·, v̂) = GY,α,r(·, v̂)

a.e. on Jε, τ̂M. The latter, (7.4), and (7.13), ensure that (v̂, τ̂) is also an Lrα-local solution to (6.22)
in the (Y0, Y1, r, α)-setting with s = ε and initial data 1Vu(ε). The maximality of (v, τ) gives

τ̂ ≤ τ, a.s., v = v̂, a.e. on Jε, τ̂M. (7.14)

It remains to prove τ ≤ τ̂ a.s. By (3), Y Tr
r ↪→ Ŷ Tr

α̂,r̂ and thus by (7.10) and (7.14),

v = v̂ ∈ C((ε, τ̂ ];Y Tr
r ) ⊆ C((ε, τ̂ ]; Ŷ Tr

α̂,r̂), a.s. on {τ̂ < τ}.

Therefore, limt↑τ̂ v̂(t) exists in Ŷ Tr
α̂,r̂ a.e. on {τ̂ < τ}. Since τ̂ < τ ≤ T on {τ̂ < τ},

P(τ̂ < τ) = P
(
{τ̂ < τ} ∩ {τ̂ < T} ∩

{
lim
t↑τ̂

v̂(t) exists in Ŷ Tr
α̂,r̂

})
≤ P

(
τ̂ < T, lim

t↑τ̂
v̂(t) exists in Ŷ Tr

α̂,r̂

)
= 0,

where in the last step we used condition (2) in order to apply Theorem 6.3.6(3) in the (Ŷ0, Ŷ1, r̂, α̂)-
setting.

Step 3: Conclusion. By Steps 1-2, σ = τ = τ̂ a.s. on V and u = v = v̂ on V × [ε, σ) = Jε, σM.
Let (σn)n≥1 be the localizing sequence for u defined in (6.53). Then we have already seen that one
has σn < σ for all n ≥ 1. Thus, by (7.13) and the previous consideration, for all n ≥ 1 and δ > 0,

1Vu ∈
⋂

θ∈[0,1/2)

Hθ,r̂(ε, σn, w
ε
α̂; Ŷ1−θ) ⊆

⋂
θ∈[0,1/2)

Hθ,r̂(ε+ δ, σn; Ŷ1−θ) a.s. (7.15)

where we used that σn < σ = limk→∞ τ̂k a.s., Proposition 6.1.1(1).
Now let εk = δk = 1

2k , Vk = {σ > 1
2k} and set Ω0 =

⋃
k≥1 Vk. Let (v̂k)k≥1 denote the

corresponding Ŷ1-valued solutions defined on J1/k, σM. Since σ > 0 a.s., P(Ω0) = 1, and therefore,
a.s. for all k ≥ 1 and all n ≥ 1,

u ∈
⋂

θ∈[0,1/2)

Hθ,r̂( 1
k , σn; Ŷ1−θ).

This implies the first part of (7.7). The final part of (7.7) follows from Proposition 4.1.5(1) in the
unweighted case.

Finally, to check the progressive measurability of u as a Ŷ1-valued function, note that u|J1/k,σM =

v̂k on Vk a.s. Since 1[1/k,σ)×Vk v̂k is strongly progressively measurable as a Ŷ1-valued process, and
converges pointwise to u a.s. we find that u has the same property.

In the special case Ŷi = Yi, the above result simplifies and can be used to derive time-regularity.

Corollary 7.1.5 (Bootstrapping time regularity). Let Hypothesis (H) be satisfied. Let us ∈
L0

Fs
(Ω;XTr

κ,p) and that (6.23) holds. Suppose that

(A(·, us,n), B(·, us,n)) ∈ SMR•p,κ(s, T ), n ≥ 1,

and let (u, σ) be the Lpκ-maximal local solution to (6.22) given by Theorem 6.3.1. Suppose that
Assumption 6.3.2 holds for ` ∈ {0, κ} and Assumption 6.3.4 holds.

(1) Suppose that Hypothesis H(Y0, Y1, r, α) holds for some α ∈ (0, r2 − 1), Assumption 6.3.2 holds
in the (Y0, Y1, r, α)-setting for ` = α, and

• Y Tr
r ↪→ XTr

p ;
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7.1. Instantaneous regularization

• u : Ls, σM→ Y1 is strongly progressively measurable and

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (s, σ;Y1−θ) a.s.

(2) Let r̂ ∈ [r,∞) and suppose Assumption 6.3.2 for ` ∈ {0, α̂} and Assumption 6.3.4 both hold in
the (Y0, Y1, r̂, α̂)-setting for all α̂ ∈ [0, r̂2 − 1) satisfying 1+α̂

r̂ < 1+α
r .

Then
u ∈

⋂
θ∈[0,1/2)

Hθ,r̂
loc (s, σ;Y1−θ) ⊆ C(s, σ;Y Tr

r̂ ) a.s. (7.16)

Note that if f = 0 and g = 0, then the above result may be applied with r̂ arbitrary. Recall
that by Theorem 6.3.1, (1) is satisfied in the case Xi = Yi (for i ∈ {0, 1}), r = p and α = κ > 0.
In the proof of the Corollary 7.1.5 we will see that it is enough to assume (2) for a particular value
α̂ such that 1+α̂

r̂ < 1+α
r , and the corresponding trace space Ŷ Tr

α̂,r̂ is not critical for (6.22) in the
(Ŷ0, Ŷ1, r̂, α̂)-setting.

Proof of Corollary 7.1.5. The idea is to apply Theorem 7.1.3 with Ŷ0 = Y0, Ŷ1 = Y1, r̂ > r and α̂
such that 1+α̂

r̂ < 1+α
r which will be chosen below. It remains to check Theorem 7.1.3(1)-(3). Note

that (1) holds by assumption. Next, we check (2). Since hypothesis H(Y0, Y1, α, r) holds, there
exist m̃F , m̃G, (ϕ̃j)

m̃F+m̃G
j=1 ⊆ (1− 1+α

r , 1), (β̃j)
m̃F+m̃G
j=1 such that β̃j ∈ (1− 1+α

r , ϕ̃j ] and (HF)-(HG)
hold with (p, κ) replaced by (r, α). Set

2ε := min
j∈{1,...,m̃F+m̃G}

{
β̃j − 1 +

1 + α

r
,
α

r

}
> 0,

where we used that α > 0 by (1). In particular,

min
j∈{1,...,m̃F+m̃G}

{β̃j , ϕ̃j} > 1− 1 + α

r
+ ε, and

1

r
<

1 + α

r
− ε. (7.17)

Since α̂ ∈ [0, r̂2 − 1) if and only if 1+α̂
r̂ ∈ [ 1

r̂ , 1) ⊇ [ 1
r , 1) (where we used that r̂ ≥ r), there exists an

α̂ ∈ [0, r̂2 − 1) such that
1 + α

r
− ε < 1 + α̂

r̂
<

1 + α

r
. (7.18)

Note that the above choice of α̂ yields

Yr ↪→ Y Tr
α̂,r̂ = Ŷ Tr

α̂,r̂ and Y Tr
α̂,r̂ = Ŷ Tr

α̂,r̂ ↪→ Y Tr
α,r. (7.19)

We claim that FY , GY satisfy (HF)-(HG) with (p, κ) replaced by (r̂, α̂). To see this, note that by
(7.17)-(7.19),

ϕ̃j , β̃j > 1− 1 + α

r
+ ε > 1− 1 + α̂

r̂
,

and thus (4.18), (4.20) hold with (p, κ, ρj , ϕi, βj ,mF ,mG) replaced by (r̂, α̂, ρ̃j , ϕ̃i, β̃j , m̃F , m̃G).
Moreover, due to the fact that 1+α̂

r̂ < 1+α
r , (4.18) and (4.20) hold with the strict inequality and

thus Ŷ Tr
α̂,r̂ is not critical for (6.22) in the (Y0, Y1, r̂, α̂)-setting. Finally, (HA) holds by the second

inclusion in (7.19).
Due to the first inclusion in (7.19), to check Theorem 7.1.3(3) it remains to note that (7.4) with

the above choice of (Ŷ0, Ŷ1, α̂, r̂) follows from Lemma 7.1.2(2) and the upper bound in (7.18).

Remark 7.1.6. In the deterministic case, part of the arguments used in Theorem 7.1.3 appears in
[175, 181, 100]. Our systematic treatment appears to be new. Let us note that an essential step in
the proof is to use blow-up criteria to show the invariance of the explosion time σ in the different
settings.
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Chapter 7. Instantaneous regularization for SPDEs with illustration

7.1.3 The emergence of weights
In Theorem 7.1.3(2), there are two difficulties:

• it is not applicable in the critical case;

• it is often not applicable in the unweighted setting.

In this subsection we show how to create a weighted situations from an unweighted one, which also
allows criticality. For simplicity we only consider the case where we add a weight near t = s as this
is what is needed to start a bootstrapping argument. Moreover, we only consider the semilinear
setting, as the extension to the quasilinear setting is quite cumbersome and harder to state. Unlike
in Theorem 7.1.3(2) the case p = 2 is allowed, which is central in many applications.

Recall that (ĀY , B̄Y ) is as below Assumption 7.1.1. We need an additional condition on F and
G. Fix r ∈ [1,∞]. Suppose that for each n ≥ 1 there is a constant Cn such that for a.a. ω ∈ Ω, for
all t ∈ [s, T ] and ‖x‖(X0,X1)

1− 1
p
,r
, ‖y‖(X0,X1)

1− 1
p
,r
≤ n,

‖Fc(t, ω, x)‖X0 ≤ Cn
mF∑
j=1

(1 + ‖x‖ρjXϕj )‖x‖Xβj + Cn

‖Gc(t, ω, x)‖γ(H,X1/2) ≤ Cn
mF+mG∑
j=mF+1

(1 + ‖x‖ρjXϕj )‖x‖Xβj + Cn, (7.20)

‖FTr(t, ω, x)‖X0
+ ‖GTr(t, ω, x)‖γ(H,X1/2) ≤ Cn(1 + ‖x‖(X0,X1)

1− 1
p
,r

).

This coincides with the growth condition in (HF) and (HG) if r = p and κ = 0.
The main result of this section is the following:

Proposition 7.1.7 (Adding weights at the initial time). Let Hypothesis (H) be satisfied with
κ = 0. Let r ∈ [p,∞), r > 2, α ∈ [0, r2 − 1), and suppose that (7.20) holds. Let us ∈ L0

Fs
(Ω;XTr

p )
and suppose that

(A(·, x), B(·, x)) ≡ (Ā(·), B̄(·)) ∈ SMR•p(s, T ), for all x ∈ X1. (7.21)

Let (u, σ) be the Lp0-maximal local solution to (6.22) of Theorem 6.3.1. Suppose that δ ∈ [0, 1 −
maxj ϕj), where p > 2 in case δ = 0, and the following are satisfied:

(1) Hypothesis H(Y0, Y1, α, r), and Assumption 6.3.4 hold in the (Y0, Y1, α, r)-setting,

Yδ = X0, Y1 = X1−δ,
1

p
=

1 + α

r
+ δ, and

1

r
≥ max

j
ϕj − 1 +

1

p
;

(2) (ĀY , B̄Y ) ∈ SMRq,β(t, T ) for all t ∈ (s, T ), q ∈ (2, r] and β ∈ [0, q2 − 1).

Then
u ∈

⋂
θ∈[0,1/2)

Hθ,r
loc (s, σ;X1−δ−θ) ⊆ C(s, σ; (X0, X1)1−δ− 1

r ,r
) a.s. (7.22)

Proposition 7.1.7 allows to bootstrap regularity in time provided r > p is not too big at
the expense of reducing the regularity ‘in space’ in the case that δ > 0. Moreover, if α > 0,
then (X0, X1)1−δ− 1

r ,r
= (X0, X1)1− 1

p+α
r ,r

↪→ XTr
p and therefore Proposition 7.1.7 also yields a

regularization in space. One of the interesting features of Proposition 7.1.7 is that in applications
to SPDEs one can fix r and choose δ small enough so that α

r = 1
p −

1
r − δ > 0. Then by (7.22)

and the fact that Y Tr
r = (X0, X1)1−δ− 1

r ,r
↪→ XTr

p we can apply Corollary 7.1.5 to obtain high
integrability in time. After that one can bootstrap further regularity via Theorem 7.1.3.

In the case p > 2, one usually takes δ = 0. This is not allowed if p = 2, since 1
p = 1

2 >
1+α
r for

all r ∈ [2,∞), α ∈ [0, r2 − 1) and therefore (1) can hold if and only if δ > 0. In this case, Y0 can be
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7.1. Instantaneous regularization

thought as “X−δ" and (typically) can be defined as X−δ,Ã, i.e. the extrapolated space (see e.g. [3,
Appendix A]) constructed via Ã (see Assumption 4.2.1).

Actually, Proposition 7.1.7 holds under more general assumptions, and it has a version for a
quasilinear equations. However, we prefer to state Proposition 7.1.7 in its current simple form as
this is enough for many of the applications we have in mind and is less technical.

Proof of Proposition 7.1.7. As usual, we set s = 0. Due to [20, Theorems 4.6.1 and 4.7.2] and the
fact that Yδ = X0, Y1 = X1−δ we have

Yθ = Xθ−δ, and (Y0, Y1)θ,ζ = (X0, X1)θ−δ,ζ for all θ ∈ (δ, 1), ζ ∈ [1,∞]. (7.23)

The former, the fact that r ≥ p and 1+α
r = 1

p − δ imply that for all ε > 0

1Vu(ε) ∈ L0
Fε

(Ω;XTr
p ) ⊆ L0

Fε
(Ω;Y Tr

α,r) where V := {σ > ε}. (7.24)

As explained below Assumption 7.1.1, by (7.24) and Hypothesis H(Y0, Y1, α, r), Theorem 6.3.1
gives existence of an Lrα-maximal local solution (v, τ) to (6.22) on [ε, T ] with initial data 1Vu(ε)
in the (Y0, Y1, α, r)-setting. Since r > 2 (see (1)), Theorem 6.3.1(1) ensures that a.s.

v ∈
⋂

θ∈[0,1/2)

Hθ,r
loc ([ε, τ), wεα;Y1−θ) ⊆ C([ε, τ);Y Tr

α,r) = C([ε, τ); (X0, X1)1− 1
p ,r

), (7.25)

where the latter is not the “right” trace space. As in the proof of Theorem 7.1.3, to prove (7.22) it
remains to show that

τ = σ a.s. and u = v a.e. on Jε, σM. (7.26)

Indeed, if (7.26) holds, then (7.22) follows from (7.25), the arbitrariness of ε > 0, and the argument
in Step 3 of the proof of Theorem 7.1.3.

For the reader’s convenience, we split the proof of (7.26) into several steps. In Step 1 we prove
that τ ≤ σ a.s. and u = v a.e. on V × [ε, τ) assuming that⋂

θ∈[0,1/2)

Hθ,r(a, b, waα;Y1−θ) ⊆ X(a, b), for all 0 ≤ a < b <∞, (7.27)

in Step 2 we prove (7.26), and in Step 3 we prove (7.27).
Step 1: τ ≤ σ a.s. and u = v a.e. on V × [ε, τ). By uniqueness of the Lp0-maximal local solution

(u, σ), to prove the claim of this step it remains to check that (v, τ) is an Lp0-local solution to (6.22)
on [ε, T ] in the (X0, X1, p, 0)-setting with initial data 1Vu(ε). Since Hypothesis H(Y0, Y1, α, r)
holds, it is enough to check that the process v has the required regularity for being an Lp0-local
solution to (6.22) on [ε, T ] in the (X0, X1, p, 0)-setting (see Definitions 4.3.3-4.3.4 and Lemma
6.4.5), i.e.

v ∈ Lp(ε, τk;X1) ∩ C([ε, τk];XTr
p ) ∩ X(ε, τk) a.s. for all k ≥ 1, (7.28)

for a suitable localizing sequence (τk)k≥1 for (v, τ). By (7.25) and (7.27), v ∈ X(ε, τk) a.s., and
thus it remains to prove the first two parts of (7.28).

To proceed, we need a localization argument. For j ≥ 1 set

Vj := V ∩ {‖u(ε)‖XTr
p
≤ j} ∈ Fε. (7.29)

By (7.25) and (7.27), we can define a localizing sequence by

τj := inf{t ∈ [ε, τ) : ‖v‖Lr(ε,t,wεκ;Y1) + ‖v(t)‖(X0,X1)
1− 1

p
,r

+ ‖v‖X(ε,t) ≥ j}, (7.30)

where inf ∅ := τ , and moreover, (τj)j≥1 is a localizing sequence for (v, τ). Due to (7.20) one can
check that Lemma 6.4.5 is also valid if XTr

κ,p is replaced by (X0, X1)1− 1
p ,r

everywhere. Therefore,
by (7.30), we obtain that for all j ≥ 1,

Fj := 1[ε,τj ]×VjF (·, v) ∈ L∞(Ω;Lp(ε, T ;X0)),

Gj := 1[ε,τj ]×VjG(·, v) ∈ L∞(Ω;Lp(ε, T ; γ(H,X1/2))).
(7.31)

164



Chapter 7. Instantaneous regularization for SPDEs with illustration

Due to (7.21), (7.29) and (7.31), for each j ≥ 1 there exists a strong solution

zj ∈ LpP(Ω;Lp(ε, T ;X1) ∩ C([ε, T ];XTr
p ))

to the following (see Definition 4.2.3){
dzj + Ā(·)zjdt = Fjdt+ (B̄(·)zj +Gj)dWH , on [ε, T ],

zj(ε) = 1Vju(ε).
(7.32)

Recall that (v, τ) is an Lrα-maximal local solution to (6.22) on [ε, T ] in the (Y0, Y1, α, r)-setting
with initial data 1Vu(ε). By (7.30), v ∈ L∞(Ω;Lr(ε, τj , w

ε
α;Y1)). Set

vj := 1Vj (v − zj) ∈ Lp(Ω;Lp(ε, τj ;X1) + Lr(ε, τj , w
ε
α;Y1)). (7.33)

Then vj is a strong solution to the following problem on [ε, τj ]× Vj{
dvj + ĀY (·)vjdt = B̄Y (·)vjdWH , on Jε, T K,
vj(ε) = 0,

(7.34)

where (ĀY , B̄Y ) are as in Assumption 7.1.1. Due to the regularity of zj , it remains to prove that
vj = 0 a.e. on Jε, τjK. To this end, we apply assumption (2). For the sake of clarity we divide the
argument into two cases.

(1) Case δ = 0, p > 2. Recall that r ≥ p and 1+α
r = 1

p by (1). Fix q ∈ (2, p). Then 1+α
r < 1

q and
Proposition 6.1.1(3) yields Lr(It, wα;Y1) ↪→ Lq(It;Y1) for all t > 0. Recalling that X1 = Y1

(due to δ = 0), we have

Lp(It;X1) + Lr(It, wα;Y1) ↪→ Lq(It;X1) for all t > 0.

The former and (7.33) ensure vj ∈ Lq(Ω;Lq(ε, τj ;X1)). Therefore, vj ≡ 0 by (7.34), (ĀY , B̄Y ) =
(Ā, B̄) ∈ SMRq(ε, T ), and Proposition 6.2.7.

(2) Case δ > 0. Since 1+α
r = 1

p − δ <
1
p we have Lr(It, wα;Y1) ↪→ Lp(It;Y1) for all t > 0 by

Proposition 6.1.1(3). Recalling that X1 ↪→ Y1, we have

Lp(It;X1) + Lr(It, wα;Y1) ↪→ Lp(It;Y1) for all t > 0.

As above, the former and (7.33) imply that vj ∈ Lp(Ω;Lp(ε, τj ;Y1)). Therefore, vj ≡ 0 by
(7.34), (ĀY , B̄Y ) ∈ SMRp(ε, T ) and Proposition 6.2.7.

Step 2: (7.26) holds. By Step 1 and (7.25) it is enough to show that τ ≥ σ a.s. on V and this
will be done via Theorem 6.3.7(4). To this end, we claim that it suffices to show that

v ∈ Lr(ε, τ ;Y1−αr ) ∩ C([ε, τ ];Y Tr
α,r) a.s. on V ∩ {τ < σ}. (7.35)

Indeed, if (7.35) holds, then

P(V ∩ {τ < σ}) (i)
= P

(
V ∩ {τ < σ} ∩

{
sup
t∈[ε,τ)

‖v(t)‖Y Tr
α,r

+ ‖v‖Lr(ε,τ ;Y1−α
r

) <∞
})

(ii)

≤ P
(
τ < T, sup

t∈[ε,τ)

‖v(t)‖Y Tr
α,r

+ ‖v‖Lr(ε,τ ;Y1−α
r

) <∞
)

= 0,

where in (i) we used (7.35), and in (ii) we used Theorem 6.3.7(4).
To prove (7.35), recall that τ ≤ σ a.s. on V and u = v a.e. on [ε, τ)× V by Step 1. The latter,

(7.23) and the fact that r ≥ p ensure

v = u ∈ C([ε, τ ];XTr
p ) ⊆ C([ε, τ ];Y Tr

α,r), a.s. on V ∩ {τ < σ}. (7.36)
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To complete the proof of (7.35), we need to prove v ∈ Lr(ε, τ ;Y1−αr ). To this end, we consider
p > 2 and p = 2 separately.

If p > 2, then by Step 1 and Theorem 6.3.1(1) applied with θ = α
r + δ = 1

p −
1
r <

1
2 we have,

a.s. on V ∩ {τ < σ},

v = u ∈ H α
r +δ,p(ε, τ ;X1−αr −δ)

(7.23)
= H

α
r +δ,p(ε, τ ;Y1−αr )

(∗)
↪→ Lr(ε, τ ;Y1−αr )

where we used that α
r + δ = 1

p −
1
r <

1
2 , and (∗) follows from Proposition 6.1.1(4).

If p = 2, then instead of Sobolev embedding, we can use the following standard interpolation
inequality for 0 ≤ a < b <∞ and θ ∈ (0, 1):

C([a, b];X1/2) ∩ L2(a, b;X1) ↪→ L2/θ(a, b;X(1+θ)/2). (7.37)

By Theorem 6.3.1(1) with p = 2 and Step 1 we have, a.s. on V ∩ {τ < σ},

v = u ∈ C([ε, τ ];X1/2) ∩ L2(ε, τ ;X1)
(7.37)
↪→ Lr(ε, τ ;X1−αr −δ)

(7.23)
= Lr(ε, τ ;Y1−αr ),

where we used θ = 1− 2(αr + δ) = 2
r ∈ (0, 1).

Step 3: (7.27) holds. By translation and scaling, it is enough to prove (7.27) for a = 0 and
b = T . Fix k ∈ {1, . . . ,mF +mG}. Recall that κ = 0 and by (4.29)-(4.30)

1

ρ?kpr
′
k

= ϕk − 1 +
1

p
and

1

prk
= βk − 1 +

1

p
. (7.38)

By Hypothesis (H) for φ ∈ {βk, ϕk} we have δ < 1 − φ (since δ < 1 − ϕk and ϕk ≥ βk) and
1− φ− δ < 1

2 (since φ > 1− 1
p >

1
2 ). Thus, to prove (7.27) note that⋂

θ∈[0,1/2)

Hθ,r(IT , wα;Y1−θ) ⊆
⋂

φ∈{ϕk,βk}

H1−φ−δ,r(IT , wα;Yφ+δ)

(i)
=

⋂
φ∈{ϕk,βk}

H1−φ−δ,r(IT , wα;Xφ)

(ii)
↪→ Lρ

?
kpr
′
k(IT ;Xϕk) ∩ Lprk(IT ;Xβk)

(7.39)

where in (i) we used (7.23) and δ < 1− ϕk, and in (ii) we used (7.38), Proposition 6.1.1(4) and

r ≤ min{prk, ρ?kpr′k}, 1− ϕk − δ −
1 + α

r
= − 1

ρ?kpr
′
k

, 1− βk − δ −
1 + α

r
= − 1

prk
.

Note that r ≤ min{prk, ρ?kpr′k} is equivalent to 1
r ≥

1
ρ?kpr

′
k

= ϕk − 1 + 1
p and 1

r ≥
1
prk

= βk − 1 + 1
p

(see (7.38)), which hold by (2) and the fact that βk ≤ ϕk. Since k was arbitrary (7.27) follows
from (6.41) and (7.39).

Remark 7.1.8. If additionally in Proposition 7.1.7, (ĀY , B̄Y ) ∈ SMR•r,α(s, T ),

f ∈ L0
P(Ω;Lr(s, T, wα;Y0)) and g ∈ L0

P(Ω;Lr(s, T, wα; γ(H,Y1/2))),

then
u ∈

⋂
θ∈[0,1/2)

Hθ,r
loc ([s, σ), wsα;X1−δ−θ) a.s. (7.40)

Indeed, this follows by taking ε = 0 in (7.24), and using XTr
p ↪→ Y Tr

α,r.
The previous regularization results allow us to prove instantaneous regularization for Lpκ-

maximal local solutions to (6.22). In applications to SPDEs, one can employ the following ex-
trapolation result to transfer the regularity and life-span of solutions for a given setting to another
one.
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Lemma 7.1.9 (Extrapolating regularity and life-span). Let Hypothesis (H) be satisfied. Let
us ∈ L0

Fs
(Ω;XTr

κ,p) and suppose that (u, σ) the Lpκ-maximal local solution to (6.22) exists. Suppose
that Assumption 6.3.2 for ` = 0 and 6.3.4 are satisfied, and that the following conditions hold for
a given ε ∈ (0, T − s):

(1) Hypothesis H(Y0, Y1, r, α) and Assumption 6.3.2 for ` = α hold in the (Y0, Y1, r, α)-setting, and
one of the following holds:

• u ∈ C((s, σ);Y1/2) ∩ L2(s, σ;Y1) a.s. and r = 2;

• u ∈
⋂
θ∈[0,1/2)H

θ,r
loc (s, σ;Y1−θ) a.s. and r > 2.

(2) Hypothesis H(Ŷ0, Ŷ1, r̂, α̂) holds, Ŷi ↪→ Yi, r̂ ∈ [r,∞), Ŷ Tr
r̂ ↪→ XTr

p , and the Lrα-maximal local
solution (v, τ) to (6.22) on [s + ε, T ] in the (Y0, Y1, r, α)-setting with initial value vs+ε =

1σ>εu(s+ ε) satisfies v ∈
⋂
θ∈[0,1/2)H

θ,r̂
loc (s+ ε, τ ; Ŷ1−θ).

Then σ = τ and u = v on [s+ ε, σ) a.s. on the set {σ > ε}.

Conditions (1) and (2) can be checked using the results in Subsections 7.1.2-7.1.3. Typi-
cally the lemma can be applied for every ε ∈ (0, T − s), and in this case we obtain that u ∈⋂
θ∈[0,1/2)H

θ,r̂
loc (s, σ; Ŷ1−θ).

Remark 7.1.10.

(1) In applications to SPDEs, Lemma 7.1.9 allows to extrapolate global existence result from a
given (Y0, Y1, r, α)-setting where τ = T . Typically, this yields an improvement in the choice of
the initial data (see Theorem 7.2.4 and the text below it).

(2) In the case that XTr
κ,p is critical, Theorems 6.3.6(3) and 6.3.7(3) are not applicable. Using

Lemma 7.1.9 we can change into a (Y0, Y1, r, α)-setting, and in the case Y Tr
α,r is not critical,

then one can often apply those result to find τ = T , and therefore σ = T . See Chapter 8 for
an application to reaction-diffusion equations.

Proof of Lemma 7.1.9. As usual, we set s = 0. We use the arguments used in Step 1 and 3 in
the proof of Theorem 7.1.3 with minor modifications. Note that, due to (1) and Proposition 4.1.5,
vε := 1σ>εu(ε) ∈ L0

Fε
(Ω;Y Tr

α,r). By (2) there exists a Lrα-maximal local solution (v, τ) to (6.22) in
the (Y0, Y1, α, r)-setting.

Reasoning as in Step 1 in Theorem 7.1.3, by (1) and Lemma 6.4.5 applied in the (Y0, Y1, α, r)-
setting, one can check that (u|Jε,σM, σ1V + ε1Ω\V) is an Lrα-local solution to (6.22) with initial data
vε in the (Y0, Y1, α, r)-setting. The maximality of (v, τ) ensures that σ ≤ τ , and u = v on [ε, σ)
a.s. on {σ > ε}. It remains to prove P({ε < σ < τ}) = 0.

By Proposition 4.1.5, and (2), we have

u = v ∈ C((ε, σ]; Ŷ Tr
r̂ ) ⊆ C((ε, σ];XTr

p ) a.s. on {ε < σ < τ}.

Since τ ≤ T a.s. we have

P({ε < σ < τ}) = P
(
{ε < σ < τ} ∩

{
σ < T, lim

t↑σ
u(t) exists in XTr

p

})
≤ P

({
σ < T, lim

t↑σ
u(t) exists in XTr

p

})
= 0,

where we used Theorem 6.3.6(1). This completes the proof.

7.2 A 1D problem with cubic nonlinearities and colored noise
The aim of this subsection is to demonstrate our main results in a fairly simple situation. In
particular, we created this section to illustrate how Sections 6.3 and 7.1 can be used to transfer

167



7.2. A 1D problem with cubic nonlinearities and colored noise

results in an L2(L2)-setting to Lp(Lq). The arguments used in this simple 1D case can be extended
to other situations, and this will be done in Chapters 8 and 9.

Below we study the existence and regularity of global solutions to{
du− ∂2

xu dt = ∂x(f(·, u))dt+ g(·, u)dwct , on T,
u(0) = u0, on T,

(7.41)

where u : [0,∞) × Ω × T → R is the unknown process and wct is a colored noise on T, i.e. an
Hλ(T)-cylindrical Brownian motion (see Definition 2.3.5). Here, for the sake of simplicity we will
assume λ ∈ ( 1

2 , 1). Throughout this section we write Hs(T) := Hs,2(T) for s ∈ R.

7.2.1 Statement of the main results
Let us begin by listing our assumptions.

Assumption 7.2.1. λ ∈ ( 1
2 , 1).

(1) f : R+ × Ω× T× R→ R and g : R+ × Ω× T× R→ R are P ⊗B(T)⊗B(R)-measurable.

(2) f(·, 0) ∈ L∞(R+ × Ω × T) and g(·, 0) ∈ L∞(R+ × Ω × T). Moreover, there exists a ν ∈ (0, 2]
such that a.s. for all t ∈ R+, x ∈ T and y, y′ ∈ R,

|f(·, y)− f(·, y′)| . (1 + |y|2 + |y′|2)|y − y′|,
|g(·, y)− g(·, y′)| . (1 + |y|2−ν + |y′|2−ν)|y − y′|.

Next, we define weak solutions to (7.41) on IT where T ∈ (0,∞]. To this end, we suitably
interpret the term g(·, u)dwct in (7.41). The operator Mg(·,u) denotes multiplication by g(·, u).
Since λ > 1

2 , by Sobolev embeddings ι : Hλ(T) → Lζ(T) for all ζ ∈ (1,∞) and therefore, by
Hölder’s inequality, we may consider Mg(·,u) as a multiplication operator from Lζ(T) into L2(T),
where u ∈ H1(T). Typical examples of nonlinearities f and g which satisfy Assumption 7.2.1 are
given by

f(y) = ay3, and g(y) = by3−ν , a, b ∈ R.

For T ∈ (0,∞]. We say that (u, σ) is a weak solution to (7.41) on IT if (u, σ) is an L2
0-maximal

local solution to (6.22) on IT (see Definitions 4.3.3, 4.3.4, and Subsection 6.3.3 for the extension
to [0,∞)) with p = 2, κ = 0, H = Hλ(T), X0 = H−1(T), X1 = H1(T), and for v ∈ X1,

A(·)v = −∂2
xv, B(·)v = 0,

F (·, v) = ∂x(f(·, v)), G(·, v) = Mg(·,v).
(7.42)

Weak solutions are unique by maximality. We say that (u, σ) (or simply u) is a global weak solution
to (7.41) provided (u, σ) is a weak solution to (7.41) on [0,∞) with σ = ∞ a.s. Note that in the
above the term weak is meant in the analytic sense and is motivated by the choice X0 = H−1(T).

For s1, s2 ∈ (0, 1), Cs1,s2([a, b]×T) denotes the space continuous functions on u : [a, b]×T→ R
for which there exists a C ≥ 0 such that

|u(t1, x1)− u(t2, x2)| ≤ C(|t1 − t2|s1 + |x1 − x2|s2), t1, t2 ∈ [a, b], x1, x2 ∈ T.

Theorem 7.2.2 (Local existence and regularity). Let Assumption 7.2.1 be satisfied. Then for any
u0 ∈ L0

F0
(Ω;L2(T)), (7.41) has a weak solution on [0,∞) such that

u ∈ L2
loc([0, σ);H1(T)) ∩ C([0, σ);L2(T)) a.s. (7.43)

Moreover, u instantaneously regularizes in time and space:

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (Iσ;H1−2θ,ζ(T)) a.s. for all r, ζ ∈ (2,∞). (7.44)
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In particular,

u ∈
⋂

θ∈(0,1/2)

Cθloc(Iσ;C1−2θ(T)) ⊆
⋂

θ1∈(0,1/2), θ2∈(0,1)

Cθ1,θ2loc (Iσ × T) a.s. (7.45)

Under additional assumptions on the nonlinearities f and g but keeping still keeping u0 ∈
L0

F0
(Ω;L2(T)), one can prove higher order regularity result by using the bootstrap argument of

Section 7.1 or by using Schauder theory. We emphasize that the main difficulty is to pass from
(7.43) to (7.44). The regularization effect in (7.44)-(7.45) is also non-trivial if g ≡ 0, and even in
that case it appears to be new (see the discussion related to (7.3) for details).

Next we will prove a global existence result under a sublinearity assumption on g (but without
further growth conditions on f).

Theorem 7.2.3 (Global existence and regularity). Let Assumption 7.2.1 be satisfied. Assume
that f(t, x, y) does not depend on x, and there exists a Cg > 0 such that

|g(t, x, y)| ≤ Cg(1 + |y|) a.s. for all t ∈ R+, x ∈ T and y ∈ R. (7.46)

Then for any u0 ∈ L0
F0

(Ω;L2(T)), (7.41) has a global weak solution u. In particular, u satisfies
(7.43)-(7.45) with σ = ∞ a.s. Moreover, if u0 ∈ L2(Ω;L2(T)), then for each T ∈ R+ there exists
a C > 0 independent of u0 such that

E
[

sup
s∈IT
‖u(s)‖2L2(T)

]
+ E‖u‖2L2(IT ;H1(T)) ≤ C(1 + E‖u0‖2L2(T)). (7.47)

By Lemma 7.1.9 and Theorem 7.2.3 we can extrapolate global existence of solutions to (7.41)
with rough initial data. To this end we need to introduce (s, q, p, κ)-weak solutions to (7.41). Let
T ∈ (0,∞]. We say that (u, σ) is a (unique) (s, q, p, κ)-weak solution to (7.41) on IT if (u, σ) is
an Lpκ-maximal local solution to (6.22) with the choice (7.42), X0 = H−1−s,q(T), X0 = H1−s,q(T)
and H = Hλ(T). As above, (u, σ) (or simply u) is a global (s, q, p, κ)-weak solution to (7.41) if
(u, σ) is a (s, q, p, κ)-weak solution to (7.41) on [0,∞) with σ =∞ a.s.

Theorem 7.2.4 (Global existence and regularity with rough initial data). Suppose that Assump-
tion 7.2.1 and (7.46) hold. Let s ∈ (0, 1

3 ), p, q ∈ (2,∞) be such that

q ∈
(

2,
2

1− 2s

)
and

1

p
+

1

2q
≤ 3− 2s

4
.

Set κcrit = −1+ p
2 ( 3

2−s−
1
q ). Then for any u0 ∈ L0

F0
(Ω;B

1
q−

1
2

q,p (T)), (7.41) has a global (s, q, p, κcrit)-
weak solution u on [0,∞) such that

u ∈ Lploc([0,∞), wκcrit ;H
1−s,q(T)) ∩ C([0,∞);B

1
q−

1
2

q,p (T)) a.s. (7.48)

and u satisfies (7.44)-(7.45) with σ =∞.

Letting s ∈ (0, 1
3 ) and q ∈ (0, 6) be large, Theorem 7.2.4 ensures global existence for initial

data in critical spaces with negative smoothness up to − 1
3 . Since L

2(T) ↪→ B
1
q−

1
2

q,p (T) this improves
Theorem 7.2.3. The proof of Theorem 7.2.4 also yields instantaneous regularization results for
(s, q, p, κcrit)-weak solutions to (7.41) without condition (7.46).

7.2.2 Proofs of Theorems 7.2.2-7.2.4
Throughout this subsection, to abbreviate the notation, we often write Lq, Hs,q, Bsq,p etc. instead
of Lq(T), Hs,q(T), Bsq,p(T). We begin by proving Theorem 7.2.2. In Roadmap 7.2.5 we summarized
the strategy to obtain (7.44)-(7.45) using the results in Section 7.1.

Roadmap 7.2.5 (Instantaneous regularity for critical problems with p = q = 2).
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(a) Consider (7.41) in the (H−1−ε, H1−ε, r, α)-setting with ε ≥ 0 small, and for ε = 0 obtain a
local solution from Theorem 6.3.1 (see Step 1 below).

(b) Exploit the case ε > 0 to bootstrap time regularity via Proposition 7.1.7 (Step 2a below) and
Corollary 7.1.5 (Step 2b below). Here we create a weighted setting in time, but we lose some
regularity in space. We recover space regularity via Theorem 7.1.3 still in case of an L2-setting
in space (Step 2c below).

(c) Apply Theorem 7.1.3 once more to bootstrap regularity in space by considering (7.41) in the
(H−1,ζ , H1,ζ , r, α)-setting where ζ > 2 (Steps 3 and 4 below).

After this brief overview we will now actually start the proof.

Proof of Theorem 7.2.2. The proof will be divided into several steps. Recall that the operator
−∆s,q : H2+s,q(T) ⊆ Hs,q(T) → Hs,q(T) has a bounded H∞-calculus of angle 0 for all s ∈ R
and q ∈ (1,∞) (see [108, Theorem 10.2.25] for the case of Rd). Thus, by Theorem 4.2.7, for all
r ∈ (2,∞), q ∈ [2,∞) and α ∈ [0, r2 − 1) (allowing r = q = 2 and α = 0 as well) we have

−∆s,q ∈ SMR•r,α(s, T ) for all 0 ≤ s < T <∞ (7.49)

and that Assumption 6.3.2 holds for ` = α. The complex and real interpolation spaces below will
be obtained via [20, Theorem 6.4.5].

Step 1: For each u0 ∈ L0
F0

(Ω;L2) there exists a weak solution (u, σ) to (7.41) on [0,∞).
Moreover, for all r ∈ (2,∞), α ∈ [0, r2 − 1) and ε ∈ [0, 1

2 ) Hypothesis H(H−1−ε, H1−ε, α, r) holds,
and Assumption 6.3.4 holds in the (H−1−ε, H1−ε, r, α)-setting provided

1 + α

r
≤ 1

2
− ε

2
, (7.50)

where the corresponding trace space B1−ε−2 1+α
r

2,r is critical for (7.41) if and only if (7.50) holds
with equality. In this step we set X0 = H−1−ε and X1 = H1−ε. Thus, X1/2 = H−ε and XTr

α,r =

B
1−ε−2 1+α

r
2,r . To estimate F , note that by Assumption 7.2.1, for all v, v′ ∈ H1,

‖∂x(f(·, v))− ∂x(f(·, v′))‖H−1−ε . ‖f(·, v)− f(·, v′)‖H−ε
(i)

. ‖f(·, v)− f(·, v′)‖Lξ
(ii)

. (1 + ‖v‖2L3ξ + ‖v′‖2L3ξ)‖v − v′‖L3ξ

(iii)

. (1 + ‖v‖2Hθ + ‖v′‖2Hθ )‖v − v
′‖Hθ ,

(7.51)

where ξ = 2
1+2ε ∈ (1, 2), θ = 1

3 −
ε
3 and in (i), (iii) we used the Sobolev embeddings and in (ii)

Hölder’s inequality with exponent (3, 3
2 ). Since [H−1−ε, H1−ε]θ = H−1−ε+2θ for all θ ∈ (0, 1),

setting p = r, κ = α, mF = 1, ρ1 = 2, and β1 = ϕ1 = 1+ε+θ
2 = 2

3 + ε
3 , the condition (4.18) becomes

1 + α

r
≤ 3

2
(1− ϕ1) =

1

2
− ε

2
,

which coincides with (7.50).
Next we estimate G. Since λ > 1

2 by Assumption 7.2.1, it follows from [108, Example 9.3.4]
that ι : Hλ → Lζ belongs to γ(Hλ, Lζ) for all ζ ∈ [1,∞). By the ideal-property of γ-radonifying
operators (see e.g. [108, Theorem 9.1.10]), for all v, v′ ∈ H1−ε,

‖G(·, v)−G(·, v′)‖γ(Hλ,H−ε) . ‖G(·, v)−G(·, v′)‖γ(Hλ,Lξ)

≤ ‖ι‖γ(Hλ,Lζ)‖Mg(·,v) −Mg(·,v′)‖L (Lζ ,Lξ)

≤ Cλ,ζ‖g(·, v)− g(·, v′)‖L% ,
(7.52)
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where ξ = 2
1+2ε is as above, and we applied Hölder’s inequality with 1

% + 1
ζ = 1

ξ . Therefore, by
Assumption 7.2.1 and Hölder’s inequality with exponents (3− ν, 3−ν

2−ν ),

‖G(·, v)−G(·, v′)‖γ(Hλ,H−ε) .
∥∥(1 + |v|2−ν + |v′|2−ν)|v − v′|

∥∥
L%

≤ (1 + ‖v‖2−ν
L(3−ν)% + ‖v′‖2−ν

L(3−ν)%)‖v − v′‖L(3−ν)%

Setting % = 3ξ/(3 − ν), by (7.51), the latter and X1/2 = H−ε, it follows that (HG) holds with
mG = 1, ρ2 = 2− ν, ϕ2 = β2 = ϕ1 and (4.20) holds with strict inequality.

Therefore, if ε = 0, Theorem 6.3.1 with p = 2, κ = 0, Fc = F and Gc = G implies existence
and uniqueness of a weak solution to (7.41). The other assertions of Step 1 follow from the above
considerations for general ε ∈ [0, 1

2 ).
Step 2: The weak solution (u, σ) provided by Step 1 verifies

u ∈
⋂

θ∈[0,1/2)

Hr
loc(Iσ;H1−2θ(T)), a.s. for all r ∈ (2,∞). (7.53)

To prove this regularization effect in time, we will first use Proposition 7.1.7 to create a weighted
setting with a slight increase in integrability. After that we will apply Corollary 7.1.5 to extend
the integrability to arbitrary order. In the above procedure we lose some space regularity, and
this will be recovered by applying Theorem 7.1.3. Observe that it suffices to consider r large. The
proof is split into several sub-steps.

Step 2a: For each ε ∈ (0, 1
2 ), (7.53) holds with Hr

loc(Iσ;H1−2θ(T)) replaced by H6
loc(Iσ;H1−2θ−ε(T)).

It suffices to apply Proposition 7.1.7, with Y0 = H−1−ε, Y1 = H1−ε, X0 = H−1, X1 = H1, δ = ε
2 ,

p = 2, and α > 0 such that 1
2 = 1+α

6 + δ. Since ε ∈ (0, 1/2), we have α ∈ (0, 2). Recall from Step
1 that ϕ1 = ϕ2 = 2

3 . The requirements of Proposition 7.1.7 are now clear from the above choices
and Step 1.

Step 2b: For each ε ∈ (0, 1
2 ) and r̂ ∈ [6,∞), (7.53) holds with Hr

loc(Iσ;H1−2θ(T)) replaced by
H r̂

loc(Iσ;H1−2θ−ε(T)). This is immediate from Step 1, Step 2a, and Corollary 7.1.5 applied with
Xi = H−1+i, p = 2, κ = 0, Yi = H−1+2i−ε, r = 6, α = 2− 3ε and r̂ ∈ [6,∞) arbitrary. Note that
assumption (2) is satisfied due to Step 1. Note that the condition L2 = XTr

p ↪→ Y Tr
r = B

1− 2
r−ε

2,r is
satisfied since 1− 2

r − ε > 0.
Step 2c: Proof of (7.53). Set Xi = Ŷi = H−1+2i, Yi = H−1+2i−ε,

α = 0, α̂ > 0, r = r̂ ≥ 6, ε ∈ (0, 1
2 ), such that

1 + α̂

r
=

1

r
+
ε

2
. (7.54)

To gain space regularity, it suffices to check the conditions (1)-(3) of Theorem 7.1.3.
(1): By Step 1 and (7.49), Hypothesis H(H−1−ε, H−1−ε, α, r) and Assumption 6.3.2 hold

provided (7.50) is satisfied for (r, α, ε). As in Step 2b, Y Tr
r ↪→ XTr

p , and the required regularity of
u also follows from Step 2b.

(2): This follows from Step 1 with ε = 0 and the fact that 1+α̂
r < 1

2 . Moreover, by (7.50) with

ε = 0 the space Y Tr
α̂,r̂ = B

1−2 1+α̂
r

2,r is not critical for (7.41) in the (Ŷ0, Ŷ1, r̂, α̂)-setting.

(3): By (7.54), one has Y Tr
r = B

1−ε− 2
r

2,r = B
1−2 1+α̂

r
2,r = Ŷ Tr

α̂,r̂. Also by (7.54) and Lemma 7.1.2(4)
applied with ε replaced by ε/2, the embedding condition (7.4) holds.

Step 3: For all ζ, r ∈ (2,∞) and α ∈ [0, r2 − 1), Hypothesis H(H−1,ζ , H1,ζ , α, r) holds, As-

sumption 6.3.4 holds in the (H−1,q, H1,q, α, r)-setting and the corresponding trace space B1−2 1+α
r

ζ,r

is not critical for (7.41). Let us begin by estimating F . Note that by Assumption 7.2.1, for all
v, v′ ∈ H1,ζ ,

‖∂x(f(·, v))− ∂x(f(·, v′))‖H−1,ζ . ‖f(·, v)− f(·, v′)‖Lζ
(i)

. (1 + ‖v‖2L3ζ + ‖v′‖2L3ζ )‖v − v′‖L3ζ
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(ii)

. (1 + ‖v‖2
H

2
3
ζ,ζ

+ ‖v′‖2
H

2
3
ζ,ζ

)‖v − v′‖
H

2
3
ζ,v ,

where in (i) we used Hölder’s inequality with exponent (3, 3
2 ) and in (ii) the Sobolev embedding

H
2
3 ζ,ζ ↪→ L3ζ . Since [H−1,ζ , H1,ζ ]θ = H−1+2θ,ζ for all θ ∈ (0, 1), setting mF = 1, ρ1 = 2,

β1 = ϕ1 = 1
2 + 1

3q , condition (4.18) becomes

1 + α

r
≤ 3

2
(1− ϕ1) =

3

4
− 1

2ζ
.

Since 3
4 −

1
2ζ >

1
2 due to ζ > 2 and 1+α

r < 1
2 for all α ∈ [0, r2 − 1), the above estimate is always

strict and hence noncriticallity follows. As in (7.52) with Lξ and H−ε replaced by Lζ , one can
estimate G to show that (HG) holds in the (H−1,ζ , H1,ζ , α, r)-setting with mG = 1, ρ2 = 2 − ν,
ϕ2 = β2 = ϕ1 . Moreover, since 1+α

r < 1
2 , one can check that (4.20) holds with the strict inequality.

Step 4: u satisfies (7.44) and (7.45). Note that (7.45) follows from (7.44), Sobolev embedding,
and standard considerations. To prove (7.44), we apply Theorem 7.1.3 with Y0 = H−1+2i, Ŷi =
H−1+2i,ζ ,

r = r̂ > 4, α̂ = r̂/4, and α ∈ (α̂,
r

2
− 1) arbitrary.

Note that α̂ = r
4 <

r
2 − 1. It remains to check Theorem 7.1.3(1)-(3).

(1): All conditions are clear from Steps 1 and 2, and Y Tr
r = B

1− 2
r

2,r ↪→ L2 = XTr
p .

(2): All conditions follow from Step 3.

(3): To check Y Tr
r = B

1− 2
r

2,r ↪→ B
1−2 1+α̂

r̂

ζ,r = Ŷ Tr
r̂,α̂, by Sobolev embeddings we need to show that

1− 2

r
− 1

2
≥ 1− 2

1 + α̂

r
− 1

ζ
⇔ 2

α̂

r
+

1

ζ
≥ 1

2
. (7.55)

Since r > 4 and α̂ = r
4 , (7.55) holds for all ζ ∈ (2,∞). Finally, (7.4) follows from Ŷi ↪→ Yi for

i ∈ {0, 1}, Lemma 7.1.2(2) and the choice α ∈ (α̂, r2 − 1).

To prove global existence for (7.41) under the assumptions of Theorem 7.2.3, we follow the
roadmap provided in Subsection 6.3.3. Note that (a)-(b) are contained in the proof of Theorem
7.2.2. Our next step is to provide energy estimates under integrability assumptions on u0 (see (c)-
(d) and Proposition 6.3.10). The proof is based on an integration by parts argument. As noticed
in (d), we can take advantage of the regularization results in Theorem 6.3.1 in the proof below.
Indeed, due to (7.44)-(7.45), if we stay away from t = 0, then we have integrability in time and
space of arbitrary order (see (7.57) and (7.61) below).

Lemma 7.2.6 (Energy estimates). Let Assumption 7.2.1 be satisfied and suppose that u0 ∈
L2

F0
(Ω;L2). Let (u, σ) be the weak solution to (7.41) on [0,∞) provided by Theorem 7.2.2. .

If (7.46) holds, then for each T > 0 there exists a C > 0 independent of u, u0 such that

E
[

sup
s∈[0,σ∧T )

‖u(s)‖2L2

]
+ E‖∇u‖2L2(0,σ∧T ;L2) ≤ C(1 + E‖u0‖2L2).

Proof. Let T > 0 be fixed. By replacing σ by σ ∧ T , we may assume that σ takes values in [0, T ].
Recall that (u, σ) is the unique weak solution to (7.41), and

u ∈ L2
loc([0, σ);H1) ∩ C([0, σ);L2) a.s. (7.56)

Let s > 0 and n ≥ 1 be arbitrary (later on we let s ↓ 0 and n → ∞). By (7.45), the following
stopping time is well-defined

τn := inf
{
t ∈ [s, σ) : ‖u‖L2(s,t;H1) + ‖u(t)− u(s)‖C(T) ≥ n

}
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if σ > s and τn = s if σ ≤ s. Here inf ∅ := σ. Note that limn→∞ τn = σ a.s. on {σ > s}. Moreover,
we set

Γs,n := {τn > s, ‖u(s)‖C(T) ≤ n} ∈ Fs. (7.57)

Let

y(t) := sup
r∈[s,t∧τn)

1Γs,n‖u(r)‖2L2 +

∫ t

s

∫
T
1[s,t∧τn)×Γs,n |∇u(r)|2 dxdr, t ∈ [s, T ].

It is enough to prove the existence of C > 0 independent of u0, s, n such that

Ey(t) ≤ C(1 + t− s+ Ey(s)) + C

∫ t

s

Ey(r)dr, t ∈ [s, T ]. (7.58)

Indeed, by Grownall’s inequality (7.58) implies that for all t ∈ [s, T ],

Ey(t) ≤ CeC(t−s)(1 + t− s+ E[1Γn‖u(s)‖2L2 ]). (7.59)

The required a priori estimate, follows by letting s ↓ 0 and n→∞ in (7.59).
For the reader’s convenience, we split the remaining argument into several steps and we simply

write Γ, τ instead of Γs,n, τn, since s and n will be fixed.
Step 1: We apply Itô’s formula to obtain the identity (7.62) below. To this end, we extend u to

a process v on [s, T ] × Ω in the following way. Let v ∈ L2((s, T ) × Ω;H1) ∩ L2(IT ;C([s, T ];L2))
be the strong solution to the problem

dv = ∆vdt+ fudt+ gudWHλ and v(s) = 1Γu(s) (7.60)

where by (7.44)-(7.45), and the definition of τ and Γ, for all q ∈ (1,∞) one has

fu(t) := 1Γ×[s,τ)∂x(f(·, u)) ∈ L2((s, T )× Ω;H−1,q(T)),

gu(t) := 1Γ×[s,τ)g(·, u) ∈ L2((s, T )× Ω;Lq(T)).
(7.61)

The existence of v is ensured by (7.49), (7.61), and Proposition 6.2.6. Note that since (u, σ) is a
weak solution to (7.41) and v satisfies (7.60), by maximality of (u, σ) we get v = u a.e. on Γ× [s, τ).

Applying Itô’s formula to ‖v‖2L2 (see [148, Theorem 4.2.5]), we obtain, a.s. for all n ≥ 1 and
t ∈ [s, T ],

‖v(t)‖2L2 − 1Γ‖u(s)‖2L2 + 2

∫ t

s

‖∇v(r)‖2L2dr

= −2

∫ t

s

∫
T
1Γ×[s,τ)f(r, u(r))∂xu(r) dxdr

+

∫ t

s

1Γ×[s,τ)‖Mg(r,u(r))‖2γ(Hλ,L2) dr

+ 2

∫ t

s

1Γ×[s,τ)(u(r),Mg(r,u(r))(·))L2 dWHλ(r) =: It + IIt + IIIt.

(7.62)

Step 2: There exists C independent of u, u0, s, n such that

E
∫ t

s

‖∇v(r)‖2L2 dr ≤ 1Γ‖u(s)‖2L2 + C
(

1 + t− s+ E
∫ t

s

1Γ×[s,τ)‖u(r)‖2L2 dr
)
.

The idea is to take expectations in (7.62). Clearly, E[IIIt] = 0 for all t ∈ [s, T ]. We claim that
It = 0. To see this, it is enough to show that

∫
T f(t, φ)∂xφdx ≡ 0 for any φ ∈ H1,q with q ≥ 6

suitably large. Here we used that u is smooth (see (7.44)).
Let (φk)k≥1 in C∞(T) be such that φk → φ in H1,q. By Assumption 7.2.1 and f(·, φk)→ f(·, φ)

in Lq/3. Therefore, f(·, φk)∂xφk → f(·, φ)∂xφ in L1, and hence∫
T
f(·, φ)∂xφdx = lim

k→∞

∫
T
f(·, φk)∂xφkdx = lim

k→∞

∫
T
∂x[F (·, φk)]dx ≡ 0,
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where F is such ∂zF (·, z) = f(·, z). Thus, It ≡ 0.
It remains to estimate II. Here we argue as in (7.52). Fix ξ > 2 and let ζ < ∞ be such that

1
ζ + 1

ξ = 1
2 . Using (7.46), a.s. for all r ∈ [s, τ),

‖Mg(r,u(r))‖γ(Hλ,L2) ≤ C‖Mg(r,u(r))‖L (Lζ ,L2)

≤ C‖g(r, u(r))‖Lξ
≤ CCg(1 + ‖u(r)‖Lξ)

≤ CCg(1 + ‖u(r)‖
2
ξ

H1‖u(r)‖1−
2
ξ

L2 )

≤ ‖u(r)‖H1 + C ′Cg(1 + ‖u(r)‖L2)

≤ ‖∇u(r)‖L2 + (C ′Cg + 1)(1 + ‖u(r)‖L2)

(7.63)

where C,C ′ only depend on z, ξ and we used H1 ↪→ L∞. Thus, for all t ∈ [s, T ],

|IIt| ≤
∫ t

s

1Γ×[s,τ)‖∇u‖2L2 dr + c
(
t− s+

∫ t

s

1Γ×[s,τ)‖u‖2L2 dr
)

(7.64)

where c depends only on C,Cg, and where we used the definition of y. Therefore, taking expec-
tations in (7.62) and (7.64), and using u = v on Γ × [s, τ), we obtain the required estimate by
comparison with LHS(7.62).

Step 3: Proof of (7.58). We take absolute values and the supremum over time in (7.62), and
then expectations. We already saw that I ≡ 0 on [s, T ]. Moreover, E

[
supr∈[s,t] |IIr|

]
≤ E

[
|IIt|

]
which can be estimate by the expectation of RHS(7.64). To conclude, it remains to estimate III.
By the scalar Burkholder-Davis-Gundy inequality, we get

E
[

sup
r∈[s,t]

|IIIr|
]
≤ CE

[ ∫ t

s

1Γ×[s,τ)(r)
∥∥∥(u(r),Mg(r,u(r))(·))L2

∥∥∥2

γ(Hλ,R)
dr
]1/2

≤ CE
[ ∫ t

s

1Γ×[s,τ)(r)‖u(r)‖2L2‖Mg(r,u(r))‖2γ(Hλ,L2) dr
]1/2

≤ CE
[(

sup
r∈[s,t∧τ)

1Γ‖u(r)‖2L2

)1/2(∫ t

s

1Γ×[s,τ)(r)‖Mg(r,u(r))‖2γ(Hλ,L2) dr
)1/2]

≤ 1

2
E
(

sup
r∈[s,t∧τ)

1Γ‖u(r)‖2L2

)
+ C ′E

[ ∫ t

s

1[s,τ)(r)‖Mg(r,u(r))‖2γ(Hλ,L2) dr
]
.

where the last term coincides with E|IIt|. Thus, by (7.64) and Step 2,

E
[

sup
r∈[s,t]

|IIIr|
]
≤ 1

2
E
(

sup
r∈[s,t∧τ)

1Γ‖u(r)‖2L2

)
+ c′′

(
1 + t− s+ E

∫ t

s

‖u(r)‖2L2 dr
)
,

where c′′ is independent of u0, s, n. Combining the estimates with (7.62), using u = v on Γ× [s, τ),
and using the definition of y, we obtain (7.58).

By Lemma 7.2.6 we can prove the global well-posedness to (7.41) following Roadmap 6.3.11(e)
in Section 6.3.3. Here the criticality of the L2-setting (see (7.50) with r = 2 and ε = α = 0), forces
us to use Theorem 6.3.7(4) in the proof below.

Proof of Theorem 7.2.3. Let (u, σ) be the weak solution to (7.41) on [0,∞). By Theorem 7.2.2
and Lemma 7.2.6 it remains to prove that σ =∞ a.s.

Let T ∈ (0,∞). Replacing (u, σ) by (u|J0,σ∧T M, σ ∧ T ) it suffices to consider weak solutions
to (7.41) on [0, T ] and to show that σ = T a.s. For this we will use Theorem 6.3.7(4) with
p = 2, κ = 0, X0 = H−1, X1 = H1, and therefore XTr

κ,p = L2. Note that (7.49) holds, and that
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Assumption 6.3.4 is satisfied by Step 1 of the proof of Theorem 7.2.2. By Proposition 6.3.10 we
may assume that u0 ∈ L2(Ω;L2). Thus, Lemma 7.2.6 yields

sup
s∈[0,σ)

‖u(s)‖2L2 +

∫ σ

0

‖u(s)‖2H1ds <∞ a.s.

Therefore, applying Theorem 6.3.7(4), we obtain

P(σ < T ) = P
(
σ < T, sup

s∈[0,σ)

‖u(s)‖XTr
κ,p

+ ‖u(s)‖L2(Iσ;X1) <∞
)

= 0.

Finally, Lemma 7.2.6 also implies (7.47).

It remains to prove Theorem 7.2.4. The idea of the proof is similar as in Roadmap 7.2.5, but
since p > 2 we can use Proposition 7.1.7 with δ = 0. Moreover, we will use the extrapolation
technique of Lemma 7.1.9.

Proof of Theorem 7.2.4. Let T ∈ (0,∞). To prove global well-posedness we apply Lemma 7.1.9
(see also Remark 7.1.10(1)) with Xi = H−1−s+2i,ζ , Yi = H−1+2j , r = 2, α = 0, Ŷj = H−1+2j,ζ ,
ζ, r̂ large, and α̂ = r̂

4 as in Step 4 of Theorem 7.2.2.
First we check Lemma 7.1.9 (2) with τ = T . As in the proof of Theorem 7.2.2 one can check that

H(Ŷ0, Ŷ1, r̂, α̂) holds. The global well-posednes in the (Y0, Y1, 2, 0)-setting follows from Theorem
7.2.3 and a translation argument, and the remaining conditions are clear.

It remains to check the local well-posedness and regularity assertions of Lemma 7.1.9(1), which
is the existence of a (s, q, p, κcrit)-weak solution to (7.41) and the instantaneous regularization

requirement in (1). It is enough to show that for any u0 ∈ L0
F0

(Ω;B
1
q−

1
2

q,p (T)) there exists a
(s, q, p, κcrit)-weak solution (u, σ) to (7.41) on [0, T ] such that

u ∈ C(Iσ;L2(T)) ∩ L2
loc(Iσ;H1(T)) a.s. (7.65)

Step 1: Assume that s ∈ (0, 1
3 ), r ∈ [2,∞), α ∈ [0, r2 − 1) and ζ ∈ (2,∞). Then, Hypothesis

H(H−1−s,ζ , H1−s,ζ , r, α), and Assumption 6.3.4 hold in the (H−1−s,ζ , H1−s,ζ , r, α)-setting provided

ζ <
2

s
, and

1 + α

r
+

1

2ζ
≤ 3− 2s

4
. (7.66)

The corresponding trace space B1−s−2 1+α
r

ζ,r is critical for (7.41) if and only if (7.66) holds with

equality. In particular, for u0 ∈ L0
F0

(Ω;B
1
q−

1
2

q,p ) there exists a (s, q, p, κcrit)-weak solution (u, σ) to
(7.41) on IT . To prove local well-posedness we use Theorem 6.3.1 with Xi = H−1−s+2i,ζ . We first
check (HF) in the (H−1−s,ζ , H1−s,ζ , r, α)-setting. Fix v, v′ ∈ H1−s,ζ and note that

‖∂x(f(·, v))− ∂x(f(·, v′))‖H−1−s,ζ . ‖f(·, v))− f(·, v′)‖H−s,ζ
(i)

. ‖f(·, v))− f(·, v′)‖Lψ

. (1 + ‖v‖2L3ψ + ‖v′‖2L3ψ )‖v − v′‖L3ψ

(ii)

. (1 + ‖v‖2Hθ,q + ‖v′‖2Hθ,ζ )‖v − v
′‖Hθ,ζ

where in (i)-(ii) we used the Sobolev embedding with −s− 1
ζ = − 1

ψ and θ− 1
ζ = − 1

3ψ , where θ > 0.
To ensure that ψ ∈ (1,∞) one needs ζ > 1

1−s which holds since ζ > 2 and s < 1
3 . Combining

the above identities we have θ = 2
3ζ −

s
3 . To ensure θ > 0 we need ζ < 2

s . Since Hθ,ζ = Xβ , we
obtain β = 1

3 ( 1
ζ + s) + 1

2 , and one can check that β ∈ (1/2, 1). Setting p = r, mF = 1, ρ1 = 2, and
β1 = ϕ1 = β the condition (4.18) becomes

1 + α

r
≤ 3

2
(1− β) =

3− 2s

4
− 1

2ζ
.
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7.2. A 1D problem with cubic nonlinearities and colored noise

which coincides with the second condition in (7.66). As in the proof of Theorem 7.2.2, one can
check that condition (HG) holds in the (H−1−s,ζ , H1−s,ζ , r, α)-setting with mG = 1, ρ2 = 2 − ν
ϕ2 = β2 = ϕ1.

By the above, we can apply Theorem 6.3.1. It only remains to investigate criticality. By (7.66),
criticality occurs if and only if

1 + κ

p
+

1

2q
=

3− 2s

4
. (7.67)

Since 1+κ
p ∈ [ 1

p ,
1
2 ), (7.67) is admissible if and only if

1

p
+

1

2q
≤ 3− 2s

4
, and

3− 2s

4
− 1

2q
<

1

2
.

The second inequality in the previous yields the limitation q < 2
1−2s . Since 2

1−2s < 2
s due to

s < 1
3 , the first condition in (7.66) with q = ζ holds. By (7.67), κcrit = −1 + p

2 ( 3
2 − s−

1
q ) and the

corresponding trace space becomes

XTr
κcrit,p = B

1−s−2
1+κcrit
p

q,p = B
1−s− 3

2 +s+ 1
q

q,p = B
1
q−

1
2

q,p ,

which finished this step.
Step 2: The (s, q, p, κcrit)-weak solution provided by Step 1 verifies

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (Iσ;H1−s−2θ,q(T)), a.s. for all r ∈ (2,∞). (7.68)

As in Step 2 in the proof of Theorem 7.2.2 we use Proposition 7.1.7 and after that Corollary 7.1.5.
In case κcrit > 0, Step 2a is not needed.

Step 2a: There exists an r > p such that (7.68) holds. Let ϕj = β where β ∈ (1/2, 1) is as
in Step 1. Let r > p be such that 1

r ≥ maxj ϕj − 1 + 1
p . Then the claim follows by applying

Proposition 7.1.7 with δ = 0.
Step 2b: (7.68) holds. If κcrit > 0, then the claim follows from Corollary 7.1.5 applied to

Yi = Xi = H−1−s+2i,q, r = p and α = κcrit. Next we consider the case κcrit = 0. Let r be as in
Step 2a and let α ∈ (0, r2 − 1) be such that 1

p = 1+α
r . By Step 2a, the assumptions of Corollary

7.1.5 are satisfies and this concludes the required regularity.
Step 3: The (s, q, p, κcrit)-weak solution provided by Step 1 verifies

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (Iσ;H1−2θ,q(T)), a.s. for all r ∈ (2,∞).

In particular, (7.65) holds. To conclude, it is enough to apply Theorem 7.1.3 to Yi = H1−s−2i,q,
Ŷi = H−1+2i,q,

α = 0, α̂ > 0, r = r̂ > p large enough and
1 + α̂

r
=

1

r
+
s

2
.

To check the assumptions of Theorem 7.1.3 one can use Step 2 and argue in a similar way as in
Theorem 7.2.2 Step 2c.
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Chapter 8

Stochastic reaction diffusion
equations: Global existence and
regularity

Let (wn)n≥1 be a sequence of independent standard Brownian motions on a filtered probability
space (Ω,F = (Ft)t≥0,A ,P) and let P be the progressive sigma algebra.

In this chapter we study existence and regularity of global solutions reaction-diffusion equations
of the form 

du− div(a(·)∇u) dt = (div(Ψ(·, u)) + ψ(·, u)) dt

+
∑
n≥1(bn(·) · ∇u+ Φn(·, u)) dwnt , on Td,

u(0) = u0, on Td,
(8.1)

where u : [0,∞) × Ω × Td → R is the unknown process and Td denotes the d-dimensional torus.
Here we will be mainly interested in studying (8.1) for initial data in critical spaces. Extensions
to quasilinear equations will be considered on Td as well as on bounded domains O with Dirichlet
boundary conditions. However, in the latter situation we cannot allow a gradient-noise term,
i.e. bn ≡ 0. The aim of this chapter is to provide a nontrivial example that demonstrates how
to use the abstract results of Chapters 4, 6 and 7. Extensions to systems and other boundary
conditions are possible, but some additional complications have to be dealt with (see Subsection
8.2.4 for comments). To prove global well-posedness for (8.1) and its quasilinear case we introduce
a suitable dissipation relation which relates Ψ, ψ and Φ and allow us to prove suitable a priori
estimates. A protoype example of SPDEs which fits in our framework is the Allen-Cahn equation
where

ψ(·, u) = u− u3, |Ψ(·, u)| ≤ c+ cψ|u|2, and |Φ(·, u)| ≤ c+ cΦ|u|2, (8.2)

where c can be large and cΨ, cψ can be determinated explicitly using the ellipticity constant ν, the
dimension d and the size of the gradient noise term ess sup ‖b‖`2 . Let us mention that the growth
in (8.2) is optimal also w.r.t. a scaling argument. The main problem here is to prove a priori
estimates. Indeed, (8.1) admits solutions with very midly behaviour near t = 0 (see the beginning
of Subsection 8.2.3). In particular, it could happen that ∇u 6∈ L1

loc([0, σ);L2(Td)) a.s. Thus, to
prove energy estimates for (8.1) with integration by parts arguments, we exploit the instantaneous
regularization that ensures ∇u ∈ Lrloc([s, σ);Lζ(Td)) a.s. for all r, ζ ∈ (2,∞), s > 0.

This chapter is organized as follows. In Section 8.1 we recall a generalized Itô’s formula and
we provide a short proof of the DeGiorgi-Nash-Moser estimates for parabolic SPDEs in absence of
gradient noise. In Section 8.2 we deal with semilinear reaction-diffusion equations. Subsection 8.2.1
we state our main results and the proofs are collected in 8.2.2-8.2.3. In Section 8.3 we (partially)
extend the result to the quasilinear case. Here, at the expense of removing the gradient noise term
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we may allow a to be merely measurable in time and VMO in space. To check the blow-up criteria
we combine energy estimates the stochastic parabolic DeGiorgi-Nash-Moser estimates.

The results in this chapter will be presented in [6].

8.1 Preliminaries
In this section we have gathered some useful facts which will be employed in the later subsections.
Subsection 8.1.1 we recall a generalized Itô’s formula proven [57, Appendix] on the d-dimensional
torus which will be used to prove a priori estimates for (8.1). In Subsection 8.1.2 we provide a
short proof of the DeGiorgi-Nash-Moser estimates for stochastic parabolic SPDEs which will be of
basic importance in Subsection 8.3.

8.1.1 A Generalized Itô’s formula
In this subsection we state and sketch the proof of a generalized Itô’s formula which will be employed
in Lemma 8.2.12. In the following W`2 is as in Example 2.3.6, and for either O ∈ {Td,Rd} or O ⊆
Rd a bounded doman, we define the weak divergence operator div : Lq(O;Rd) → DH

−1,q(O) :=
({v ∈ H1,q(O) : v = 0 on ∂O})∗ as

〈g,divf〉H1,q(O),H−1,q(O) =

∫
O

f · ∇g dx (8.3)

for all f ∈ Lq(O;Rd) and g ∈ {v ∈ W 1,q′(O) : v = 0 on ∂O} where 1
q + 1

q′ = 1. For notational
convenience, we set DH1,q(O) := {v ∈W 1,q′(O) : v = 0 on ∂O} and DH

1(O) = DH
1,2(O).

Lemma 8.1.1. Let T ∈ (0,∞) and let τ : Ω→ [0, T ] be a stopping time. Let Θ be a C2 map with
bounded second order derivatives. Suppose either O ∈ {Td,Rd} or O is a bounded C1-domain in
Rd. Assume that, for all i ∈ {1, . . . , d},

u0 ∈ L0
F0

(Ω;L2(O)), Gi, F ∈ L0
P(Ω;L2(Iτ × O)), H ∈ L0

P(Ω;L2(Iτ × O; `2))).

Assume that the process

u ∈ L0(Ω;L2(Iτ ;DH
1(O))) ∩ L0(Ω;C([0, τ ];L2(O))) (8.4)

satisfies, a.s. for all t ∈ [0, τ ], the following equality in DH
−1(O):

u(t)− u0 =

∫ t

0

(div(G(s)) + F (s))ds+

∫ t

0

H(s)dW`2(s). (8.5)

Then, a.s. for all t ∈ Iτ ,∫
O

Θ(u(t))dx =

∫
O

Θ(u0)dx+

∫ t

0

∫
O

Θ′(u(s))F (s)dx ds

−
∫ t

0

∫
O

Θ′′(u(s))∇u(s) ·G(s)dx ds

+

∫ t

0

∫
O

Θ′(u(s))H(s)dx dW`2(s)

+
1

2

∑
n≥1

∫ t

0

∫
O

Θ′′(u(s))H2
n(s)dx ds.

(8.6)

Proof. The case O = Td follows by taking φ = Θ and ψ = 1 in [57, Proposition A.1]. In [103,
Lemma 3.2.13], the case O = Rd was analised by using the argument in [57] using an approximation
of the identity on Rd. Here, we give some comments in the case O is a bounded C1-domain.
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Denoting by 1O the extension by 0 outside O operator, let us set

v(t) := 1Ou0 +

∫ t

0

(divRd(1OG(s)) + 1OF (s))ds+

∫ t

0

1OH(s)dW`2(s). (8.7)

By Corollary 2.3.8, v is well-defined with paths in C(Iτ ;H−1(Rd)).
The idea is to apply (8.6) to v. We claim that v belong to the right regularity class and that

v = 1Ou. If the latter holds, then one has v ∈ L0(Ω;L2(Iτ ;H1(Rd)))∩L0(Ω;C(Iτ ;L2(Rd)) due to
(8.4). Therefore, (8.6) applies to v. Since v = 1Ou, (8.6) shows the claimed equality for u.

Since O is a C1-bounded domain and u|∂O = 0 a.s. for all t ∈ Iτ , to prove that v = 1Ou it
remains to show that v|O = u and v|Rd\O = 0 a.s. for all t ∈ Iτ . To see the former, applying a
linear functional 1Oφ ∈ C1

c (O) ⊆ H1(Rd) = (H−1(Rd))∗ to (8.7) we have, a.s. for all t ∈ Iτ ,

〈v(t),1Oφ〉H−1(Rd),H1(Rd) = 〈1Ou0,1Oφ〉H−1(Rd),H1(Rd)

+

∫ t

0

−〈1OG(s),∇(1Oφ)〉H−1(Rd),H1(Rd)ds

+

∫ t

0

〈1OF (s),1Oφ〉H−1(Rd),H1(Rd)ds

+

∫ t

0

〈1OH(s),1Oφ〉H−1(Rd),H1(Rd)dW`2(s).

Using that 〈1Oz,1Oϕ〉H−1(Rd),H1(Rd) =
∫

O zϕ dx = 〈z, ϕ〉
DH
−1(O),DH

1(O) for all z ∈ L2(O;Rm)

and ϕ ∈ C1
c (O;Rd) for all m ≥ 1, one gets

〈v(t),1Oφ〉H−1(Rd),H1(Rd) = 〈u0, φ〉
DH
−1(O),DH

1(O)

+

∫ t

0

−〈G(s),∇φ〉
DH
−1(O),DH

1(O)ds

+ 〈F (s), φ〉
DH
−1(O),DH

1(O)ds

+

∫ t

0

〈H(s), φ〉
DH
−1(O),DH

1(O)dW`2(s)

= 〈u(t), φ〉
DH
−1(O),DH

1(O)

a.s. for all t ∈ Iτ . Therefore, v|O = u a.s. for all t ∈ Iτ .
Similar considerations show that v|Rd\O = 0 a.s. for all t ∈ Iτ . This yields the claim.

8.1.2 Stochastic parabolic DeGiorgi-Nash-Moser estimates
In the papers [51, 52], the De Giorgi-Nash-Moser theory was extended to second order stochastic
PDEs with gradient-noise under a stochastic parabolicity condition. Their main result yields
estimates in L∞(IT × O) only assuming a uniform ellipticity condition and measurability of the
coefficients of the second order operator in divergence form. Unfortunately, no results on Hölder
regularity of the solution seem to be know if one only assumed measurability of the coefficients.
In the case there is no gradient noise, much more can be said. In this case it is possible to
reduce to the deterministic DeGiorgi-Nash-Moser theory by a standard trick. This was done in
[105, Theorem 4.2] by relying on Krylov’s Lp-theory. Below, we give a derivation which relies
on stochastic maximal Lp-regularity of Definition 4.2.4 and has the advantage that the setting to
which it can be applied is more flexible (arbitrary domains, mixed integrability). We only consider
the linear case, and in Subsection 8.3 we use it to cover the quasilinear setting.

In this appendix we prove Hölder estimates for the following SPDE:
du− div(a(·)∇u)dt = fdt+

∑
n≥1 gndw

n
t , on O,

u = 0, on ∂O,

u(0) = u0, on O.

(8.8)
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Here (wn)n≥1 are independent standard Brownian motions and div is as in (8.3). Moreover, we
assume the following conditions.

Assumption 8.1.2. Let T ∈ (0,∞) and let τ be a stopping time with values in [0, T ]. Consider
the following conditions:

(1) O ⊂ Rd is a bounded C1-domain.

(2) a := (ai,j)di,j=1 : Iτ ×Ω×O → R are P ⊗B(O)-measurable and uniformly bounded by M and
there exists ν > 0 such that for a.a. ω ∈ Ω and all t ∈ Iτ , x ∈ O, ξ ∈ Rd

d∑
i,j=1

ai,j(t, ω, x)ξiξj ≥ ν|ξ|2.

It is also possible to consider lower order terms in (8.8) (see Remark 8.1.4). The main result of
this subsection reads as follows. As in the previous subsection, DH1,q(O) = {v ∈ H1,q(O) : v =
0 on ∂O} and DH

−1,q(O) = (DH
1,q′(O)) where 1

q + 1
q′ = 1.

Theorem 8.1.3. Suppose Assumption 8.1.2 holds. Let p ∈ (2,∞), q ∈ [2,∞) be such that 2
p + d

q <

1, and let r ∈ (0,∞). Suppose that

u0 ∈ LrF0
(Ω;L2(O)), f ∈ LrP(Ω;Lp(Iτ ;W−1,q(O))), g ∈ LrP(Ω;Lp(Iτ ;Lq(O; `2))).

Then (8.8) has a unique strong solution u is on J0, τK in the sense of Definition 4.3.3 with X0 =

DH
−1,2(O), X1 = DH

1,2(O), and

A(t, ω)v = −div(a(t, ω, ·) · ∇v), B(t, ω)v = 0, t ∈ [0, τ ], ω ∈ Ω, v ∈ X1,

and the following a priori estimate holds with constant K = K(M,ν, d, r)

‖u‖Lr(Ω;L∞(Iτ ;L2(O))) + ‖u‖Lr(Ω;L2(Iτ ;DH
1,2(O))) ≤ K(‖u0‖Lr(Ω;L2(O))

+ ‖f‖Lr(Ω;L2(Iτ ;DH
−1,2(O))) + ‖g‖Lr(Ω;L2(Iτ ;L2(O;`2)))).

(8.9)

Moreover, the following hold with

Kf,g := ‖f‖Lr(Ω;Lp(Iτ ;DH
−1,q(O))) + ‖g‖Lr(Ω;Lp(Iτ ;Lq(O;`2)))) :

(1) There exists η = η(M,ν, p, q, d) > 0 such that for all s > 0 we can find a constant C =
C(M,ν, p, q, r, s,O, T ) such that u ∈ Lr(Ω;Cη([s, τ ]× O)),

‖u‖Lr(Ω;Cη([s,τ ]×O)) ≤ C(‖u0‖Lr(Ω;L2(O)) +Kf,g) (8.10)

(2) If u0 ∈ Lr(Ω;L∞(O)), then u ∈ Lr(Ω;L∞(Iτ × O)), and there exists a constant C =
C(M,ν, p, q, r,O, T ) > 0 such that

‖u‖Lr(Ω;L∞(Iτ×O)) ≤ C(‖u0‖Lr(Ω;L∞(O)) +Kf,g).

(3) If u0 ∈ Lr(Ω;Cδ(O)) for some δ > 0, then there exist η = η(M,ν, p, q, d, δ) > 0 and C =
C(M,ν, p, q, r, s,O, T, δ) > 0 such that u ∈ Lr(Ω;Cη(Iτ × O)) and

‖u‖Lr(Ω;Cη(Iτ×O)) ≤ C(‖u0‖Lr(Ω;Cδ(O)) +Kf,g).

In the above the convention is that ‖u‖Cη([s,t)×O) = 0 if t ≤ s.
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Proof. By extending a, b, f, g suitably on (τ,∞) we may assume τ = T for some T ∈ (0,∞).
By classical theory(see [148, Theorem 5.1.3]) there exists a unique strong solution such that u ∈
L2(Ω;L2(0, T ;DH

1,2(O)) ∩ C([0, T ];L2(O))).
To obtain the estimate (8.9) first consider r ∈ [2,∞). By a localization argument we may

assume that the LHS(8.9) is finite. From [148, Theorem 4.2.5] we obtain a.s. for all t ∈ [0, τ ],

‖u(t)‖2L2(O) + 2ν

∫ t

0

‖∇u(s)‖2L2(O)ds ≤ ‖u0‖2L2(O)

+ 2

∫ t

0

〈f(s), u(s)〉ds+ ‖g‖2L2(0,t;γ(H,L2(O))) + 2

∫ t

0

g(s)∗u(s)dW (s).

Therefore, standard arguments imply

‖u(t)‖2L2(O) +

∫ t

0

‖u(s)‖2
DH

1,2(O)ds .θ ‖u0‖2L2(O)

+ ‖f‖2L2(0,t;DH
−1,2(O)) + ‖g‖2L2(0,t;γ(H,L2(O))) +

∫ t

0

g(s)∗u(s)dW (s).

Taking the essential supremum over [0, τ ] and Lr/2(Ω)-norms, we obtain

‖u‖rLr(Ω;L∞(0,τ,L2(O))) + ‖u‖rLr(Ω;L2(0,τ ;DH
1,2(O)))

.r,θ ‖u0‖rLr(Ω;L2(O)) + ‖f‖rLr(Ω;L2(0,t;DH
−1,2(O)))

+ ‖g‖rLr(Ω;L2(0,t;L2(O))) + ‖g∗u‖r/2
Lr/2(Ω;L2(0,τ ;`2))

Since ‖g∗u‖Lr/2(Ω;L2(0,τ ;H)) ≤ ‖u‖Lr(Ω;L∞(0,τ ;L2(O)))‖g‖Lr(Ω;L2(0,t;L2(O))), standard considerations
imply (8.9). The case r ∈ (0, 2) can be obtained from Lenglart’s inequality (see [183, Proposition
IV.4.7]).

Next we show that u has a Hölder continuous version by splitting u = v1 + v2 where v1 satisfies
the stochastic heat equation and v2 satisfies a deterministic PDE for which we can obtain estimates
in Hölder norms.

Let v1 be the strong solution to
dv1 −∆v1dt =

∑
n≥1 1J0,τKgndw

n
t , on O,

v1 = 0, on ∂O,

v1(0) = 0, on O.

Recall that, by [16, Theorem 11.5], the weak Dirichlet Laplacian

D∆−1,q : DH
1,q(O) ⊆ DH

−1,q(O)→ DH
−1,q(O),

defined as
〈D∆−1,qf, g〉 =

∫
O

∇f · ∇g dx (8.11)

for all f ∈ DH
1,q(O) and g ∈ DH

1,q′(O), has a bounded H∞-calculus of angle ωH∞(∆−1,D) < π/2
and 0 ∈ ρ(D∆−1,q) = ρ(D∆q). By [168, Corollary 7.4], one has v1 ∈ Lr(Ω;Hθ,p(R+;DH

1−2θ,q(O)))
for all θ ∈ [0, 1/2) and

‖v1‖Lr(Ω;Hθ,p(R+;DH
1−2θ,q(O))) ≤ C‖g‖Lr(Ω;Lp(Iτ ;Lq(O;`2))) (8.12)

In particular, setting θ = 1
p + ε for ε > 0 so small that 1

p + ε < 1
2 and 2

p + d
q < 1 − 2ε, by

Sobolev embedding we obtain v1 ∈ Lr(Ω;Cη(R+;Cδ(O))) ↪→ Lr(Ω;Cδ(R+ × O)) where γ :=
min{ε, 1− 2

p − 2ε− d
q }.

182



Chapter 8. Stochastic reaction diffusion equations: Global existence and regularity

Let F = 1J0,τKf + 1J0,τKdiv(a · v1)− 1J0,τK∆v1 and note that by (8.12)

‖F‖Lr(Ω;Lp(R+;DH
−1,q(O))) ≤ C‖f‖Lr(Ω;Lp(Iτ ;DH

−1,q(O)))

+ C‖g‖Lr(Ω;Lp(Iτ ;Lq(O;`2))).
(8.13)

For each ω ∈ Ω fixed, by the deterministic case of [148, Theorem 4.2.4] (or see [140, Theorem 4.1])
we can find a unique strong solution v2 ∈ L2(0, τ ;DH

1,2(O)) to the PDE
∂tv2 − div(a · ∇v2) = F, on O,

v2 = 0, on ∂O,

v2(0) = u0, on O,

As in [174, Theorem 3.9 step 1] one sees that v2 is progressively measurable.
By (8.13) and the De Giorgi-Nash-Moser estimates [140, Theorems 7.1 and 10.1, Chapter III],

applied pointwise in Ω, one obtains v2 ∈ Lr(Ω;Cη((s, τ)×O)) for some η = η(M,ν, p, q, d) > 0, and
the estimate (8.10) holds with u replaced by v2 with a constant only dependent on M,ν, p, q, d, s.
Moreover, if u0 ∈ Cδ(O) the latter holds with s = 0. Since u = v1 + v2, (1) and (3) follow with
Hölder exponent min{η, γ}. The proof of (2) is similar.

Remark 8.1.4. The result of Theorem 8.1.3 also holds in case one adds lower order terms in the
equation. However, in that case the constant K in (8.9) becomes T -dependent.

8.2 Semilinear stochastic reaction-diffusion equations
In this section we study the existence and regularity of global solutions to (8.1). The structure
of this section is as follows. In Subsection 8.2.1 we state the assumptions and main results on
global well-posedness and regularity. To obtain these results we first prove local well-posedness
and regularity in Subsection 8.2.2 by applying Theorems 4.3.7 and 7.1.3. In Section 8.2.3 we prove
an energy estimate (see Lemma 8.2.12) which allows us to derive global well-posedness using the
blow-up criteria of Theorems 6.3.6 and 6.3.7.

8.2.1 Main results
In this subsection we state our main results concerning (8.1). Below, we study (8.1) on the state
space X0 = H−δ,q with δ ∈ [1, 2). In order to do this some smoothness requirements on a, b is
required needed. Note that, if the following is satisfied with δ = 1, then it also holds for some
δ > 1.

Assumption 8.2.1. Suppose d ≥ 2 and that the following hold:

(1) q ∈ [2,∞), p ∈ (2,∞) and κ ∈ [0, p2 − 1).

(2) For each i, j ∈ {1, . . . , d}, ai,j : R+×Ω×Td → R, (bjn)n≥1 : R+×Ω×Td → `2 are P⊗B(Td)-
measurable. In addition, there exist α > |1 − δ| and Ca,b > 0, such that a.s. for all t ∈ R+,
i, j ∈ {1, . . . , d},

‖ai,j(t, ·)‖Cα(Td) + ‖(bjn(t, ·))n≥1‖Cα(Td;`2) ≤ Ca,b.

(3) There exists ν > 0 such that, a.s. for all t ∈ R+, x ∈ Td, ξ ∈ Rd,

d∑
i,j=1

(
ai,j(t, x)− 1

2

∑
n≥1

bjn(t, x)bin(t, x)
)
ξiξj ≥ ν|ξ|2.
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8.2. Semilinear stochastic reaction-diffusion equations

(4) For all j ∈ {1, . . . , d}, Ψj, ψ : R+ × Ω × Td × R → R, Φ = (Φn) : R+ × Ω × Td × R → `2

are P ⊗ B(Td) ⊗ B(R)-measurable. Set Ψ := (Ψj)dj=1. Assume that Ψj(·, 0), ψ(·, 0) ∈
L∞(R+ × Ω × Td), Φ(·, 0) ∈ L∞(R+ × Ω × Td; `2), and there exists h ≥ 1, such that a.s. for
all t ∈ R+, x ∈ Td, y ∈ R,

|ψ(t, x, y)− ψ(t, x, y′)| . (1 + |y|h−1 + |y′|h−1)|y − y′|,

|Ψ(t, x, y)−Ψ(t, x, y′)|+ ‖Φ(t, x, y)− Φ(t, x, y′)‖`2 . (1 + |y|
h−1
2 + |y′|

h−1
2 )|y − y′|.

(5) Set Cb := ess sup(t,ω,x) ‖((bjn(t, x))dj=1)n≥1‖`2(N;Rd). Suppose that there exist γ ∈ (0, ν), M > 0

and Λ > max{d2 (h− 1), 2} s.t. a.s. for all t ∈ R+, x ∈ Td, y ∈ R,

1

4γ
|Ψ(t, x, y)|2 +

1

2

(
1 +

C2
b

4(ν − γ)

)
‖Φ(t, x, y)‖2`2 ≤M(1 + |y|2)− ψ(t, x, y)y

Λ− 1
.

Furthermore, if b ≡ 0 (resp. Ψ ≡ 0), then one can take γ = ν (resp. γ = 0) and Λ
4γ |Ψ(t, x, y)|2

(resp. C2
b

4(ν−γ)‖Φ(t, x, y)‖2`2) can be omitted in the previous estimate.

Let us discuss a prototype example of nonlinearities which satisfy Assumption 8.2.1(5) and
appears often in the literature.

Example 8.2.2. In the study of reaction-diffusion equations, the following assumption on ψ arises
naturally (see e.g. [203, formula (1.3)]): For some c1, c2 > 0 and a.s. for all t ∈ R+, x ∈ Td, y ∈ R,

ψ(t, x, y)y ≤ −c1|y|h+1 + c2(1 + |y|2). (8.14)

For instance, the above condition is satisfied in the case ψ(·, y) = −y|y|h−1. Moreover, (8.14)
covers another well-known example (see e.g. [35, Remark 5.1(2)]): For some k ≥ 1, c > 0 and a.s.
for all t ∈ R+, x ∈ Td, y ∈ R,

ψ(t, x, y) = −d2k+1(t, x)y2k+1 +

2k∑
j=0

dj(t, x)yj , with d2k+1(t, x) ≥ c > 0. (8.15)

where, dj : R+×Ω×Td → R is P⊗B(Td)-measurable and uniformly bounded for j ∈ {1, . . . , 2k+
1}. If ψ is as in (8.15), then it satisfies (8.14) with h = 2k + 1. Note that, (8.15) covers (8.2) and
the Allen-Cahn nonlinearity ψ(·, y) = y − y3.

If ψ satisfies (8.14), then Assumption 8.2.1(5) holds in the following cases:

• For some M1,M2, ε > 0, a.s. for all t ∈ R+, x ∈ Td, y ∈ R,

|Ψ(t, x, y)|+ ‖Φ(t, x, y)‖`2 ≤M1 +M2|y|
h+1
2 −ε. (8.16)

Indeed, using Young’s inequality one obtain the last inequality in Assumption 8.2.1(5). More-
over, one can check that the case ε = 0, is admissible if M2 is small enough.

• If b ≡ 0, the condition can be formulated as: there exist M > 0 and Λ > max{d2 (h − 1), 2}
such that a.s. for all t ∈ R+, x ∈ Td, y ∈ R

|Ψ(t, x, y)|2

4ν
+

1

2
‖Φ(t, x, y)‖2`2 ≤M(1 + |y|2) +

c1
Λ− 1

|y|h+1.

For instance if Ψ(·, y) = (bjy|y|(h−1)/2)dj=1 and Φ(·, y) = (gny|y|(h−1)/2)n≥1 for b ∈ Rd and
g ∈ `2 small enough, then the assumption is satisfied. In this case as in Subsection 5.1.3 one
can see that locally all terms in (8.1) have the same scaling.

Let us collect some comments on Assumption 8.2.1 in the following remark.
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Remark 8.2.3.

• The condition (5) (typically) reflects a dissipation in the underlined physical model. The last
condition in (5) says that the dissipation given by ψ(·, u)u is stronger than the forcing terms
div(Ψ(·, u)), Φ(·, u) and b · ∇u.

• In contrast to a large part of the literature, Example 8.2.2 shows that Ψ,Φ are not necessarily
globally Lipschitz in y.

• The study of the optimality of the conditions in (5) goes beyond the scope of this thesis.
However, since it may be useful in applications, we do make the constants as explicit as
possible.

Next, we state the main results of this section. For T ∈ (0,∞], we say that (u, σ) is a (unique
Lpκ-)weak solution to (8.1) on IT if (u, σ) is an Lpκ-maximal local solution to (4.16) on IT (see
Definitions 4.3.3 and 4.3.4 and Subsection 6.3.3 for the extension to [0,∞)) with H = `2, W` as in
Example 2.3.6, X0 = H−δ,q(Td), X1 = H2−δ,q(Td), f = g = 0 and for v ∈ X1,

A(·)v = −div(a(·) · ∇v), B(·)v = (bn(·)∇v)n≥1,

F (·, v) = div(Ψ(·, v)) + ψ(·, v), G(·, v) = (Φn(·, v))n≥1.
(8.17)

Weak solutions are unique by maximality. We say that (u, σ) (or simply u) is a global (Lpκ-)weak
solution to (8.1) provided (u, σ) is a unique Lpκ-weak solution to (8.1) on [0,∞) with σ =∞ a.s.

Theorem 8.2.4 (Global existence and regularity). Let Assumption 8.2.1 be satisfied for some
δ ∈ (1, 2]. Suppose that q > max{ d

d−δ ,
d(h−1)

2h−δ(h−1)} and that one of the following conditions holds:

• q < d(h−1)
δ and 1+κ

p + 1
2 (δ + d

q ) ≤ h
h−1 ;

• q ≥ d(h−1)
δ and 1+κ

p ≤
h
h−1 (1− δ

2 ).

Then for any u0 ∈ L0
F0

(Ω;B
2−δ−2 1+κ

p
q,p (Td)), (8.1) has a unique global weak solution

u ∈ Lploc([0,∞), wκ;H2−δ,q(Td)) ∩ C([0,∞);B
2−δ−2 1+κ

p
q,p (Td)).

Moreover, u instantaneously regularizes in time and space:

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (R+;H1−2θ,ζ(Td)) a.s. for all r, ζ ∈ (2,∞). (8.18)

In particular,

u ∈
⋂

θ∈(0, 12 )

Cθloc(R+;C1−2θ(Td)) ⊆
⋂

θ1∈(0, 12 ), θ2∈(0,1)

Cθ1,θ2loc (R+ × Td) a.s. (8.19)

As a by-product of Theorem 8.2.4, we obtain the global existence for (8.1) in critical space of
Besov-type for (8.1). Set

h2 := 3, and hd :=
1

2
+

1

d
+

√(1

2
+

1

d

)2

+
2

d
for d ≥ 3. (8.20)

Motivation for this definition will be given in Remark 8.2.7 and Subsection 8.2.4. We will now
specialize Theorem 8.2.4 to those parameters which lead to critical spaces.
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Theorem 8.2.5 (Global existence in critical spaces). Let Assumption 8.2.1 be satisfied for some
δ ∈ [1, h+1

h ]. Assume h > hd, 1
p + 1

2 (δ + d
q ) ≤ h

h−1 and

max
{ d

d− δ
,

d(h− 1)

2h− δ(h− 1)

}
< q <

d(h− 1)

h+ 1− δ(h− 1)
. (8.21)

Set κcrit := p( h
h−1 −

1
2 (δ + d

q )) − 1. Then for any u0 ∈ L0
F0

(Ω;B
d
q−

2
h−1

q,p (Td)), (8.1) has a unique
global solution

u ∈ Lploc([0,∞), wκcrit ;H
2−δ,q(Td)) ∩ C([0,∞);B

d
q−

2
h−1

q,p (Td)). (8.22)

Moreover u instantaneously regularizes in space and time, i.e. (8.18)-(8.19) hold.

It is important to note that by using the parameter δ one can allow much large parameter q.
This has the advantage that the admissible smoothness of the initial value s := d

q −
2

h−1 is lower.
Indeed, letting q ↑RHS(8.21) it follows that we can deal with all smoothness s > 1− δ. Thus using
δ ∈ (1, h+1

h ) we obtain a wider class of critical spaces including ones with negative smoothness up
to − 1

h .
For a special choice of q we obtain the following Lq-version of the previous result.

Corollary 8.2.6 (Global existence in critical Lξ-spaces). Let Assumption 8.2.1 be satisfied for
some δ ∈ (1, 2]. Set ξ := d

2 (h− 1) and assume that

either
[
h > 1 +

4

d
, and p ≥ ξ

]
or

[
h = 1 +

4

d
, and p, d > 2

]
. (8.23)

Then there exists δ̄(h, d) ∈ (1, h+1
h ] such that for all δ ∈ (1, δ̄] and u0 ∈ L0

F0
(Ω;Lξ(Td)), (8.1)

has a unique global solution as in (8.22) with with p, δ as above, q = ξ and κcrit = p(1 − δ
2 ) − 1.

Moreover, u instantaneously regularizes in spaces and time i.e. (8.18)-(8.19) hold.

As in Subsection 5.1.3, one can see that solutions to (8.1) are (locally) invariant under the
mapping

u 7→ λ1/(h−1)u(λ·, λ1/2·), λ > 0, (8.24)

and that the spaces B
d
q−

2
h−1

q,p (Td) and L
d
2 (h−1)(Td) are (locally) invariant under the induced map-

ping on the initial data u0 7→ λ1/(h−1)u0(λ1/2·). Because of this they are called usually called
critical in the literature. In Subsection 8.2.2 we will see that the spaces are also critical in the
sense of Section 6.3 (see the text before (4.29)).
Remark 8.2.7.

• The assumption h > hd ensures the existence of q > 2, p ∈ (2,∞) and δ ∈ [1, h+1
h ] for which

Theorem 8.2.5 applies. To see this, choosing p large enough, it is enough to find q > 2,
δ ∈ [1, h+1

h ] which satisfy (8.21). To begin, note that LHS(8.21)< RHS(8.21) leads to the
condition h > d+1

d−1 . Therefore, in order to find an admissible q ≥ 2 for (8.21) we need
φ(δ) := d(h−1)

h+1−δ(h−1) > 2 for some δ ∈ [1, h+1
h ]. One can check that this holds if and only if

h > 1
2 + 1

d +
((

1
2 + 1

d

)2
+ 2

d

)1/2

. If d ≥ 3, the latter condition coincides with (8.20) and

is more restrictive than the previously obtained condition h > d+1
d−1 . On the other hand, if

d = 2, then this turns around and we require h > 2. This explains the two cases in (8.20).

• If Assumption 8.2.1 is satisfied with h = hd, then Theorem 8.2.5 can still applied with h̃ > hd,
and gives a sub-optimal result in the sense that the local scaling in the space is not the right
one for this nonlinearity. This observation applies to the standard Allen-Cahn equation with
d = 2 (see Example 8.2.2).

To prove Theorem 8.2.4 and the stated consequences we will first consider local well-posedness
in Subsection 8.2.2. In Subsection 8.2.3, we derive an a priori estimate which we use to obtain
global well-posedness.
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8.2.2 Local existence results for (8.1)
Throughout the remaining subsections, to abbreviate the notation, we often write Lq, Hs,q, Bsq,p,
etc. instead of Lq(Td), Hs,q(Td), Bsq,p(Td). Let us begin with a lemma. Recall that Cdet,θ,p,κ

(A,B) (s, T )

and Csto,θ,p,κ
(A,B) (s, T ) are defined in Subsection 6.2.1.

Lemma 8.2.8. Let Assumption 8.2.1(1)-(3) be satisfied. Then for each δ ∈ [1, 2) there exists C
for which the following holds. For any s ∈ (0, T ) the couple (A,B) = (−div(a · ∇ ), (bn · ∇ )n≥1)
satisfies (A,B) ∈ SMR•p,κ(s, T ) with X0 = H−δ(Td), X1 = H2−δ(Td) and

max
{
Cdet,θ,p,κ

(A,B) (s, T ), Csto,θ,p,κ
(A,B) (s, T )

}
≤ C.

The proof of the above result follows from the argument employed to prove Theorem 9.2.2
below with some simplifications. To avoid repetitions we omit the details.

Our first result deals with the local well-posedness and smoothness of solutions to (8.1). For
this we do not need Assumption 8.2.1(5). Recall that Iσ = (0, σ).

Proposition 8.2.9 (Local existence and regularization). Let Assumption 8.2.1(1)-(4) be satisfied

for some δ ∈ [1, 2). Let p, q, κ be as in Theorem 8.2.4. Then for any u0 ∈ L0
F0

(Ω;B
2−δ−2 1+κ

p
q,p (Td)),

there exists a unique Lpκ-weak solution (u, σ) to (8.1) on [0,∞) with σ > 0 a.s., and for each
localizing sequence (σn)n≥1, a.s. for all n ≥ 1

u ∈ Lploc(Iσn , wκ;H1−δ,q(Td)) ∩ C(Iσn ;B
2−δ−2 1+κ

p
q,p (Td)). (8.25)

Moreover, (u, σ) instantaneously regularizes in time and space

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (Iσ;H1−2θ,ζ(Td)) a.s. for all r, ζ ∈ (2,∞). (8.26)

In particular,

u ∈
⋂

θ∈(0, 12 )

Cθloc(Iσ;C1−2θ(Td)) ⊆
⋂

θ1∈(0, 12 ), θ2∈(0,1)

Cθ1,θ2loc (Iσ × Td) a.s. (8.27)

Proof. By the argument given in the beginning of Subsection 6.3.3 it suffices to consider the
equation on [0, T ] with T ∈ (0,∞) arbitrary. For the sake of clarity, we divide the proof into
several steps. In Steps 1-3 we prove the local well-posedness and (8.25), and the argument is very
similar to Subsection 5.1.3 where the case δ = 1 is considered. The most important part of the
proof can be found in Steps 4-6 where we show the regularization via the results of Section 7.1.

Step 1: F satisfies (HF). Since F consist of two parts (see (8.17)), we check (4.18) for j ∈ {1, 2}.
By Assumption 8.2.1(4), a.s. for all t ∈ IT and v, v′ ∈ H2−δ,q,

‖ψ(t, ·, v)− ψ(t, ·, v′)‖H−δ,q
(i)

. ‖ψ(t, ·, v)− ψ(t, ·, v′)‖Lξ

. ‖(1 + |v|h−1 + |v′|h−1)|v − v′|‖Lξ
(ii)

. (1 + ‖v‖h−1
Lhξ

+ ‖v′‖h−1
Lhξ

)‖v − v′‖Lhξ
(iii)

. (1 + ‖v‖h−1
Hθ,q

+ ‖v′‖h−1
Hθ,q

)‖v − v′‖Hθ,q
h(1 + ‖v‖h−1

Xβ
+ ‖v′‖h−1

Xβ
)‖v − v′‖Xβ ,

(8.28)

where β := δ+θ
2 . In (i) we used Sobolev embedding with −dξ = −δ − d

q , where we used q > d
d−δ

to ensure ξ ∈ (1,∞). In (ii) we used Hölder’s inequality, and in (iii) Sobolev embedding where
θ ∈ [0, 2− δ) is chosen (see below) so that θ− d

q ≥ −
d
hξ . To see that an admissible θ can be found

such that (4.18) holds, we split into two cases:
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(1) Case q < d(h−1)
δ . Here, we may set θ = d

q −
d
hξ > 0. To ensure that θ < 2 − δ (i.e. ψ is a

lower-order nonlinearity) we have to impose q > d(h−1)
2h−δ(h−1) . To check (4.18) for j = 1, we split

the discussion into two cases:

• If 1 − 1+κ
p ≥ β (i.e. 1+κ

p ≤ 1 − 1
2 (δ + d

q )(1 − 1
h )), then (4.18) for j = 1 follows by (8.28)

and Remark 4.3.2(2). Moreover, the corresponding trace space is not critical for (8.1).

• If 1 − 1+κ
p < β (i.e. 1+κ

p > 1 − 1
2 (δ + d

q )(1 − 1
h )), then setting ρ1 := h − 1, β1 := ϕ1 :=

β = δ+θ
2 , by (8.28), (4.18) for j = 1 is equivalent to

1 + κ

p
≤ ρ1 + 1

ρ1
(1− β) =

h

h− 1
− 1

2

(
δ +

d

q

)
. (8.29)

Note that, in this case, the corresponding trace space is critical for (8.1) if and only if the
equality in (8.29) holds.

(2) Case q ≥ d(h−1)
δ . Here, we may set θ = 0, and thus β = δ/2. Since δ < 2 (i.e. θ = 0 < 2− δ),

ψ is a lower order nonlinearity. As in the previous case, to check (4.18) for j = 1, we split the
discussion into two cases:

• If 1 − 1+κ
p ≥ δ

2 , then (4.18) for j = 1 follows by (8.28) and Remark 4.3.2(2). Moreover,
the corresponding trace space is not critical for (8.1).

• If 1− 1+κ
p < δ

2 , then setting ρ1 := h− 1, β1 := ϕ1 := β = δ/2, by (8.28), (4.18) for j = 1
is equivalent to

1 + κ

p
≤ ρ1 + 1

ρ1
(1− β) =

h

h− 1

(
1− δ

2

)
. (8.30)

Note that, in this case, the corresponding trace space is critical for (8.1) if and only if the
equality in (8.30) holds.

Next, we look at suitable bounds for divΨ. By Assumption 8.2.1(4), a.s. for all t ∈ IT and
v, v′ ∈ H2−δ,q(Td),

‖div(Ψ(t, ·, v))− div(Ψ(t, ·, v′))‖H−δ,q
(iv)

. ‖Ψ(t, ·, v)−Ψ(t, ·, v′)‖Lη

. ‖(1 + |v|
h−1
2 + |v′|

h−1
2 )|v − v′|‖Lη

(v)

. (1 + ‖v‖
h−1
2

L
h+1
2
η

+ ‖v′‖
h−1
2

L
h+1
2
η
)‖v − v′‖

L(h+1
2

)η

(vi)

. (1 + ‖v‖
h−1
2

Hφ,q
+ ‖v′‖

h−1
2

Hφ,q
)‖v − v′‖Hφ,q

h (1 + ‖v‖
h−1
2

Xζ
+ ‖v′‖

h−1
2

Xζ
)‖v − v′‖Xζ ,

(8.31)

where ζ := δ+φ
2 . In (iv) we used div : H1−δ,q → H−δ,q boundedly, and Sobolev embedding with

− dη = 1− δ − d
q , where η ∈ (1, q) follows from q > d

d−δ . In (v) we used Hölder’s inequality, and in
(vi) the Sobolev embedding with φ ∈ [0, 2− δ) and φ− d

q ≥ −
2d

η(h+1) (see below). To see that an
admissible θ can be found such that (4.18) holds for j = 2, we split into two cases:

(3) Case q < d(h−1)
2(δ−1) . Here, we may set φ := d

q −
2d

η(h+1) = d
q
h−1
h+1 + 2 1−δ

h+1 > 0. Let us note that

φ < 2 − δ, follows by q > d(h−1)
2h−δ(h−1) as assumed. To check (4.18) for j = 2, we split the

discussion into two cases:

• 1− 1+κ
p ≥ ζ (i.e.

1+κ
p ≤

h
h+1 + 1

2 (dq +δ)h−1
h+1 ), (4.18) for j = 2 follows by (8.28) and Remark

4.3.2(2). Moreover, the corresponding trace space is not critical for (8.1).
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• 1 − 1+κ
p < ζ (i.e. 1+κ

p > h
h+1 + 1

2 (dq + δ)h−1
h+1 ), then setting ρ2 := h−1

2 , β2 := ϕ2 := ζ, by
(8.31), (4.18) for j = 2 is equivalent to

1 + κ

p
≤ ρ2 + 1

ρ2
(1− ζ) =

h

h− 1
− 1

2

(
δ +

d

q

)
. (8.32)

As expected, (8.29) coincides with (8.32), and as above, the corresponding trace space is
critical for (8.1) if and only if the equality in (8.32) holds.

(4) Case q ≥ d(h−1)
2(δ−1) . Here, we set φ = 0 and thus ζ = δ/2. Splitting the discussion into two cases,

we get:

• If 1 − 1+κ
p ≥ ζ, then (4.18) for j = 2 follows by (8.28) and Remark 4.3.2(2). Moreover,

the corresponding trace space is not critical for (8.1).

• If 1 − 1+κ
p < ζ, then setting ρ2 := h−1

2 , β2 := ϕ2 := ζ, by (8.31), (4.18) for j = 2 is
equivalent to

1 + κ

p
≤ ρ2 + 1

ρ2
(1− ζ) =

h+ 1

h− 1

(
1− δ

2

)
. (8.33)

Note that, the corresponding trace space is critical for (8.1) if and only if the equality in
(8.33) holds.

Since F (·, v) = div(Ψ(·, v)) + ψ(·, v), the above conditions have to be satisfied simultaneously.
Therefore, we may argue as follows:

(5) Case q < d(h−1)
δ . Thus, q < d(h−1)

2(δ−1) and by the results in (1) and (3), to check (HF) it is enough
to assume that (8.29) holds. Moreover, the corresponding trace space is critical for (8.1) if and
only if (8.29) holds with the equality.

(6) Case d(h−1)
δ ≤ q < d(h−1)

2(δ−1) . By the results in (2), (3) and the fact that the RHS of (8.30) is
less or equal than the one of (8.32), to check (HF) it is enough to assume that (8.30) holds.
Moreover, the corresponding trace space is critical for (8.1) if and only if (8.30) holds with the
equality.

(7) Case q ≥ d(h−1)
2(δ−1) . By (2), (4) and the fact that the RHS of (8.30) is less or equal than the one

of (8.33), to check (HF) it is enough to assume that (8.30) holds. Moreover, the corresponding
trace space is critical for (8.1) if and only if (8.30) holds with the equality.

To prove the claim of this step, it remains to note that the conditions in (5)-(7) are equivalent to
the requirements in Theorem 8.2.4.

Step 2: G satisfies (HG). To check that G satisfies (HG), it is enough to prove that G satisfies
the same bound of div(Ψ) in (8.31). Indeed, using that X1/2 = H1−δ,q we get, a.s. for all t ∈ IT
and v, v′ ∈ X1,

‖Φ(t, ·, v)− Φ(t, ·, v′)‖γ(`2,H1−δ,q)

(i)

. ‖Φ(t, ·, v)− Φ(t, ·, v′)‖γ(`2,Lη)

(ii)
h ‖Φ(t, ·, v)− Φ(t, ·, v′)‖Lη(`2)

(iii)

. ‖(1 + |v|
h−1
2 + |v′|

h−1
2 )|v − v′|‖Lη ,

(8.34)

where in (i) we have used the left-ideal property of γ-spaces and the Sobolev embedding with
− dη = 1 − δ − d

q , in (ii) (2.14) and in (iii) Assumption 8.2.1(4). Thus, to check (HG) with
ρ3 = (h − 1)/2, ϕ3 = β3 = ζ it is enough to repeat the estimates in (8.31) and the subsequent
argument.
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Step 3: If u0 ∈ L0
F0

(Ω;B
2−δ−2 1+κ

p
q,p (Td)), then there exists a unique weak solution u to (8.1),

and
u ∈

⋂
θ∈[0,1/2)

Hθ,p
loc (Iσ;H2θ−δ,q), a.s. (8.35)

Condition H(H−δ,q(Td), H2−δ,q(Td), p, κ) is satisfied whenever p, q, κ, δ satisfies the assumption of

Theorem 8.2.4. Moreover, the corresponding trace space B
2−δ−2 1+κ

p
q,p (Td) is critical for (8.1) if and

only if one of the following holds:

• q < d(h−1)
δ and (8.29) holds with the equality;

• q ≥ d(h−1)
δ and (8.30) holds with the equality.

Finally, Assumption 6.3.2 in the (H−δ,q(Td), H2−δ,q(Td), p, κ)-setting holds for ` ∈ {0, κ} and
Assumption 6.3.4 holds.

First of all, by Lemma 8.2.8, (A,B) ∈ SMR•p,κ(s, T ) for all s ∈ IT , and (A,B) satisfies
Assumption 6.3.2 in the (H−δ,q(Td), H2−δ,q(Td), p, κ)-setting (here A,B are as in (8.17)). Thus,
the existence of a weak solution to (8.1) follows from Theorem 6.3.1, as well as the regularity
(8.35). The claimed characterization of critical spaces follows from (5)-(7) in Step 1 and Step 2.
Finally, Assumption 6.3.4 follows from the fact that ϕj = βj for all j ∈ {1, 2, 3} as remarked before
Assumption 6.3.4.

Step 4: For any r1 ∈ (2,∞) we have

u ∈
⋂

θ∈[0,1/2)

Hθ,r1
loc (Iσ;H1−2θ,q), a.s. (8.36)

By Step 3 and the fact that f = g = 0, in the case that κ > 0 we can apply Corollary 7.1.5 to
Y0 = H−δ,q, Y1 = H2−δ,q, α = κ, r = p and r̂ = r1 ∈ (2,∞) arbitrary to get

u ∈
⋂

θ∈[0,1/2)

Hθ,r1
loc (Iσ;H2−2θ−δ,q), a.s. (8.37)

As explained after Proposition 7.1.7, in the case that κ = 0, using Step 3 one apply Proposition
7.1.7 Y0 = H−δ,q, Y1 = H2−δ,q, α = κ, r = p and r̂ such that 1

r̂ = maxj ϕj − 1 − 1
p and then one

can apply Corollary 7.1.5 as explained above, to get (8.37) also in the case κ = 0.
In the case δ = 1, (8.37) implies (8.36). Thus, in the remaining part of this step we assume

δ ∈ (1, 2) and we fix r1 ∈ (2,∞). To complete the proof, it remains to check the applicability of
Theorem 7.1.3 to Y0 = H−δ,q, Y1 = H2−δ,q, Ŷ0 = H−1,q, Ŷ1 = H1,q, r = r̂, α, α̂ to be chosen later
and such that r̂ ≥ r1. For the reader’s convenience, we check the conditions in Theorem 7.1.3
separately.

Step 4a: If 1
r < 1 − δ

2 , α > 0, 1+α
r < 1 − δ

2 and α̂ = r( δ−1
2 + 1

r ) − 1, then Theorem 7.1.3(3)
holds. Since 1+α̂

r = δ−1
2 + 1

r , one has

Y Tr
r = B

2−δ− 2
r

q,r = B
1−2 1+α̂

r
q,r = Y Tr

α̂,r̂.

Obviously, α̂ > 0 and α̂ < r
2 − 1 due to 1

r < 1− δ
2 . To check (7.4), we apply Lemma 7.1.2(3). To

this end, note that
Ŷ0 = Y δ−1

2
, and Ŷ1− δ−1

2
= Y1.

Set ε := δ−1
2 and note that 1+α̂

r̂ = ε+ 1
r < ε+ 1+α

r . Thus, to apply Lemma 7.1.2(3) it remains to
note that ε < 1

2 −
1+α
r since 1+α

r < 1− δ
2 .

Step 4b: If r is large enough and α > 0 is small enough, then Theorem 7.1.3(1) holds. The
claimed regularity in (1) follows from (8.37). Moreover, Assumption 6.3.2 holds in the (Y0, Y1, α, r)-
setting for ` = α by Step 3. It remains to note that, up to enlarging the above choice of r = r̂ and
taking α > 0 small, we can assume that either[

q <
d(h− 1)

δ
, and

1 + α

r
≤ h

h− 1
− 1

2

(
δ +

d

q

)]
(8.38)
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or [
q ≥ d(h− 1)

δ
, and

1 + α

r
≤ h

h− 1

(
1− δ

2

)]
. (8.39)

The above choice of r, α and Step 3 ensure that H(Y0, Y1, r, α) holds.
Step 4c: If α̂, r̂ are as in Step 4ab, then Theorem 7.1.3(2) holds. By Step 3, Assumption

6.3.2 holds in the (Ŷ0, Ŷ1, r̂, α̂)-setting for ` ∈ {0, α̂} and Assumption 6.3.4 holds. Moreover, if
q ≥ d(h− 1), then H(Ŷ0, Ŷ1, r̂, α̂) follows by Step 3 with δ = 1 by noticing that 1+α̂

r̂ < 1
2 <

h
2(h−1) .

It remains to discuss the case q < d(h− 1). Recall that 1+α̂
r̂ = δ−1

2 + 1
r . The discussion splits into

two cases:

• If q < d(h−1)
δ , then by (8.38) we have

1 + α̂

r̂
=
δ − 1

2
+

1

r
<
δ − 1

2
+

h

h− 1
− 1

2

(
δ +

d

q

)
=

h

h− 1
− 1

2

(
1 +

d

q

)
. (8.40)

Thus, H(Ŷ0, Ŷ1, r̂, α̂) follows by Step 3.

• If q ∈ [d(h−1)
δ , d(h− 1)), then by (8.39) and q ≥ d(h−1)

δ , we have

1 + κ̂

r̂
=
δ − 1

2
+

1

r
<
δ − 1

2
+

h

h− 1

(
1− δ

2

)
=

h

h− 1
− 1

2
− δ

2

1

h− 1
≤ h

h− 1
− 1

2

(
1 +

d

q

)
.

(8.41)

Thus, H(Ŷ0, Ŷ1, r̂, α̂) follows by Step 3.

Since (8.40)-(8.41) holds with strict inequality, Ŷ Tr
α̂,r̂ is not critical for (8.1) in the (Ŷ0, Ŷ1, r̂, α̂)-

setting. Therefore, Theorem 7.1.3 is applicable and yields the claim of this step.
Step 5: (8.26) holds. By Step 4, it remains to show regularization in space for (u, σ). To this

end. It is enough to show the existence of G > 0 and r ∈ (2,∞) such that for any ξ ≥ q and
r ∈ [r0,∞) the following implication holds:

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (Iσ;H1−2θ,ξ), a.s. ⇒ u ∈

⋂
θ∈[0,1/2)

Hθ,r
loc (Iσ;H1−2θ,ξ+G), a.s., (8.42)

To prove the above implication, Let α = α(h, d, q) > 0 and r0 = r0(h, d, q) ∈ (2,∞) such that

α+ 1

r0
<

h

h− 1
− 1

2

(
1 +

d

q

)
≤ h

h− 1
− 1

2

(
1 +

d

ξ

)
.

By enlarging r0 if necessary, we may assume that α+1
r0

< 1
2 . Fix r ≥ r0 and ξ ≥ q. As above,

we apply Theorem 7.1.3 with Y0 = H−1,ξ, Y1 = H1,ξ, Ŷ0 = H−1,ξ+G, Ŷ1 = H1,ξ+G, where G will
be chosen later. As in the previous step, we first check condition of Theorem 7.1.3(3). Let us set
r̂ = r, α̂ = α. Thus

Y Tr
r = B

1− 2
r

ξ,r

(i)
↪→ B

1−2 1+α
r

ξ+G,r = Y Tr
α̂,r̂ (8.43)

where by Sobolev embedding (i) holds if and only if

1− 2

r
− d

ξ
≥ 1− 2

1 + α

r
− d

ξ + G
⇔ 1

ξ
− 1

ξ + G
≤ 2α

dr
.

Therefore, G = 2α
dr , we find that with

1

ξ
− 1

ξ + G
=

G

ξ(ξ + G)
≤ G :=

2α

dr
,

the embedding (8.43) holds. Finally, note that by Lemma 7.1.2(1) also (7.4) holds. Reasoning as
in the previous step, it follows from Step 3 that the above choice of the parameters implies that
also the conditions (1)-(2) of Theorem 7.1.3 holds and therefore, (8.42) follows.

Step 6: Proof of the last statement. This follows from (8.26) and Sobolev embeddings.
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We complete this subsection by deriving from Proposition 8.2.9 a local existence result for (8.1)
in critical spaces.

Corollary 8.2.10 (Local existence in critical spaces I). Let Assumption 8.2.1(1)-(4) be satisfied
for some δ ∈ [1, h+1

h ]. Assume that h > hd (see (8.20)), 1
p + 1

2 (δ + d
q ) < h

h−1 . Suppose that q
satisfies (8.21) and set

κcrit := p
( h

h− 1
− 1

2

(
δ +

d

q

))
− 1. (8.44)

Then for any u0 ∈ L0
F0

(Ω;B
d
q−

2
h−1

q,p (Td)), there exists a weak solution u to (8.1), and for each
localizing sequence (σn)n∈N, a.s. for all n ≥ 1,

u ∈ Lploc(Iσn , wκcrit ;H
2−δ,q) ∩ C(Iσn ;B

d
q−

2
h−1

q,p ).

Moreover u instantaneously regularizes in space and time, i.e. (8.26)-(8.27) holds.

Proof. The first claim follows by Proposition 8.2.9 once we checked that we can apply Proposition
8.2.9 for suitable p, q, κ. By δ < h+1

h and the upper bound in (8.21), one has q < d(h−1)
δ . Therefore,

Step 1(5) of the proof of Proposition 8.2.9 applies and κcrit as defined in (8.44) gives equality in
(8.29). Note that κcrit ∈ (0, p2 − 1) holds, since the assumptions imply

1

p
+

1

2

(
δ +

d

q

)
<

h

h− 1
, and

h

h− 1
− 1

2

(
δ +

d

q

)
<

1

2
.

Moreover, the corresponding trace space becomes

XTr
κcrit,p = B

2−δ−2
1+κcrit
p

q,p (Td) = B
2−δ− 2h

h−1 +δ+ d
q

q,p (Td) = B
d
q−

2
h−1

q,p (Td).

Part (2) of the next result plays an important role in the results on global existence.

Corollary 8.2.11 (Local existence in critical spaces II). Let Assumption 8.2.1(1)-(4) be satisfied
for some δ0 ∈ (1, h+1

h ]. Assume that (8.23) holds. Then there exists δ̄(h, d) ∈ (1, δ0] such that if
δ ∈ (1, δ̄), ξ := d

2 (h− 1), and κp,δ := p(1− δ
2 )− 1, then the following hold:

(1) For all u0 ∈ L0
F0

(Ω;Lξ(Td)), there exists a weak solution (u, σ) to (8.1) which satisfies (8.25)
and (8.26) with q = ξ and κ = κp,δ;

(2) If h > 1 + 4
d , then there exists λ̄ > ξ depending only on q, h, δ̄ such that for any λ ∈ (ξ, λ̄)

the space XTr
κλ,δ,p

= B0
λ,λ(Td) is not critical for (8.1) in the (H−δ,λ(Td), H2−δ,λ(Td), λ, κλ,δ)-

setting.

Proof. To prove (1)-(2), first note that by (8.23), there exists δ̄ ∈ (1, (h+ 1)/h] depending only on
d, h, p such that

max
{ d

d− δ̄
,

d(h− 1)

2h− δ̄(h− 1)

}
< ξ <

d(h− 1)

h+ 1− δ̄(h− 1)
, and p ≥ 2/(2− δ̄). (8.45)

(1): Fix δ ∈ (1, δ̄]. By the second part of (8.45), 1
p + 1

2 (δ + d
ξ ) < h

h−1 . The conclusion follows from
(8.45) and Corollary 8.2.10 where κcrit = p( h

h−1 −
1
2 (δ + d

ξ )) − 1 = p(1 − δ
2 ) − 1 (see (8.44)), and

since p ≥ d
2 (h− 1)),

L
d
2 (h−1)(Td) ↪→ B0

d
2 (h−1),p

(Td).

(2): Let λ̄ > ξ be such that (8.45) holds with ξ replaced by λ̄. If δ ∈ (1, δ̄], then
1 + κλ,δ

λ
= 1− δ

2
=

h

h− 1
− 1

2

(d
ξ

+ δ
)
<

h

h− 1
− 1

2

(d
λ

+ δ
)
.

Therefore, the proof of Corollary 8.2.10 shows that the corresponding trace space

XTr
κλ,δ,λ

= B
2−δ−2(1+κλ,δ)/λ
λ,λ = B0

λ,λ

is not critical for (8.1).
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8.2.3 Proofs of Theorems 8.2.4, 8.2.5 and Corollary 8.2.6
Energy estimates for (8.1)

In this subsection, we establish energy estimates for solutions (8.1). If δ > 1, then the regularity of
u is insufficient at t = 0. To overcome this difficulty, we exploit the regularization of weak solutions
to (8.1) and therefore giving estimates away from t = 0.

Let (u, σ) be the weak solution to (8.1) provided by Proposition 8.2.9. By (8.27), one has
1{σ>s}u(s) ∈ L0

F0
(Ω;Cη(Td)) for any s > 0 and η ∈ (0, 1). Thus, for any s > 0 and k ≥ 1, the

following set is well-defined

Γs,k := {σ > s , ‖u(s)‖C(Td) ≤ k} ∈ Fs (8.46)

and
P
(
{σ > s} \ (∪k≥1Γs,k)

)
= 0. (8.47)

The last ingredient in the proof of Theorem 8.2.4 is the following result.

Lemma 8.2.12 (Energy estimates for (8.1)). Let Assumption 8.2.1 be satisfied. Assume that

u0 ∈ L0
F0

(Ω;B
2−δ−2 1+κ

p
q,p (Td)), and let (u, σ) be the weak solution to (8.1) provided by Proposition

8.2.9. Let Λ > max
{
d
2 (h − 1), 2

}
be as in Assumption 8.2.1(5). Fix s > 0, k ≥ 1 and let Γs,k be

as in (8.46). Then, for each λ ∈ [2,Λ) there exists C depending only on c, ν, γ, Cb,M, h,Λ, λ (see
Assumption 8.2.1(5)) such that for all t ∈ [s,∞),

E
[
1Γs,k sup

r∈[s,σ∧t)
‖u(r)‖λLλ(Td)

]
≤ CeC(t−s)

(
1 + t− s+ E[1Γs,k‖u(s)‖λLλ(Td)]

)
. (8.48)

Proof. Since u is regular by (8.27), we can define

τn = inf{t ∈ [s, σ) : ‖u(t)− u(s)‖C(Td) + ‖u‖L2(s,t;H1,2(Td)) ≥ n} ∧ n, (8.49)

if σ > s, and τn = s if σ ≤ s. Here, as usual, we set inf ∅ := σ. Then each τn is a stopping time
and by (8.27), we have limn↑∞ τn = σ a.s. on {σ > s}.

By Assumption 8.2.1(5), for each λ ∈ (max{d2 (h − 1), 2},Λ), there exist θ ∈ (0, 1), M ′ > 0,
εi ∈ (0, ν) (for i ∈ {0, 1}), a.s. for all t ∈ [0,∞), x ∈ Td, y ∈ R,

ε1 + ε2 < θ, (8.50)

|Ψ(t, x, y)|2

4ε1
+

1

2

(
1 +

C2
b

4ε2

)
‖Φ(t, x, y)‖2`2 ≤M ′(1 + |y|2)− θ

λ− 1
ψ(t, x, y)y. (8.51)

All the constants in the proof below will depend on ν, θ, ε1, ε2, Cb,M,Λ, λ, h.
It suffices to prove (8.49) with Γs,k replaced by

Γns,k := {τn > s , ‖u(s)‖C(Td) ≤ k} ∈ Fs. (8.52)

To abbreviate the notation and since k and n are fixed we will write Γ := Γns,k and τ = τn and
denote

y(r) = 1Γ sup
η∈[s,r∧τ)

‖u(η)‖λLλ(Td)

By Gronwall’s lemma and since τ ≤ n, it is enough to show, that there is a constant C > 0 such
that

Ey(t) ≤ C(1 + t− s+ Ey(s)) + C

∫ t

s

Ey(r) dr, t ∈ [s, n]. (8.53)

The proof of (8.53) will be given in the next steps.
Step 1: We apply the Itô formula of Lemma 8.1.1 and the stochastic parabolicity to derive the

a priori estimate (8.57) below.
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By Proposition 6.2.7 and the fact that (u|[s,σ)×Γ, σ1Γ + s1Ω\Γ) is a weak solution to (8.1) on
[s, n], we obtain 1Γu = v on [s, τ), where v : [s, n]× Ω→ H1,2(T) is a weak solution to

dv −Av dr = fu dr + (Bv + gu) dW`2 , v(s) = 1Γu(s).

In the above A and B are given by (8.17), and by the definitions of τ and Γ,

fu = 1Γ×[s,τ)div(Ψ(·, u)) + 1Γ×[0,τ)ψ(·, u) ∈ L2
P((s, n)× Ω;H−1,r(Td))

gu = (1Γ×[s,τ)Φn(·, u))n≥1 ∈ L2
P((s, n)× Ω;Lr(Td; `2)),

for all r ∈ (2,∞).
Moreover, by Proposition 8.2.9 1Γu(s) ∈ L2(Ω;C(Td)) ↪→ L2(Ω;L2(Td)). Therefore, since it

is classical that (A,B) ∈ SMR•2(s, n) on the space X̃k = H−1+2k,2(Td) for k ∈ {0, 1} (see [148,
Theorem 5.1.3]) we obtain that

v ∈ L2
P((s, n)× Ω;H1,2(Td)) ∩ L2(Ω;C([s, n];L2(Td))).

Therefore, it follows that (defining u(τ) = v(τ) on Γ),

1Γu ∈ L2
P(Js, τM;H1,2(Td)) ∩ L2(Ω;C([s, τ ];L2(Td))) (8.54)

and for t ∈ [s, τ ],

1Γu(t)− 1Γu(s) =

∫ t

s

1[s,µ)×Γ

[
div(a · ∇u) + div(Ψ(·, u)) + ψ(·, u)

]
dr

+
∑
n≥1

∫ t

s

1[t,µ)×Γ(bn · ∇u+ Φn(·, u)) dwnr .
(8.55)

Moreover, by (8.27), 1Γu ∈ L2(Ω;C([s, τ ]× Td)) and by (8.49) and (8.52),

|u(t, x)| ≤ n+ k, a.s. on Γ, t ∈ [s, τ), x ∈ Td. (8.56)

After these preparation, we will apply Itô formula of Lemma 8.1.1 to rewrite φλ(1Γu(t)), where
φλ(x) = 1

λ |x|
λ. Note, φλ does not have bounded second order derivatives as required. However, by

(8.56), it is enough to apply the above mentioned Itô formula to a modification of φλ outside the
interval [−n−k−1, n+k+1]. For instance, it is enough to take φ := fn+k(φλ) where fn+k ∈ C2(R),
fn+k|[−n−k,n+k] = Id (identity on R) and it is constant outside [−n−k−1, n+k+ 1]. In this form
we can apply Lemma 8.1.1 (using (8.54) and (8.55)) to obtain a.s. for all t ∈ [s, τ ]

1

λ
‖u(t)‖λLλ + ν(λ− 1)Jt + Kt ≤ It + (λ− 1)IIt + IIIt, (8.57)

where we have used Assumption 8.2.1(3), and we have set

Jt :=

∫ t

s

∫
Td

1[t,τ)×Γ|u|λ−2|∇u|2 dx dr ≥ 0,

Kt :=

∫ t

s

∫
Td

1[t,τ)×Γ|u|λ−2
(
− ψ(·, u)u+ c(1 + |u|2)

)
dx dr ≥ 0.

It := 1Γ
1

λ
‖u(s)‖λLλ + c

∫ t

s

∫
Td

1[t,τ)×Γ|u|λ−2(1 + |u|2) dx dr,

IIt :=

∫ t

s

∫
Td

1[t,τ)×Γ|u|λ−2
[
−Ψ(·, u)∇u

+
1

2

∑
n≥1

(
|Φn(·, u)|2 + 2(bn · ∇u)Φn(·, u)

)]
dx dr,
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IIIt :=
∑
n≥1

∫ t

s

∫
Td

1[t,τ)×Γ|u|λ−2(bn · ∇u+ Φn(·, u))u dx dwnr ,

where c := M(Λ− 1) and the positivity of K follows by Assumption 8.2.1(5).
Step 2: There exists a constant M1 > 0 such that for all t ∈ (s, n]

EJt + EKt ≤M1

(
t− s+ E1Γ‖u(s)‖λLλ + E

∫ t

s

∫
Td

1[t,τ)×Γ(r)|u(r)|λdx dr
)
. (8.58)

To prove this result we will estimate the right-hand side of (8.57) and take expectations. For
term Iη using |u|λ−2 + |u|λ ≤ 1 + 2|u|λ, we can estimate

|It| ≤
1

λ
1Γ‖u(s)‖λLλ + c

∫ t

s

∫
Td

1[s,τ)×Γ(|u|λ−2 + |u|λ) dx dr

≤ 1

λ
1Γ‖u(s)‖λLλ + c(t− s) + 2c

∫ t

s

∫
Td

1[s,τ)×Γ|u|λ dx dr
(8.59)

To estimate II note that∣∣∣−Ψ(·, u)∇u+
1

2

∑
n≥1

(
|Φn(·, u)|2 + 2(bn · ∇u)Φn(·, u)

)∣∣∣
≤ |Ψ(·, u)||∇u|+ 1

2
‖Φ(·, u)‖2`2 + Cb|∇u|‖Φ(·, u)‖`2

≤ (ε1 + ε2)|∇u|2 +
1

4ε1
|Ψ(·, u)|2 +

1

2

(
1 +

C2
b

4ε2

)
‖Φ(·, u)‖2`2

≤ (ε1 + ε2)|∇u|2 +M ′(1 + |u|2)− θ

λ− 1
ψ(t, x, u)u =: Q(u)

where the last estimate follows form (8.51).
Therefore, a.s. for all 0 < s < t,

|IIt| ≤
∫ t

s

∫
Td

1[t,τ)×Γ|u|λ−2Q(u)dx dr

≤ (ε1 + ε2)Jt +
ν

λ− 1
Kt +M ′

(
t− s+

∫ t

s

∫
Td

1[s,τ)×Γ|u|λ dx dr
)
,

(8.60)

Omitting the term 1
λ‖u(t)‖λLλ , (8.57) holds for all t ∈ [s, n], because all terms are constant on

[τ, n]. Therefore, taking expectations in (8.57) and using (8.59), (8.60) and E[IIIt] = 0, we obtain

ν(λ− 1)EJt + EKt ≤
1

λ
E1Γ‖u(s)‖λLλ + (ε1 + ε2)(λ− 1)EJt

+ ν EKt + M̃
(
t− s+ E

∫ t

s

∫
Td

1[s,τ)×Γ|u|λdx dr
)
.

Using (8.50) and the fact that ν < 1, one obtains (8.58).
Step 3: Proof of the estimate (8.53).
By (8.58), (8.59), and (8.60), we can find M̂ such that

E
[

sup
η∈[s,t]

|Iη|
]

+ E
[

sup
η∈[s,t]

|IIη|
]

≤ M̂
(
t− s+ E1Γ‖u(s)‖λLλ + E

∫ t

s

∫
Td

1[s,τ)×Γ|u|λ dx dr
)

≤ M̂
(
t− s+ Ey(s) + E

∫ t

s

y(r) dr
)
.

(8.61)
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To estimate III, by the scalar-valued Burkholder-Davis-Gundy inequality,

E
[

sup
η∈[s,t]

|IIIη|
]
≤ C1E

[( ∫ t

s

ζ(r) dr
)1/2]

,

where ζ satisfies (by the Cauchy-Schwarz inequality applied with |u|λ−1 = |u|λ2 |u|λ−2
2 )

ζ(r) :=
∑
n≥1

∣∣∣ ∫
Td

1[s,τ)×Γ(r)|u(r)|λ−1(|bn(r) · ∇u(r)|+ |Φn(r, u(r))|) dx
∣∣∣2

≤ ‖1[s,τ)×Γ(r)u(r)‖λLλ
∫
Td

1[s,τ)×Γ(r)|u(r)|λ−2
∑
n≥1

(|bn(r) · ∇u(r)|+ |Φn(r, u(r))|)2 dx

≤ y(t)

∫
Td

1[s,τ)×Γ(r)|u(r)|λ−22
∑
n≥1

|bn(r)|2|∇u(r)|2 + |Φn(r, u(r))|2 dx.

≤ 2y(t)

∫
Td

1[s,τ)×Γ(r)|u(r)|λ−2(C2
b |∇u(r)|2 + ‖Φ(r, u(r))‖2`2) dx,

for r ∈ [s, t]. Therefore, setting ε3 := 1
2
√

2C1λ
we find

E
[

sup
η∈[s,t]

|IIIη|
]

≤
√

2C1 E
[
y1/2(t)

∫ t

s

∫
Td

1[s,τ)×Γ|u|λ−2(C2
b |∇u|2 + ‖Φ(·, u)‖2`2) dxdr

)1/2]
(i)

≤
√

2C1

(
ε3Ey(t) +

1

4ε3
E
[ ∫ t

s

∫
Td

1[s,τ)×Γ|u|λ−2(C2
b |∇u|2 + ‖Φ(·, u)‖2`2) dxdr]

)
(ii)

≤ 1

2λ
Ey(t) +M3

(
t− s+ EJt + EKt + E

∫ t

s

∫
Td

1[s,τ)×Γ|u|λdx dr
)

(iii)

≤ 1

2λ
Ey(t) +M4

(
t− s+ Ey(s) +

∫ t

s

Ey(r) dr
)

where M3 and M4 are constants. In (i) we used that |ab| ≤ ε3a
2 + 1

4ε3
b2, in (ii) we used (8.51),

and in (iv) we used (8.58).
Taking the supremum in (8.57) and using the estimates for I-III, we obtain

1

λ
Ey(t) =

1

λ
E sup
η∈[s,t∧τ)

‖u(η)‖λLλ ≤M5

(
t− s+ Ey(s) + E

∫ t

s

y(r) dr
)

+
1

2λ
Ey(t),

where M5 is a constant. The latter implies which implies (8.53).

Remark 8.2.13. The proof of Lemma 8.2.12 uses only four ingredients: the Itô formula, the uniform
parabolicity (i.e. Assumption 8.2.1(3)), the dissipative conditions Assumption 8.2.1(5) and the
instantaneous regularization (8.26).

The Itô formula also holds for equations on domains with Dirichlet boundary (see Lemma
8.1.1). Therefore, by the previous consideration the estimate (8.48) holds for weak solutions to
quasilinear SPDEs in divergence form as (8.66) provided an uniform parabolicity is assumed and
Assumption 8.2.1(5) hold for (8.66). This will be used in Section 8.3 in the case b = 0. Note that
in case b 6= 0 and Dirichlet boundary conditions, local existence does not hold under the stated
stochastic parabolicity condition of Assumption 8.2.1(3).

Proof of the main results

As the proofs of Corollaries 8.2.10-8.2.11 show, Theorem 8.2.5 and Corollary 8.2.6 follow from
Theorem 8.2.4 with an appropriate choice of the parameters p, κ, q. Therefore, it suffices to prove
Theorem 8.2.4.
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Proof of Theorem 8.2.4. Let (u, σ) be the weak solution provided by Proposition 8.2.9.
For the reader’s convenience, we split the proof as follows: In Step 1, we prove that (u, σ) is

global in time (i.e. σ = ∞ a.s.) under additional restrictions on q, p, κ, δ, h. In Step 2 we remove
these restrictions by using the regularization results of Section 7.1. As soon as we know that
σ =∞, (8.18)-(8.19) are immediate from Proposition 8.2.9.

Let T ∈ (0,∞). Replacing (u, σ) by (u|J0,σ∧T M, σ ∧ T ) it suffices to consider weak solutions on
[0, T ] and to show σ = T a.s. below.

Step 1: Assume that h > 1 + 4
d and let Λ be as in Assumption 8.2.1(5). Let δ̄ > 1, λ̄ > ξ be

as in Corollary 8.2.11(2). Fix λ ∈ (ξ, λ̄) where ξ := d
2 (h − 1) > 2 and assume that q = λ, p = λ,

δ ∈ (1, δ̄] and κ = λ(1− δ
2 )− 1. Then σ = T .

In order to prove the result we will use the blow-up criterium of Theorem 6.3.7(3). To this
end, we collect some useful facts. To begin, recall that, by Corollary 8.2.11(2) the space B0

λ,λ is
not critical for (8.1) in the (H−δ,λ(Td), H2−δ,λ(Td), λ, κλ,δ)-setting. By Proposition 8.2.9, for any
localizing sequence (σn)n≥1, a.s. for all n ∈ N (see (8.25))

u ∈ C(Iσn ;B0
λ,λ(Td)). (8.62)

Since λ > 2, one has Lλ(Td) ↪→ B0
λ,λ(Td) and thus Lemma 8.2.12 implies

‖u‖L∞(s,σ;B0
λ,λ(Td)) <∞ a.s. on Γs,k, for all s > 0 and k ≥ 1, (8.63)

where Γs,k = {σ > s , ‖u(s)‖C(Td) ≤ k} (see (8.46)). Combining (8.62) and (8.63) we obtain

‖u‖L∞(0,σ;B0
λ,λ(Td)) <∞ a.s. on Γs,k, for all s > 0 and k ≥ 1, (8.64)

Therefore, for any s > 0,

P(s < σ < T )
(8.47)

= lim
k↑∞

P
(
{s < σ < T} ∩ Γs,k ∩ {‖u‖L∞(s,σ;B0

λ,λ) <∞}
)

(8.64)
= lim

k↑∞
P
(
{s < σ < T} ∩ Γs,k ∩ {‖u‖L∞(Iσ ;B0

λ,λ) <∞}
)

≤ P(σ < T , ‖u‖L∞(Iσ;B0
λ,λ) <∞) = 0,

where the last identity follows from Theorem 6.3.7(3) and the fact that B0
λ,λ is not critical for

(8.1). Since σ > 0 a.s. by Proposition 8.2.9, the previous yields

P(σ < T ) = lim
s↓0

P(s < σ < T ) = 0. (8.65)

Therefore σ = T a.s., as desired.
Step 2: Next we show that σ = T a.s. in the general case. We reduce to Step 1 using the

regularization effect of Proposition 8.2.9 and Lemma 7.1.9.
By Assumption 8.2.1(5) we can choose (h∗,Λ∗) such that such that h∗ > max{h, 1 + 4

d} and
Λ∗ ∈ (d2 (h∗ − 1),Λ). Then Assumption 8.2.1(5) holds with (h,Λ) replaced by (h∗,Λ∗). Moreover,
since h∗ > h also Assumption 8.2.1(4) is satisfied. Moreover, set ξ∗ = d

2 (h∗ − 1) > 2 and let
δ̄∗, λ̄∗ be as in Corollary 8.2.11(2) with h replaced by h∗. Fix λ∗ ∈ (ξ∗, λ̄∗), δ∗ ∈ (1, δ̄∗] and set
κ∗ := λ∗(1− δ∗

2 )− 1. By Step 1 applied with (Λ∗, λ∗, h∗, δ∗) as before, the assumptions of Lemma
7.1.9 hold and the conclusion follows.

8.2.4 Discussion and further extensions
Comparison with the literature

Compared to the existing literature on reaction-diffusion equations our setting is more flexible:

• local/global well-posedness in critical spaces with negative smoothness (see Remark 8.2.7),
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8.3. Quasilinear SPDEs in divergence form

• instantaneous regularization of solutions (see (8.18)-(8.19))

• gradient noise term b · ∇u

Further regularity can be obtained by the same methods (if the coefficients and nonlinearities
have additional smoothness) or by standard bootstrapping techniques. The most important step
is to go from Sobolev regularity to Hölder regularity. Gradient noise in (8.1) appears for instance
in Allen-Cahn equations [99, 184] (see also Example 8.2.2).

Systems of reaction diffusion equations

Although we have only considered a single SPDE, all our results have a suitable extension to
systems of reaction diffusion equations, where in case b 6= 0 one has to assume a certain diagonal
structure (see [174, Section 5]), and where the condition Assumption 8.2.1(5) becomes dependent on
the number of coupled equations in the system (the suboptimal case in (8.16) is still admissible).
Reaction diffusion systems have been treated in many papers (e.g. [35, 36, 136] and references
therein) under more restrictive conditions on the initial data, on the nonlinearities, and with
b = 0. Let us note that in the case of non-periodic boundary conditions one needs additional
conditions on b.

Conservative reaction diffusion equations

The problem (8.1) does not preserve the ‘mass’, i.e. E
∫
Td u(t, x)dx unless ψ ≡ 0. In several

situations (see e.g. [13, 87]) the term ψ(·, u) in (8.1) is replaced by ψ(·, u) −
∫
Td ψ(·, u(·, x))dx in

order to preserve the mass. We expect that our arguments can be adjusted to also cover this case.
It is clear that Proposition 8.2.9 extends to such situation. The energy estimates in Lemma 8.2.12
require additional work, which will not be pursued here.

On the number hd

If d ≥ 3, then the definition of hd in (8.20) reminds us the ‘Fujita’ exponent 1 + 2
d < hd introduced

in [86] in the study of blowing-up of positive (smooth) solutions to the PDE: ∂tu − ∆u = u1+h.
This similarity is not only formal. Indeed, in [6] we will show global existence (in probability)
of solutions to (8.1) for small initial data without the sign-conditions of Assumption 8.2.1(5).
Therefore one can allow nonlinearities as in [86] for h > hd. Such a threshold hd seems optimal for
these results to hold in presence of a non-trivial gradient noise term, i.e. b · ∇u. Recently, there
has been an increasing attention in extending [86] to the stochastic framework (see e.g. [41, 42, 85]
and the references therein). However, unlike in our setting, global solutions are required to be
integrable in Ω in the previous mentioned references. Moreover, gradient-noise is not considered
in these works.

8.3 Quasilinear SPDEs in divergence form
In this section we study global well-posedness of a class of stochastic quasilinear SPDEs in diver-
gence form 

du− div(a(·, u) · ∇u) dt = (div(Ψ(·, u)) + ψ(·, u)) dt

+
∑
n≥1 Φn(·, u) dwnt , on O,

u = 0, on ∂O,

u(0) = u0, on O,

(8.66)

where u : [0,∞)× Ω× O → R is the unknown process.
The results presented in this section also holds in the case that O is replaced by Td ignoring

the boundary condition in (8.66). For the sake of brevity, we do not give any explicit statement.
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8.3.1 Main results
In this section and the following ones, for any Banach space E and T ∈ (0,∞], we say that a map
Θ : IT × Ω× O × R→ E is locally Lipschitz in y uniformly w.r.t. (t, ω, x) if the following holds:

Θ(·, 0) ∈ L∞(IT × Ω× O;E), and for each n > 0 there exists Cn such that, a.s. for all t ∈ IT ,
x ∈ O and |y|, |y′| < n,

‖Θ(t, x, y)−Θ(t, x, y′)‖E ≤ Cn|y − y′|. (8.67)

For a measurable and bounded function φ : R+ × O × R→ R we set

oscr,nt,x (φ) := −
∫ t

t−r2
−
∫
BRd (x,r)∩O

(
sup
|y|≤n

∣∣∣φ(s, ξ, y)−−
∫
BRd (x,r)∩O

φ(s, ξ′, y)dξ′
∣∣∣)dξ ds.

The following is in force throughout this section.

Assumption 8.3.1. Suppose d ≥ 1 and that the following hold:

(1) q ∈ [2,∞), p ∈ (2,∞) and κ ∈ [0, p2 − 1) satisfy 1− 2 1+κ
p > d

q .

(2) O ⊂ Rd is a bounded C1-domain.

(3) a := (ai,j)di,j=1, Ψ := (Ψj)dj=1 and for any i, j ∈ {1, . . . , d}, the maps ai,j ,Ψj , ψ : R+ × Ω ×
O ×R→ R, Φ = (Φn) : R+ ×Ω×O ×R→ `2 are P ⊗B(O)⊗B(R)-measurable and locally
Lipschitz in y uniformly w.r.t. (t, ω, x).

(4) a ∈ L∞(R+ × Ω× O × R;Rd×d), and for each n ≥ 1, i, j ∈ {1, . . . , d},

lim
R↓0

(
ess sup

(t,ω,x)∈R+×Ω×O
sup
r≤R

oscr,nt,x (ai,j(·, ω, ·))
)

= 0

(5) a is uniformly elliptic, i.e. there exist K, ν > 0 such that

d∑
i,j=1

ai,j(t, x, y)ξiξj ≥ ν|ξ|2, a.s. for all t ∈ R+, x ∈ O, y ∈ R and ξ ∈ Rd.

(6) There exist h ∈ (1,∞), C > 0 such that a.s. for all t ∈ R+, x ∈ Td and y ∈ R,

|ψ(t, x, y)| ≤ C(1 + |y|h),

|Ψ(t, x, y)|+ ‖(Φn(t, x, y))n≥1‖`2 ≤ C(1 + |y|
h+1
2 ).

(7) There exist Λ > max{d2 (h+ 1), 2} and M > 0 such that, a.s. for all t ∈ R+, x ∈ Td and y ∈ R,

1

4ν
|Ψ(t, x, y)|2 +

1

2
‖Φ(t, x, y)‖2`2 ≤M(1 + |y|2)− 1

Λ− 1
ψ(t, x, y)y.

In Example 8.2.2, we have seen that Assumption 8.3.1(3), (6),(7) hold for a wide class of
nonlinearities including the usual Allen-Cahn one ψ(·, y) = y − y3 for y ∈ R. Note that we do
not allow a gradient noise term in the above. As noticed in Remark 8.2.3, from a physically point
of view, Assumption 8.3.1(7) say that the term ψ(·, u)u represents a dissipation in the underlined
model represented and that such dissipation is stronger than the action of Ψ(·, u) and Φ(·, u). For
(8.66) we need stronger assumptions on the initial data than the one used for (8.1).

Assumption 8.3.1(4) allow the coefficients ai,j to be merely measurable in time and VMO in
space (see e.g. [132]). Note that, if ai,j satisfies

|ai,j(t, x, y)− ai,j(t, x′, y)| ≤ Θn(|x− x′|) (8.68)
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8.3. Quasilinear SPDEs in divergence form

a.s. for all n ≥ 1, t ∈ IT , x, x′ ∈ O, |y| ≤ n where Θn ∈ C([0,∞)) with limδ↓0 Θn(δ) = 0, then
ai,j satisfies Assumption 8.3.1(4). However, the condition in Assumption 8.3.1(4) does not imply
continuity in the x-variable.

Before stating the main result of this subsection, we introduce the needed function spaces. As
in Subsection 8.1, for any q ∈ (1,∞) we set

DH
1,q(O) := {v ∈W 1,q(O) : v = 0 on ∂O}, DH

−1,q(O) := (DH
1,q′(O))∗ (8.69)

where q′ satisfies 1
q + 1

q′ = 1. The prescript D reminds the Dirichlet boundary conditions. In
addition, for all s ∈ (−1, 1) and p ∈ (1,∞), we set

DH
s,q(O) := [DH

−1,q(O),DH
1,q(O)] 1+s

2
,

DB
s
q,p(O) := (DH

−1,q(O),DH
1,q(O)) 1+s

2 ,p.
(8.70)

Moreover, for p, q, s as above and As,q ∈ {Hs,q, Bsq,p} the following identification holds

DAs,q(O) =

{
As,q(O) if s ∈ (0, 1

q ),

{As,q(O) : u = 0 on ∂O} if s ∈ ( 1
q , 1).

(8.71)

Indeed, in the case As,q = Hs,q (resp. A = Bsq,p) the identification (8.71) is due to [187] (resp.
[95]). Moreover, (8.71) for As,q = Hs,q ensures DH0,q(O) = Lq(O).

Fix T ∈ (0,∞]. We say that (u, σ) is a (unique Lpκ-)weak solution to (8.66) on IT if (u, σ) is an
Lpκ-maximal local solution to (4.16) on IT (see Definition 4.3.3-4.3.4 and Subsection 6.3.3 for the
case T =∞) with H = `2, W` as in Example 2.3.6, X0 = DH

−1,q(O), X1 = DH
1,q(O), f = g = 0,

and for v ∈ X1, v ∈ XTr
κ,p = DB

1−2 1+κ
p

q,p (O),

A(·, v)v = −div(a(·, v) · ∇v), B(·)v = 0,

F (·, v) = div(Ψ(·, v)) + ψ(·, v), G(·, v) = (Φn(·, v))n≥1.
(8.72)

where div acts as in (8.3). Finally, we say that (u, σ) (or simply u) is a global (Lpκ)-weak solution
to (8.66) provided (u, σ) is a weak solution to (8.66) on [0,∞) with σ = ∞ a.s. By Assumption
8.3.1(1) and Sobolev embedding,

XTr
κ,p = DB

1−2 1+κ
p

q,p (O) ↪→ Cη(O), where η = 1− 2
1 + κ

p
− d

q
> 0, (8.73)

and therefore the operator A in (8.72) is well-defined. Finally, recall a weak solution to (8.66)
verifies the natural weak formulation of (8.66) obtained by integration by parts (see Subsection
5.2.5).

Theorem 8.3.2 (Global existence and regularity). Let Assumption 8.3.1 be satisfied. Then for

any u0 ∈ L0
F0

(Ω;DB
1−2 1+κ

p
q,p (O)) there exists a global weak solution u to (8.66) such that

u ∈ Lploc([0,∞), wκ;DH
1,q(O)) ∩ C([0,∞);DB

1−2 1+κ
p

q,p (O)), a.s.

Moreover, the global solution u instantaneously regularizes in time and space:

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (R+;DH

1−2θ,ζ(O)), a.s. for all r, ζ ∈ (2,∞). (8.74)

In particular,

u ∈
⋂

θ∈[0,1/2)

Cθloc(R+;C1−2θ(O)) ⊆
⋂

θ1∈(0, 12 ), θ2∈(0,1)

Cθ1,θ2loc (R+ × O) a.s. (8.75)

Additionally, if u0 ∈ Lλ(Ω;Lλ(O)) with λ ∈ [2,Λ) (see Assumption 8.3.1(7)), then for all T <∞
there exists C > 0 independent of u0 such that

E
[

sup
t∈IT
‖u(t)‖λLλ(O)

]
≤ C

(
1 + E‖u0‖λLλ(O)

)
. (8.76)
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Remark 8.3.3.

• Global existence for (8.66) holds if O is replaced by Td ignoring the boundary condition in
(8.66) and replacing O,DB,DH by Td, B,H in Theorem 8.3.2.

• In Proposition 8.3.7 the a priori bound (8.76) will be further improved provided Ψ, ψ,Φ
satisfy linear growth assumptions.

Note that, by (8.71) and (8.73), if u0 is as in Theorem 8.3.2, then u0 ∈ Cη(O) a.s. and u0 = 0 on
∂O a.s. A partial converse of the latter observation holds and for future convenience, we formulate
this in the following

Remark 8.3.4. Let δ ∈ (0, 1), p ∈ (2,∞), q ∈ [2,∞) and κ ∈ [0, p2 − 1) be such that 1 −
2 1+κ

p < δ. Then the condition u0 ∈ L0
F0

(Ω;DC
δ(O)) in Theorem 8.3.2 can be replaced by

u0 ∈ L0
F0

(Ω;DC
δ(O)), where DCδ(O) := {v ∈ Cδ(O) : v = 0 on ∂O}. To see this, it is enough to

show

DC
δ(O) ↪→ DB

1−2 1+κ
p

q,p (O). (8.77)

The former follows from (8.71) applied to B
1−2 1+κ

p
q,p and

Cδ(O)
(i)
= (C(O), C1(O))δ,∞

(ii)
↪→ (Lq(O),W 1,q(O))1−2 1+κ

p ,p = B
1−2 1+κ

p
q,p (O)

where we have used that O is a bounded C1-domain and in (i) [151, Example 1.8 and 1.9], in (ii)
[151, Proposition 1.4] and Cj(O) ↪→W j,q(O) for j ∈ {0, 1}.

8.3.2 Proof of Theorem 8.3.2
The proof of Theorem 8.3.2 follows the strategy of Theorem 8.2.4. Let us begin by showing
local well-posedness and smoothness of solutions to result for (8.66). In the following result the
Assumption 8.3.1(6)-(7) are not used. Recall that It = (0, t) for all t > 0.

Proposition 8.3.5 (Local existence and regularity). Let Assumption 8.3.1(1)-(5) be satisfied.

Then for any u0 ∈ L0
F0

(Ω;DB
1−2 1+κ

p
q,p (O)) there exists a weak solution (u, σ) to (8.66) on [0,∞),

and for each localizing sequence (σn)n≥1, a.s. for all n ≥ 1

u ∈ Lploc(Iσn , wκ;DH
1,q(O)) ∩ C(Iσn ;DB

1−2 1+κ
p

q,p (O)).

Moreover, (u, σ) instantaneously regularizes in time and space

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (Iσ;DH

1−2θ,ζ(O)), a.s. for all r, ζ ∈ (2,∞). (8.78)

In particular,

u ∈
⋂

θ∈[0,1/2)

Cθloc(Iσ;C1−2θ(O)) ⊆
⋂

θ1∈(0, 12 ), θ2∈(0,1)

Cθ1,θ2loc (Iσ × O) a.s. (8.79)

Proof. As in the proof of Proposition 8.2.9, it is sufficient to consider (8.66) on IT with T < ∞.
For the reader’s convenience, we split the proof into two steps.

Step 1: Existence of a weak solution to (8.66) As usual, we apply Theorem 6.3.1. Ss in Theorem
5.2.14 one sees that (8.73) and Assumption 8.3.1(3) imply that (HA) and (HF)-(HG) are satisfied
with Fc = Gc = 0. It remains to discuss the validity of (4.24). Reasoning as in the proof of
Theorem 8.1.3, −D∆−1,q has a bounded H∞-calculus of angle ωH∞(−D∆−1,q) < π/2 and by
Theorem 4.2.7,

−D∆−1,q ∈ SMR•p,κ(s, T ), for all 0 ≤ s < T <∞. (8.80)
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Therefore, by (8.80) and [174, Theorem 3.9], (4.24) would follows if we can show that for each
v ∈ XTr

κ,p ‖v‖XTr
κ,p
≤ n, A(·, v) has deterministic maximal Lp-regularity (see e.g. [174, Definition

3.2]) with constant independent of v but possibly on n ∈ N. To show this, we apply the initial
value version of [39, Theorem 3.3]. To check [39, Assumption 3.1] note that by (8.73) and the fact
that ai,j ’s are locally Lipschitz in y uniformly w.r.t. (t, x) (see (8.67)), a.s. for all t ≥ 0, x, ξ, ξ′ ∈ O,

|ai,j(t, x, z(ξ))− ai,j(t, x, z(ξ′))| ≤ CN |ξ − ξ′|η, (8.81)

where N(p, q, κ, n) > 0. Hence, for each i, j ∈ {1, . . . , d}, r ≤ R, x ∈ O and t ∈ IT ,

−
∫ t

t−r2
−
∫
BRd (x,r)∩O

∣∣∣ai,j(s, ξ, v(ξ))−−
∫
BRd (x,r)∩O

ai,j(s, ξ′, v(ξ′))dξ′
∣∣∣ dξ ds

≤ −
∫ t

t−r2
−
∫
BRd (x,r)∩O

∣∣∣ai,j(s, ξ, v(ξ))−−
∫
BRd (x,r)∩O

ai,j(s, ξ′, v(ξ))dξ′
∣∣∣ dξ ds+ CNr

η

≤ ess sup
(t,x)∈IT×O

(
sup
r≤R

oscr,Nt,x (ai,j)
)

+ CNR
η,

where we have used (8.81) with x = ξ′. The latter combined with Assumption 8.3.1(4), implies
[39, Assumption 3.1], and hence A(·, v) has deterministic maximal Lp-regularity with estimates
depending only on n ∈ N.

Step 2: Proof of (8.78)-(8.79). Note that (8.79) follows by (8.78) and the Sobolev embeddings.
To prove (8.78), employing Sobolev embedding for DH and DB-spaces (see e.g. [3, (A.11)]), one
can follow the argument used in Step 5 in the proof of Proposition 8.2.9. It remains to check
hypothesis H(DH

−1,ξ(O),DH
1,ξ(O), r, α) (see Assumption 7.1.1), Assumption 6.3.2 for ` ∈ {0, α},

and Assumption 6.3.4 in the (DH
−1,ξ(O),DH

1,ξ(O), r, α)-setting for all ξ ∈ [2,∞), r ∈ (2,∞) and
α ∈ [0, r2 −1) such that 1−2 1+α

r > d
ξ . Hypothesis H(DH

−1,ξ(O),DH
1,ξ(O), α, r) and Assumption

6.3.4 follows from (8.73) using the argument in Theorem 5.2.14. To check Assumption 6.3.2 for
` ∈ {0, α}, we can repeat the argument in Step 1 by applying again (8.80), [39, Theorem 3.3] and
[174, Theorem 3.9].

Lemma 8.3.6. Let O ⊆ Rd be a bounded. Let T < ∞ and 0 < δ′ < δ ≤ 1. Then Cδ(IT × O) ↪→
C(IT ;Cδ

′
(O)) with embedding constant ≤ 2. In particular, Cδ(R+ × O) ↪→ BC([0,∞);Cδ

′
(O)),

where BC stands for bounded and continuous.

Proof. Note that for any u ∈ Cδ(IT × O),

sup
t∈IT
‖u(t, ·)‖Cδ′ (O) ≤ 2 sup

t∈IT
‖u(t, ·)‖Cδ(O) ≤ ‖u‖Cδ(IT×O),

where the first estimate follows by using |u(t, x)− u(t, y)|/|x− y|δ′ ≤ 2‖u(t)‖∞ if |x− y| ≥ 1. The
above estimate shows that it remains to prove that the map

IT 3 t 7→ u(t, ·) ∈ Cδ
′
(O) is continuous. (8.82)

Fix (tn)n≥1 in [0, T ] such that tn → t. Then by the above {u(tn, ·) : n ≥ 1} is bounded in Cδ(O).
Therefore, by compactness of Cδ(O) ↪→ Cδ

′
(O) (see [93, Lemma 6.33]) it follows that (u(tn, ·))n≥1

is convergent to some v in Cδ
′
(O). Since u(tn, x)→ u(t, x) for all x ∈ O, it follows that v = u(t, ·).

Therefore, u(tn, ·)→ u(t, ·) in Cδ
′
(O), which proves the required continuity.

Proof of Theorem 8.3.2. We only consider d ≥ 2. The case d = 1 only requires minor modifications.
Let (u, σ) be the weak solution to (5.74) on R+ provided by Proposition 8.3.5. Note that (8.74)-
(8.75) follows by Proposition 8.3.5 if we prove that (u, σ) is a global weak solution to (8.66), i.e.
σ =∞ a.s.
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Let T ∈ R+ be arbitrary. Replacing (u, σ) by (u|J0,σ∧T M, σ ∧ T ), to prove that (u, σ) is a global
weak solution it is sufficient to consider weak solution on IT and to show σ = T a.s. To prove the
latter, since σ > 0 a.s. it remains to show that

P(s < σ < T ) = 0, for all s ∈ IT . (8.83)

To prove (8.83), let us collect some useful facts. By Proposition 6.3.10, we may assume

u0 ∈ L∞(Ω;DB
1−2 1+κ

p
q,p (O)). (8.84)

Let Λ > max{d2 (h+1), 2} = d
2 (h+1) be as in Assumption 8.3.1(7). Recall that, by Remark 8.2.13,

the estimate (8.48) holds for (8.66), i.e. for any λ ∈ [2,Λ) there exists C > 0 depending only on
ν, d, h,M, λ,Λ, T (see Assumption 8.3.1(7)) such that

E
[
1Γs,k sup

t∈[s,σ)

‖u(t)‖λLλ(O)

]
≤ C

(
1 + E[1Γs,k‖u(s)‖λLλ(O)]

)
,

for all k ≥ 1, s ∈ (0, T ) = IT and Γs,k = {σ > s , ‖u(s)‖C(O) ≤ k}. By (8.73), (8.84) and the
fact that u0 ∈ Cη(O) a.s. (see (8.73)), we can take the limit as s ↓ 0 and k ≥ 1 large enough (see
(8.84)) to obtain

E
[

sup
t∈[0,σ)

‖u(t)‖λLλ(O))

]
≤ C

(
1 + E[‖u0‖λLλ(O)]

)
. (8.85)

In the remaining part of the proof, we fix λ ∈ (d2 (h + 1),Λ) and set % = 2λ
h+1 ∈ (d,∞) and

choose φ ∈ (2,∞) such that 2
φ + d

% < 1. The goal is to apply Theorem 8.1.3 with exponents φ and
% to find Hölder regularity of the solution. For each n ≥ 1, define the stopping time τn by

τn := inf{t ∈ [0, σ) : ‖u‖Lφh(0,t;Lλ(O)) ≥ n}, where inf ∅ := σ. (8.86)

Then by (8.85), limn↑∞ P(τn = σ) = 1. The rest of the proof of (8.83) for fixed s ∈ (0, T ) is divided
into three steps. In Step 1 we prove that solutions to (8.66) are continuous on (0, σ] with values in
XTr
κ,p, in Step 2 we prove (8.83) under additional assumption on κ, in Step 3 we get (8.83) in the

general case by employing instantaneous regularization and Step 1. Finally, in Step 4 we complete
the proof of Theorem 8.3.2. An alternative approach to Steps 2 and 3 will be given afterwards.

Step 1: There exists δ(‖ai,j‖L∞ , ν, φ, h, λ, d) > 0 (independent of s) such that

u ∈ C([s, σ];Cδ(O)), a.s. on {σ > s}. (8.87)

By P(τn = σ)→ 1 and Lemma 8.3.6, it is enough to prove that for each n ≥ 1,

u ∈ Cγ((s, τn)× O), a.s. on {τn > s}, (8.88)

where γ(‖ai,j‖L∞ , ν, φ, h, λ, d) > 0. Since ‖u‖Lφh(Iτn ;Lλ(O)) ≤ n (see (8.86)), a.s.

‖ψ(·, u)‖Lφ(Iτn ;DH
−1,%(O))

(i)

. ‖ψ(·, u)‖Lφ(Iτn ;Lλ/h(O))

(ii)

. 1 + ‖u‖hLφh(Iτn ;Lλ(O)) ≤ 1 + nh.

(8.89)

Here (i) follows from Sobolev embedding Lλ/h(O) ↪→ DH
−1,%(O) (see (8.69) and [3, Eq. (A.11)])

where −dhλ ≥ −1− d
% follows from λ > d

2 (h+ 1) > d
2 (h− 1). In (ii) we used Assumption 8.3.1(6).

The remaining terms can be estimated analogously:

‖div(Ψ(·, u))‖Lφ(Iτn ;DH
−1,%(O) + ‖Φ(·, u)‖Lφ(Iτn ;L%(O;`2))

. 1 + ‖u‖
h+1
2

Lφ
h+1
2 (Iτn ;Lλ(O))

≤ 1 + n
1+h
2 .

(8.90)
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By (8.84) and (8.89)-(8.90), Theorem 8.1.3(1) implies u ∈ Lr(Ω;Cγ((s, τn) × O)) and for some
γ(‖ai,j‖L∞ , ν, h, λ, d) > 0 independent of r, s, n. Thus (8.88) follows and this yields the claim of
this step.

Step 2: Let δ be as in Step 1 and assume that 1− 2 1+κ
p ∈ (0, δ). Then (8.83) holds. Note that,

the requirement 1 − 2 1+κ
p ∈ (0, δ) does not contradict Assumption 8.3.1(1) but forces q > d

δ and
κ is close to p

2 − 1. To prove (8.83), note that, by (8.87) and the fact that u|∂O = 0 a.s. for all
t ∈ [s, σ) (see (8.78)), the embedding (8.77) and (8.87) imply

u ∈ C([s, σ];DB
1−2 1+κ

p
q,p (O)), a.s. on {σ > s}.

Therefore,

P(s < σ < T ) = P
(
s < σ < T , lim

t↑σ
u(t) exists in DB

1−2 1+κ
p

q,p (O)
)

≤ P
(
σ < T , lim

t↑σ
u(t) exists in DB

1−2 1+κ
p

q,p (O)
)

= 0,

(8.91)

where the last equality follows by Theorem 6.3.6(3). Here, we have used that Assumption 6.3.2
for ` ∈ {0, κ} and Assumption 6.3.4 hold in the (DH

−1,q(O),DH
1,q(O), p, κ)-setting (see Step 2 in

the proof of Proposition 8.3.5) and that Fc = Gc = 0 which ensures that XTr
κ,p = DB

1−2 1+κ
p

q,p (O) is
not critical for (8.66). Thus, (8.91) gives (8.83) as desired.

Step 3: (8.83) holds. As in the proof of Theorem 8.2.4, the idea is to reduce the general case
to the one analysed in Step 2 using the extrapolation result in Lemma 7.1.9. Let δ > 0 be as in
Step 1. Fix q∗ > d

δ , p
∗ ∈ (2,∞) and κ∗ ∈ [0, p

∗

2 − 1) such that δ > 1− 2 1+κ∗

p∗ > d
q∗ . Let (u, σ) be

as the beginning of the proof. By Step 2 applied with (q∗, p∗, κ∗) on [s, T ] and Proposition 8.3.5,
Lemma 7.1.9 and (8.78) yield the claim in the general case.

In case the coefficients aij are independent of (t, ω, x), the above proof does not use the full
strength of [39, Theorem 3.3], but merely the fact that second order operators with continuous
coefficients in space, have deterministic maximal regularity. Next we give an alternative prove of
(8.83) which avoids the use of Lemma 7.1.9.

Global well-posedness for (8.66): alternative proof. As in the previous proof, we may assume that
(8.84) holds. Repeating the estimates (8.89)-(8.90) and using the last statement in Theorem 8.1.3,
there exists η′(‖ai,j‖L∞ , ν, r, λ, d, p, κ, q) > 0 such that

u ∈ C(Iσ;Cη
′
(O)), a.s. (8.92)

More precisely, by Theorem 8.1.3, (8.92) holds with η′ := min{δ, η} > 0 where δ, η are as in Step 1
in the previous proof and in (8.73), respectively. By (8.92), for each n ≥ 1, the following stopping
time is well-defined

µn := inf
{
t ∈ [0, σ) : ‖u(t)− u0‖Cη′ (O) > n

}
, inf ∅ := σ. (8.93)

Note that µn > 0 a.s. and P(µn = σ) → 1 as n → ∞. Let us fix n ≥ 1. By (8.93) and (8.84), for
some constant C(n, u0) > 0,

‖u(t)‖L∞(O) ≤ n+ ‖u0‖L∞(O) ≤ C(n, u0), a.s. for all t ∈ [0, µn). (8.94)

Therefore, by Assumption 8.3.1(6) one has, a.s. for all t ∈ [0, µn) and x ∈ O,

|Ψ(t, x, u(t, x))|+ |ψ(t, x, u(t, x))|+ ‖Φ(t, x, u(t, x))‖`2 ≤ C̃ (8.95)

for some C̃(h,C(n, u0)) > 0. Set

ai,jn := ai,j(·, u)1J0,µnM + δi,j1Jµn,T K,
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where δi,j is the Kronecker’s delta. Reasoning as in the proof of Proposition 8.3.5, by (8.80), [39,
Theorem 3.3] and [174, Theorem 3.9], for all n ≥ 1, one has

An := div(an · ∇) ∈ SMR•p,κ(T ), with X0 = DH
−1,q(O) and X1 = DH

1,q(O).

Let Rn := RAn,0 be the solution operator associated to An. By Proposition 6.2.7, (8.84) and
(8.95), one has

u = R0,An

(
u0,1J0,µnK(div(Ψ(·, u)) + ψ(·, u)),1J0,µnKΦ(·, u)

)
, a.e. on J0, µnM.

Since µn > 0 a.s., the former, (8.84), (8.95) and Proposition 4.1.5(2) imply

u ∈ C((0, µn];DB
1− 2

p
q,p (O)), a.s.

Since P(µn = σ)→ 1 we get

P(σ < T ) = lim
n↑∞

P({σ < T} ∩ {µn = σ})

= lim
n↑∞

P
(
{σ < T} ∩ {µn = σ} ∩

{
lim
t↑σ

u(t) exists in DB
1− 2

p
q,p (O)

})
≤ P

(
σ < T , lim

t↑σ
u(t) exists in DB

1− 2
p

q,p (O)
)

= 0,

where in the last equality follows by Theorem 6.3.6(1). Thus σ = T a.s. as desired.

8.3.3 Discussion
As far as we know Theorem 8.3.2 appears to be new. It is one of the few results on well-posedness of
quasilinear SPDEs with nonlinearities which are not assumed to be globally Lipschitz. Among the
existing ones, ours result appears highly flexible in many ways. For instance our results should be
compared with the results in [59, Theorem 2.6], where all nonlinearities are assumed to be globally
Lipschitz. In the latter work the authors also have a stronger version of the regularity estimate
(8.76) under these global Lipschitz assumptions. In our setting it is enough to assume linear
growth assumptions on ψ,Ψ,Φ to obtain such a result and we do not assume any prior existence
and regularity of solutions. Moreover, we consider coefficients ai,j which can be measurable in time
and Ω, and VMO in x, and only locally Lipschitz in u.

Next we explain how to extend the Lr-estimate of [59, Theorem 2.6] to our setting.

Proposition 8.3.7 (Lr(Ω)-estimates in case sublinear growth). Let Assumption 8.3.1 be satisfied
and fix T ∈ (0,∞) and r ∈ [2,∞). Suppose there exist C1, C2 ≥ 0 such that a.s.

|Ψ(t, x, y)|+ |ψ(t, x, y)|+ ‖Φ(t, x, y)‖`2 ≤ C1 + C2|y|, t ∈ IT , x ∈ O, y ∈ R. (8.96)

Then there exists a δ ∈ (0, η) (see (8.73)) and C > 0 such that for all u0 ∈ L0
F0

(Ω;DB
1−2 1+κ

p
q,p (O)),

E
[

sup
t∈IT
‖u(t)‖rCδ(O)

]
+ E‖u‖rL2(IT ;DH

1(O)) ≤ C(1 + E‖u0‖rCδ(O)),

where u is the global weak solution to (8.66) provided by Theorem 8.3.2.

One can check that (8.96) actually implies Assumption 8.3.1(6)-(7).

Proof. First we claim that there exists C = C(r, T ) > 0 independent of u0 such that(
E sup
t∈IT
‖u(t)‖rL2(O)

)1/r

+ ‖u‖Lr(Ω;L2(IT ;DH
1(O))) ≤ C(1 + ‖u0‖Lr(Ω;L2(O))). (8.97)
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Indeed, let v(t) = ‖u‖L∞(It;L2(O)). Then by (8.9) and (8.96) the following estimates hold uniformly
in t ∈ (0, T ],

‖v(t)‖Lr(Ω) + ‖u‖Lr(Ω;L2(It;DH
1,2(O)))

. ‖u0‖Lr(Ω;L2(O)) + ‖Ψ(·, u)‖Lr(Ω;L2(It;L2(O)))

+ ‖ψ(·, u)‖Lr(Ω;L2(It;DH
−1,2(O))) + ‖Φ(·, u)‖Lr(Ω;L2(It;L2(O;`2)))

≤ 3C1t
1/2 + ‖u0‖Lr(Ω;L2(O)) + 3C2‖u‖Lr(Ω;L2(It;L2(O)))

≤ 3C1 + ‖u0‖Lr(Ω;L2(O)) + 3C2‖v‖L2(0,t;Lr(Ω))

where in the last step we used Minkowski’s inequality and r ∈ [2,∞). Taking squares and using
(a+ b)2 ≤ 2a2 + 2b2 on the RHS, it follows from Grownwall’s inequality applied to ‖v(·)‖2Lr(Ω) that(

E sup
t∈IT
‖u(t)‖rL2(O)

)1/r

= ‖v(T )‖Lr(Ω) ≤ CT (1 + ‖u0‖Lr(Ω;L2(O))).

Combining both estimates we also find that (8.97) holds.
By Theorem 8.3.2 and (8.73) for n ∈ N, we define the stopping time σn by

σn := inf
{
t ∈ IT : ‖u(t)− u0‖L∞(O) ≥ n

}
, where inf ∅ := T. (8.98)

Fix % > d+ 2. From Theorem 8.1.3(3) with q = p = % > d+ 2, we find that there exists η′ ∈ (0, η)
(here η is as in (8.73)) and K > 0 independent of n ∈ N such that

‖u‖Lr(Ω;Cη′ (Iσn×O)) ≤ K
(
‖u0‖Lr(Ω;Cη′ (O)) + ‖Ψ(·, u)‖Lr(Ω;L%(Iσn×O))

+ ‖ψ(·, u)‖Lr(Ω;L%(Iσn×O)) + ‖Φ(·, u)‖Lr(Ω;L%(Iσn×O;`2))

)
(i)

≤ KC ′
(
1 + ‖u0‖Lr(Ω;Cη′ (O)) + ‖u‖Lr(Ω;L%(Iσn×O))

)
(ii)

≤ KC ′′
(
1 + ‖u0‖Lr(Ω;Cη′ (O)) + ‖u‖Lr(Ω;L2(Iσn×O))

)
+

1

2
‖u‖Lr(Ω;L∞(Iσn×O)).

where in (i) we have used (8.96), and in (ii) we used

‖u‖Lρ ≤ ‖u‖2/ρL2 ‖u‖2−2/ρ
L∞ ≤ Cε‖u‖L2 + ε‖u‖L∞ , ∀ε > 0.

Combining the estimate for ‖u‖Lr(Ω;Cη′ ) with (8.97), we obtain

E
[

sup
t∈Iσn

‖u(t)‖r
Cη′ (O)

]
≤ 2KC ′′(1 + E‖u0‖rCη′ (O)

.

The result follows by letting n ↑ ∞.
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Chapter 9

Stochastic Navier-Stokes for
turbulent flows in critical spaces

Let (wn)n≥1 be a sequence of independent standard Brownian motions on a filtered probability
space (Ω,F = (Ft)t≥0,A ,P) and let P be the progressive sigma algebra.

In this chapter we study the following stochastic Navier-Stokes problem arising in the study of
turbulent flows

du−∆u dt =
(
−∇P + F(·, u)− div(u⊗ u)

)
dt

+
∑
n≥1

(
(φn · ∇)u+ G(·, u)

)
dwnt , on O,

divu = 0, u(·, 0) = u0, on O,

(9.1)

where u : [0,∞) × Ω × O → Rd denotes the unknown velocity field, P,Qn : [0,∞) × Ω × O → R
denote the unknown pressures and

(φn · ∇)u :=
( d∑
j=1

φjn∂ju
k
)d
k=1

, div(u⊗ u) :=
( d∑
j=1

∂j(u
juk)

)d
k=1

.

Here we will mainly be concerned with the case O = Td for d ≥ 2. However, we also consider the
2D Navier-Stokes on Lipschitz domain with no-slip boundary conditions (i.e. u = 0 on ∂O) see
Subsection 9.4. Due to physical motivations behind (9.1), we focus on the case φj : IT ×Ω×O → `2

is α-Hölder continuos for some α > 0. The main results of this section are: local well-posedness
in the critical spaces Bd/q−1

q,p ∩ {divu = 0} and Ld ∩ {divu = 0}, instantaneous regularization of
solutions, Serrin-type blow-up criteria and global existence for solutions in two dimensions.

The problem fits well into the abstract framework analysed in Chapters 4, 6 and 7 and the
proofs are based on the results proven there. To recast (9.1) in the form of a stochastic evolution
equation, one can apply the Helmholtz projection P to the first equation in (9.1). Using this
standard strategy, one can reduce the problem (9.1) to a problem in the unknown velocity field u.

The main problem here is to show stochastic maximal regularity for the ‘turbulent Stokes
couple’ (−P∆, (P(φjn · ∇))n≥1). Moreover, it will be of particular interest to prove stochastic
maximal Lp-regularity on Sobolev spaces H1+δ,q ∩ {divu = 0} where δ ∈ (−1, 0]. To handle the
case δ < 0, we employ a multiplication result in Sobolev spaces with negative smoothness. For the
reader’s covenience, we provide a short proof of the latter result in Subsection 9.1.1.

This chapter is organized as follows. In Section 9.1 we provide some preliminary results. In
particular, we study a partition and perturbation result for the class SMR•p,κ(T ) which will be of
basic importance in Section 9.2 where we prove stochastic maximal Lp-regularity for the turbulent
Stokes couple. In Section 9.3 we study (9.1) on Td and we prove existence regularity, global
existence in 2D for data in B

2/q−1
q,p ∩ {divu = 0} (with q ∈ [2, 2

1+δ ) and |δ| < α) and blow-up
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criteria for (9.1). In Section 9.4 we look at the 2D-case of (9.1) and we prove global existence on
bounded Lipschitz domain when φj is merely bounded and measurable.

The results of this chapter will be presented in [7].

9.1 Preliminaries
In this subsection we have gathered some preliminary results which will be useful below. In
Subsection 9.1.1 we prove a product estimate in negative Sobolev spaces and in Subsection 9.1.2
we prove additional results on tha class SMR•p,κ(T ).

9.1.1 Estimates for products in negative Sobolev spaces
Let us begin this section by recalling the following product estimate in Sobolev spaces (see e.g.
[195, Chapter 13]): Let H ∈ {R, `2} and O ∈ {Td,Rd}. Then for each s > 0, α > s and q ∈ (1,∞)
we have

‖fg‖Hs,q(O;H) . ‖f‖Hs,q(O)‖g‖L∞(O;H) + ‖g‖Cs+ε(O;H)‖f‖Lq(O). (9.2)

Here we prove the following result.

Proposition 9.1.1. Let O ∈ {Td,Rd} and H ∈ {R, `2}. Let s ∈ R and q ∈ (1,∞). Then for all
γ > 0 and ε ∈ (0, γ)

‖fg‖H−s,q(O;H) . ‖f‖H−s,q(O)‖g‖L∞(O;H) + ‖f‖H−s−ε,q(O)‖g‖Cs+γ(O;H)

where fg := (fgn)n∈N if H = `2.

Proof. By a standard localization argument it is enough to prove the claim in the case O = Rd.
Moreover we only consider the case H = R. The general case follows similarly.

The proof relies on Bony’s paraproducts as used in [192]. Let (ψj)j∈N be a Littlewood-Paley
partition of the unity [192, p. 4] and, for any k ∈ N, set Ψk :=

∑
j≤k ψj . For any f ∈ S ′(Rd),

set ψj(D)f := F−1(ψj(·)F(f)) where F denotes the Fourier transform on Rd. Then, for any
f, g ∈ S ′(Rd), the Bony’s decomposition of the product is given by fg := Tfg + R(f, g) + Tgf ,
where

Tfg :=
∑
k≥5

Ψk−5(D)fψk+1(D)g, R(f, g) =
∑
|j−k|≤4

ψj(D)fψk(D)g.

The operator Tfg is called the Bony’s paraproduct. To prove the claimed estimate let us collect
some useful facts. By (1.6)-(1.7) in [192, Chapter 2],

‖R(f, g)‖Hs,q(Rd) + ‖Tfg‖Hs,q(Rd) . ‖f‖L∞(Rd)‖g‖Hs,q(Rd). (9.3)

Moreover, using that ‖g‖Cs+γ(Rd) = supj∈N 2j(s+γ)‖ψj(D)g‖L∞(Rd) and, reasoning as in [192, (1.6),
Chapter 2], one obtain for all ε ∈ (0, γ),

‖Tfg‖Hs+ε,q(Rd) hq,s,d
∥∥∥(∑

k≥5

22k(s+ε)|Ψk−5(D)f |2|ψk(D)g|2
)1/2∥∥∥

Lq(Rd)

.q,s,d ‖g‖Cs+γ(Rd)

∥∥∥(∑
k≥5

2−2k(γ−ε)|Ψk−5(D)f |2
)1/2∥∥∥

Lq(Rd)

.q,s,d,γ,ε ‖f‖Lq(Rd)‖g‖Cs+γ(Rd),

(9.4)

where in the last inequality we have used that |Ψk−5f(x)| ≤ CMf(x) for all x ∈ Rd (here M is
the maximal operator) and C is independent of k, x, f .

To complete the proof it remains to combine (9.3)-(9.4) with a duality argument. Recall that
(H−s,q(Rd))∗ = Hs,q′(Rd). Let h ∈ Hs,q′(Rd), f ∈ H−s,q(Rd), g ∈ Cs+γ(Rd) and note that

|〈fg, h〉| = |〈f, gh〉| ≤ |〈f, Tgh〉|+ |〈f,R(g, h)〉|+ |〈f, Thg〉|.
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By applying (9.3) we have

|〈f, Tgh〉|+ |〈f,R(g, h)〉| ≤ ‖f‖H−s,q(Rd)

(
‖Tgh‖Hs,q′ (Rd) + ‖R(g, h)‖Hs,q′ (Rd)

)
. ‖f‖H−s,q(Rd)‖g‖L∞(Rd)‖h‖Hs,q′ (Rd).

and by (9.4), for each ε ∈ (0, γ),

|〈f, Thg〉| ≤ ‖f‖H−s−ε,q(Rd)‖Thg‖Hs+γ,q′ (Rd)

. ‖f‖H−s−ε,q(Rd)‖g‖Cs+γ(Rd)‖h‖Lq′ (Rd).

Putting together the previous estimates and taking the supremum over all ‖h‖Hs′,q(Rd) ≤ 1, one
can readily obtain the claim.

9.1.2 Partion and perturbation for SMR•p,κ(s, T )
In this section we assume prove additional results on stochastic maximal Lp-regularity. Here we em-
ploy the notation introduced in Section 6.2. In this section, we fix T ∈ (0,∞) and s ∈ (0, T ). Let us
recall that SMR•p,κ(s, T ) denotes the set of all couple having stochastic maximal Lp-regularity (see
Definitions 6.2.2-6.2.3), Rs,(A,B) denotes the associated solution operator and Kdet,θ,p,κ

(A,B) ,Kdet,θ,p,κ
(A,B)

the constant of stochastic maximal Lp-regularity, see (6.17) and (6.11) respectively. Finally, with
a slight abuse of notation, for any t, t′ ∈ [s, T ], we write (A,B) ∈ SMR•p,κ(t, t′) in the case that
(A|Jt,t′K, B|Jt,t′K) ∈ SMR•p,κ(t, t′) if no confusion seems likely.

For future convenience, let us state the following quantitative version of Proposition 4.2.8 which
follows from the argument given there.

Proposition 9.1.2 (Transference). Let Assumption 4.2.1 be satisfied. Let (A,B) ∈ SMRp,κ(s, T )

and assume that there exists (Â, B̂) ∈ SMR•p,κ(s, T ). Then (A,B) ∈ SMR•p,κ(s, T ) and

C`,θ,p,κ(A,B) (s, T ) ≤ C(C`,θ,p,κ
(Â,B̂)

(s, T ), C`,0,p,κ(A,B) (s, T ), CA,B , CÂ,B̂)

for all ` ∈ {det, sto} and θ ∈ [0, 1
2 ) \ { 1+κ

p }.

For notational convenience, in this subsection, for any θ ∈ [0, 1] and any stopping time τ : Ω→
[s, T ] we set

Eθ(τ) = LpP(Jτ, T K, wsκ;Xθ) and Eγθ (τ) = LpP(Jτ, T K, wsκ; γ(H,Xθ)). (9.5)

Finally, we say that (sj)
N
j=1 is a partition of [s, T ] if s = s0 < s1 < · · · < sN−1 < sN = T .

Proposition 9.1.3 (Partitions). Let Assumption 4.2.1 be satisfied. Suppose that Assumption 6.2.1
holds with σ = s. Assume that (A,B) ∈ SMR•p,κ(s, T ). Fix δ ∈ ( 1+κ

p , 1
2 ) if p > 2, or δ ∈ [0, 1

2 )

if p = 2. Assume that there exists (Â, B̂) ∈ SMR•p,κ(s, T ) and let (sj)
N
j=0 be a partition of [s, T ].

Assume that, for all j ∈ {1, . . . , N − 1},

(A,B) ∈ SMRp,κ(s, s1), (A,B) ∈ SMRp(sj , sj+1), (9.6)

and let M > 0 be such that

max
{
C

det,0,p,κj
(A,B) (sj , sj+1), C

sto,0,p,κj
(A,B) (sj , sj+1)

}
≤M

where κ0 := κ and κj := 0 if j ≥ 1. Then (A,B) ∈ SMR•p,κ(s, T ) and

C`,0,p,κ(A,B) (s, T ) ≤ C(N,M, (sj)
N
j=1, C

`,δ,p,κ

(Â,B̂)
(s, T ), CÂ,B̂), (9.7)

for ` ∈ {det, sto}.
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Proof. We provide the proof in the case p > 2, the other case is simpler. As usual, we set s = 0.
Let us recall that, by Proposition 6.2.9,

(Â, B̂) ∈ SMR•p,κ(T ) ⊆ SMR•p,κ(t, T ) ∩ SMR•p(t, T ) (9.8)

for all t ∈ (0, T ). Thus, by Proposition 9.1.2, it is enough to show that if (A,B) ∈ SMR•p,κ(sn) for
a given n ≤ N − 1, then (A,B) ∈ SMRp,κ(sn+1) and that (9.7) holds with s = 0 and T = sn. We
content ourself to construct a unique strong solution un to (6.8) on J0, snK with a corresponding
estimate. The fact that all strong solutions to (6.8) on J0, τK where τ is a stopping time such that
0 ≤ τ ≤ sn satisfies v = un|J0,τK follows analogously. For the sake of simplicity, let us set

Eθ,n := Eθ(sn), Eγθ,n := Eγθ (sn), for all θ ∈ [0, 1], n ∈ {1, . . . , N},

see (9.5). Consider the problem (6.8) on J0, snK with

us = 0, f ∈ E0,n, and g ∈ Eγ1/2,n.

Fix ε ∈ (0, s1). Since (A,B) ∈ SMR•p,κ(sn−1), by Proposition 6.2.6 there exists a unique strong
solution un−1 to (6.8) on J0, sn−1K such that

‖un−1‖E1,n−1
+ ‖un−1(sn−1)‖Lp(Ω;XTr

p ) . ‖f‖E0,n−1
+ ‖g‖Eγ

1/2,n−1
, (9.9)

where the implicit constant depends on ε, n, (Â, B̂), Cdet,0,p,κ
(A,B) (sn−1), Csto,0,p,κ

(A,B) (sn−1). By (9.6),
Proposition 9.1.2 and (9.8), one has (A,B) ∈ SMR•p(sj , sj+1). Thus, by (9.9) exists a unique
strong solution Un to the problem{

dUn(t) +A(t)Un(t)dt = f(t)dt+ (B(t)Un(t) + g(t))dWH(t), t ∈ Js, snK,
Un(sn−1) = un−1(sn−1)

which satisfies

‖Un‖Lp((sn−1,sn)×Ω;X1) . ‖un−1(sn−1)‖Lp(Ω;XTr
p ) + ‖f‖E0,n

+ ‖g‖Eγ
1/2,n

. ‖f‖E0,n + ‖g‖Eγ
1/2,n

(9.10)

where in the last inequality we have used (9.9). Setting un := un−1 on Isn−1 × Ω and un := Un
on (sn−1, sn)× Ω, one can readily check that un is a strong solution to (6.8). Moreover, by (9.9)-
(9.10) one has un ∈ E1,n. Keeping track on the constants in (9.9)-(9.10), one can check that (9.7)
holds.

Let us conclude with a perturbation result which extends Corollary 6.2.11 in case of a deter-
ministic starting time.

Theorem 9.1.4 (Perturbation). Let Assumption 4.2.1 be satisfied. Suppose that Assumption
6.2.1 holds with σ = s. Assume that (A,B) ∈ SMR•p,κ(s, T ). Let A0 : [s, T ] × Ω → L (X1, X0),
B0 : [s, T ] × Ω → L (X1, γ(H,X1/2)) be strongly progressively measurable such that for some
positive constants CA, CB , LA, LB and for all x ∈ X1, a.s. for all t ∈ (s, T ),

‖A0(t, ω)x‖X0 ≤ CA‖x‖X1 + LA‖x‖X0 ,

‖B0(t, ω)x‖γ(H,X1/2) ≤ CB‖x‖X1 + LB‖x‖X0 .

Fix δ ∈ ( 1+κ
p , 1

2 ) if p > 2, or δ ∈ [0, 1
2 ) if p = 2. Then there exists

ε
(
p, κ,X0, CA, CB , LA, LB ,K

det,δ,p,κ
(A,B) (s, T ),Ksto,δ,p,κ

(A,B) (s, T )
)
∈ (0, 1)

such that if
Cdet,0,p,κ

(A,B) CA + Csto,0,p,κ
(A,B) CB < ε,
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then (A+A0, B +B0) ∈ SMR•p,κ(s, T ) and, for ` ∈ {sto, det},

C`,0,p,κ(A+A0,B+B0)(s, T ) ≤ C(p, κ,X0, CA, CB , LA, LB ,K
det,δ,p,κ
(A,B) (s, T ),Ksto,δ,p,κ

(A,B) (s, T )).

Finally, if κ = 0, then one can choose ε = 1.

Proof. As usual, we set s = 0. The claim will be proven by using Proposition 9.1.3. By Proposition
9.1.2 it is enough to show that (A+ A0, B + B0) ∈ SMRp,κ(T ). For the sake of convenience, we
divide the proof into three steps.

Step 1: There exists s1, C1 > 0 depending only on p, κ, X0, CA, CB, LA, LB, C
det,0,p,κ
(A,B) (T )

Csto,0,p,κ
(A,B) (T ) such that (A,B) ∈ SMRp,κ(s1) and

Cdet,0,p,κ
(A,B) (s1) + Csto,0,p,κ

(A,B) (s1) ≤ C1.

Let t ∈ [0, T ] and let τ : Ω → [0, t] be a stopping time. The claim of this step will be proven by
employing Proposition 6.2.10. To this end, let Eθ(τ), Eγθ (τ) be as in (9.5). For any λ ∈ [0, 1], set
Aλ := A+ λA0, Bλ := B + λB0. Since ε < 1, one has

η := 1− Cdet,0,p,κ
(A,B) (T )CA + Csto,0,p,κ

(A,B) (T )CB > 0.

Let R := R0,(A,B) be the solution operator associated to (A,B). With the above choice of Aλ, Bλ
and Proposition 6.2.7, any strong solution u to (6.20) on J0, τK satisfies

u = R(0,1J0,τK(f − λA0u),1J0,τK(g + λB0u)), on J0, τK.

For notational convenience, we set v := R(0,1J0,τK(f − λA0u),1J0,τK(g + λB0u)) on J0, tK. Thus,
the former implies v|J0,τK = u. Using that C`,0,p,κ(A,B) (t) ≤ C`,0,p,κ(A,B) (T ) for t ≤ T and ` ∈ {det, sto} (see
Proposition 6.2.9), the former yields

‖u‖E1(τ) ≤ ‖v‖E1(t)

≤ Cdet,0,p,κ
(A,B) (T )‖f + λA0u‖E0(τ) + Cdet,0,p,κ

(A,B) (T )‖g + λB0u‖Eγ
1/2

(τ)

≤ (1− η)‖u‖E1(τ) +
[
Cdet,0,p,κ

(A,B) (T )LA + Csto,0,p,κ
(A,B) (T )LB

]
‖u‖E0(τ)

+ Cdet,0,p,κ
(A,B) (T )‖f‖E0(τ) + Csto,0,p,κ

(A,B) (T )‖g‖Eγ
1/2

(τ)

(9.11)

for all λ ∈ [0, 1]. Since η < 1, it remains to estimate ‖u‖E0(τ). By Lemma 4.2.13

‖u‖E0(τ) ≤ c(t)
(
‖f − λA0u‖E0(τ) + ‖g + λB0u‖Eγ

1/2
(τ)

)
≤ C(t)

(
‖u‖E1(τ) + ‖f‖E0(τ) + ‖g‖Eγ

1/2
(τ)

) (9.12)

where C(t) depend only on p,X0, κ, CA, CB , LA, LB , CA,B and verifies limt↓0 C(t) = 0. Choose
s1 > 0 such that [

Cdet,0,p,κ
(A,B) (T )LA + Csto,0,p,κ

(A,B) (T )LB
]
C(s1) <

η

2
.

Then (9.11)-(9.12) readily uniform estimate in λ ∈ [0, 1] for ‖u‖E1(s1). Finally, Proposition 6.2.10
yields the claim of this step.

Step 2: Let s1 be as in Step 1. There exist s′, C ′ > 0 depending only on p, κ, X0, CA, CB,
LA, LB, C

det,0,p,κ
(A,B) (s, T ) Csto,0,p,κ

(A,B) (s, T ) such that for each t ∈ [s1, T ) one has (A,B) ∈ SMRp(t, t′)
with t′ := min{t+ s′, T} and

max
{
Cdet,0,p,0

(A,B) (t, t′), Csto,0,p,0
(A,B) (t, t′)

}
≤ C ′.

By Proposition 6.2.9, for all ` ∈ {det, sto} and t′ > t,

C`,0,p,0(A,B) (t, t′) ≤ s−κ/p1 C`,0,p,κ(A,B) (T ).
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Setting ε := min{sκ/p1 , 1}, the assumption and the previous yield

Cdet,0,p,0
(A,B) (t, t′)CA + Csto,0,p,0

(A,B) (t, t′)CB < 1. (9.13)

Up to a translation argument, the claim of this step follows by repeating the argument in Step 1
with κ = 0 and (9.13).

Step 3: Conclusion. Let s1 and s′ > 0 be as in Step 1 and 2, respectively. The claim follows
from Steps 1-2 and Proposition 9.1.3 by setting (Â, B̂) = (A,B), sj := min{s1 + js′, T} for j ≥ 2
and choosing N ∈ N so that s1 +Ns′ > T .

9.2 Maximal Lp-regularity for the turbulent Stokes couple
In this subsection we study maximal regularity estimates for the turbulent stochastic Stokes system
on Td: {

du− PAu dt = fdt+
∑
n≥1

(
PBnu+ gn

)
dwnt , on Td,

u(0) = u0, on Td.
(9.14)

Here P denotes the Helmholtz projection, and for all t ∈ IT and sufficiently smooth maps v :=
(vk)dk=1,

A(t)v = div(a(t) · ∇v), and Bn(t)v = (φn · ∇)v. (9.15)

More explicitly, the above differential operators are given by

A(t)v =
( d∑
i,j=1

∂i(a
i,j(t, ·)∂jvk)

)d
k=1

, Bn(t)v =
( d∑
j=1

φjn(t, ·)∂jvk
)d
k=1

.

We prove sharp Lp-estimates for (9.14) under the following assumption. In the following δ ∈ (−1, 0]
is fixed. Note that, if the following assumption is satisfied δ = 0, then it is also satisfied for
δ ∈ (−ε, 0) where ε > 0.

Assumption 9.2.1. Assume that 0 ≤ s < T <∞ and let δ ∈ (−1, 0] be fixed.

(1) Let one of the following be satisfied:

• q ∈ [2,∞), p ∈ (2,∞) and κ ∈ [0, p2 − 1);

• q = p = 2 and κ = 0.

(2) ai,j : Js, T K× Td → R and (φjn)n≥1 : Js, T K× Td → `2 are P ⊗B(Td)-measurable.

(3) There exist α > |δ| and a constant Ca such that, a.s. for all t ∈ IT ,

‖ai,j(t, ·)‖Cα(Td) ≤ Ca, for all i, j ∈ {1, . . . , d},
‖(φjn(t, ·))n≥1‖Cα(Td;`2) ≤ Cφ, for all j ∈ {1, . . . , d}.

(4) There exists ϑ > 0 such that, a.s. for all t ∈ (s, T ), ξ ∈ Rd and x ∈ Td,

d∑
i,j=1

(
ai,j(t, x)− 1

2

(∑
n≥1

φin(t, x)φjn(t, x)
))
ξiξj ≥ ϑ|ξ|2.

The Hölder regularity of φjn fits the physical motivation (1.13). Under the previous assumption
we introduce the turbulent Stokes couple:

(ASδ,q, B
S
δ,q) : IT × Ω→ L (H1+δ,q,H−1+δ,q × γ(`2,Hδ,q))

(ASδ,qu,B
S
δ,qu) := (−PA(·)u, (PBn(·)u)n≥1), u ∈ H1+δ,q,

(9.16)
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where Hs,q is the space of divergence-free fields in Hs,q(Td;Rd) (see (9.21)). Note that δ = 0
correspond with the usual weak setting. However, in applications to (9.1) it will be very important
also to allow δ < 0.

The main result of this section reads as follows.

Theorem 9.2.2. Let Assumption 9.2.1 be satisfied for some δ ∈ (−1, 0]. Then the problem (9.14)
has stochastic maximal Lp-regularity i.e.

(ASδ,q, B
S
δ,q) ∈ SMR

•
p,κ(s, T ), with X0 = H−1+δ,q(Td), X1 = H1+δ,q(Td).

Moreover, for each θ ∈ [0, 1
2 ), one has

max
{
Kdet,θ,p,κ

(ASδ,q,B
S
δ,q)
,Ksto,θ,p,κ

(ASδ,q,B
S
δ,q)

}
≤ C(q, p, κ, d, δ, α, Ca,φ, θ). (9.17)

We conclude by mentioning that combining Theorem 9.1.4 and 9.2.2 we could add to the Bn-
term in (9.15) a gradient-noise term of the form (

∑d
i,j=1 Φj,kn,i∂ju

i)dk=1 provided Φ is small in a
suitable norm. To this end one can use the estimates in Proposition 9.1.1 (cf. Step 0 and 7 in the
proof of Lemma 9.2.3).

9.2.1 The functional analytic set-up
For any s ∈ R and q ∈ (1,∞), we denote by Lq := Lq(Td;Rd), Hs,q := Hs,q(Td;Rd) and Bsq,p :=

Bsq,p(Td;Rd) the Lebesgue, Bessel-potential and Besov spaces on Td with values in Rd, respectively.
Moreover, we denote by P the Helmholtz projection which, for f ∈ C∞(Td;Rd) and n = 1, . . . , d,
is given by

(P̂f)n(k) := f̂n(k)−
d∑
j=1

kjkn
|k|2

f̂j(k), k ∈ Zd \ {0}, (P̂f)n(0) := f̂n(0).

Here, f̂(k) denotes the k-th Fourier coefficient of f . We also recall another possible construction
of P which will be useful later on. Note that, for each f ∈ C∞(Td;Rd), there exists a unique
φ ∈ C∞(Td;Rd) such that {

∆φ = divf, on Td,∫
Td φdx = 0.

(9.18)

If we set Qf := φ, then the Helmholtz projection is given by

Pf := f −∇Qf. (9.19)

Fourier multiplier techniques ensure that, for s, q as above,

P : Hs,q → Hs,q, Q : Hs,q → Hs+1,q. (9.20)

In addition, P,∇Q are projections (i.e. P = P2, ∇Q = (∇Q)2). Lastly, we define Lq := Lq(Td),
Hs,q := Hs,q(Td), Bsq,p := Bsq,p(Td) be the set of all divergence free vector-field on Td which belongs
to Lq, Hs,q and Bsq,p, respectively:

B = P(A), (A,B) ∈ {(Lq,Lq), (Hs,q,Hs,q), (Bsq,p,Bsq,p)}. (9.21)

cf. [63, Definition 1.48]. Combining [198, Thereom 1.2.4] and [20, Theorem 6.4.5], for each s0, s1 ∈
R, p, q ∈ (1,∞) and θ ∈ (0, 1), one has

Hs0θ+(1−θ)s1,q = [Hs0,q,Hs1,q]θ, Bs0θ+(1−θ)s1
q,p = (Hs0,q,Hs1,q)θ,p. (9.22)

Let us denote by Ss,q the Stokes operator on Hs,q, i.e. Ss,q : Hs+2,q ⊂ Hs,q → Hs,q, with Ss,qf :=
−P∆f. Since P and ∆ commutes, by [108, Proposition 10.2.18 and Theorem 10.2.25], it follows
that Ss,q has a bounded H∞-calculus with angle 0. By Theorem 4.2.7,

Sδ,q ∈ SMR•p,κ(s, T ), for all s, T such that 0 ≤ s < T <∞. (9.23)
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9.2.2 Proof of Theorem 9.2.2
The key result in the proof of Theorem 9.2.2 is the following a priori estimate for solutions to
(9.14) on small time intervals.

Lemma 9.2.3 (A priori estimate on small intervals). Let Assumption 9.2.1 be satisfied. Then
there exist T ?, C > 0 depending only on q, p, κ, d, δ, ϑ, α, β, r, Ca,φ such that for any t ∈ [s, T ), any
stopping time τ with values in [t, t?] where t? = (t+ T ?) ∧ T ,

f ∈ Lp((t, t?)× Ω, wtκ;H−δ,q), g ∈ Lp((t, t?)× Ω, wtκ; γ(`2,H1−δ,q)) (9.24)

and any strong solution u ∈ Lp(J0, τK, wκ;H2−δ,q) to (9.14) on J0, τK one has

‖u‖Lp(J0,τK,wκ;H2−δ,q) ≤ C
(
‖f‖Lp(J0,τK,wκ;H−δ,q) + ‖g‖Lp(J0,τK,wκ;γ(`2,H1−δ,q))

)
.

Before proving Lemma 9.2.3 we show that it implies Theorem 9.2.2.

Proof of Theorem 9.2.2. By a translation argument we may set s = 0. To begin, note that for any
λ ∈ [0, 1] and any v ∈ H2−δ,q

ASδ,q,λv := λSδ,qv + (1− λ)ASδ,qv = −P
(
div(aλ(·) · ∇v)

)
,

BSδ,q,λv := λBSδ,qv =
(
P(λ(φn · ∇)v)

)
n≥1

where we set ai,jλ = λδi,j + (1 − λ)ai,j for all i, j ∈ {1, . . . , d}. One can check that the couple
(ASδ,q,λ, B

S
δ,q,λ) satisfies the Assumption 9.2.1 uniformly w.r.t. λ ∈ [0, 1]. Applying Proposition

6.2.10 and Lemma 9.2.3 twice for κ as in Assumption 9.2.1 and κ = 0 there exist γ,C > 0
depending only on q, p, κ, d, δ, ϑ, α, β, r, Ca,φ such that

(ASδ,q, B
S
δ,q) ∈ SMRp,`(t, (t+ γ) ∧ T ) for all t ∈ [0, T ) and ` ∈ {0, κ} (9.25)

and the constants of maximal Lp-regularity are bounded by C. Set N := dT/γe and sj := jγ. The
claimed result follows by applying Proposition 9.1.3 whose hypotheses are satisfied due to (9.23)
and (9.25).

To prove Lemma 9.2.3 we need two lemmas. The first shows the existence of suitable extension
operators and the second one concerns an operator appearing in the proof of Lemma 9.2.3.

Lemma 9.2.4. Let α ∈ (0, N ], O ∈ {Rd,Td} and H ∈ {R, `2}. Then, for any y ∈ O and any
r ∈ (0, 1

2 ) there exists an extension operator EO
y,r : Cα(BO(x, r);H) → Cα(O;H) which satisfies

the following properties:

(1) EO
y,rf |BO(y,r) = f , EO

x,rc ≡ c for any f ∈ Cα(BO(y, r);H) and c ∈ H;

(2) ‖EO
y,r‖L (Cα(BO(y,r);H),Cα(O;H)) ≤ Cr for some Cr independent of y;

(3) ‖EO
y,r‖L (BUC(BO(y,r);H),BUC(O;H)) ≤ C for some C independent of y, r.

Proof. We prove only the case H = R, the other follows similarly.
Step 1: The case O = Rd. Note that, by localization and the well-known extension operator

[193, Chapter 4, (4.2)] and [151, Example 1.9 and discussion below it], one can check that there
exists a bounded linear operator E : Cα(BRd(1))→ Cα(Rd) such that ‖Ef‖L∞(Rd) ≤ C‖f‖L∞(B(1)),
Ec = c for any c ∈ R and it satisfies the extension property, i.e. Ef |BRd (1) = f for any f ∈
Cα(BRd(1)). Let ϕ ∈ C∞0 (Rd) be such that 0 ≤ ϕ ≤ 1, ϕ|BRd (1) = 1 and ϕ|Rd\BRd (2) = 0. For any
f ∈ C(BRd(1)), we set

(ER
d

0,1f)(x) := ϕ(x)Ef(x) + (1− ϕ(x))f(0), x ∈ Rd.
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One can readily check that ERd0,1 inherit the property of E and, in addition, E0,1f = f(0) on
Rd \BRd(2) is constant. Setting

ER
d

y,rf(x) = ER
d

0,1[f(y + r·)]
(x− y

r

)
, x ∈ Rd.

One can readily check that ERdy,r has the desired property.
Step 2: The case O = Td. Let ι : Rd → Rd/Zd = Td be the quotient map. For any BTd(y, r) ⊂

Td let y ∈ [0, 1)d be such that ι(BRd(y, r)) = BTd(y, r). For any x ∈ y + [0, 1)d =: Qy, we set

ET
d

x,r(f)(ιx) := ER
d

y,rf(x). (9.26)

Since ι(Qy) = Td, the above formula completely determinates ETdy,r on Td. It remains to check that
ETdy,rf is well-defined on Td. To see this, note that dist(∂Qy, BRd(y, 2r)) > 0 since r < 1

2 . Moreover,
by construction ERdy,rf |Qy\BRd (y,2r) ≡ f(y) and thus ERdy,rf glues well on the periodic torus. Thus,
ETdy,r inherits from ERdy,r the required properties.

Lemma 9.2.5. Let φ ∈ C∞(Td). For any f ∈ C∞(Td;Rd), we set Jφf =: ψ, where ψ is the
unique solution to the following elliptic problem{

∆ψ = ∇φ · f −
∫
Td ∇φ · f dx, on Td,∫

Td ψ(x)dx = 0.
(9.27)

Then, for each s ∈ R, q ∈ (1,∞), there exists Cs,q > 0 such that ‖Jφf‖Hs+2,q ≤ Cs,q‖f‖Hs,q .

Proof. To begin, let us denote by ∆−1
R the operator defined as ̂(∆−1

R f)(0) = 0 and ̂(∆−1
R f)(k) =

1
|k|2 f̂(k) for Zd 3 k 6= 0. By standard Fourier techniques, one can show that, for each s ∈ R and
q ∈ (1,∞),

∆−1
R : {f ∈ Hs,q : f̂(0) = 0} → {f ∈ Hs+2,q : f̂(0) = 0}. (9.28)

The claim follows by noticing that

Jφf = ∆−1
R (∇φ · f − 〈∇φ, f〉)

where
∫
Td ∇φ · f dx := 〈∇φ, f〉D(Td),D′(Td) for any f ∈ D ′(Td).

We are ready to prove Lemma 9.2.3. The proof of the remaining cases follow the same strategy
and will be proven at the end of this subsection.

Proof of Lemma 9.2.3. The proof will be divided into several steps. Let us begin by collecting
some useful facts. Let α be as in Assumption 9.2.1(3). Let t ∈ [s, T ) and let τ be a stopping time
such that t ≤ τ ≤ (t + T ?) ∧ T = t? a.s. where T ? > 0 will be fixed in Step 6. As we will see the
contents of Steps 0-5 hold for T ? = T − t and a fortiori for all T ? ∈ (0, T − t].

Let f, g be as in (9.24). For notational convenience we will set

Nf,g(t, τ) := ‖f‖Lp(Jt,τK,wtκ;X0) + ‖g‖Lp(Jt,τK,wtκ;γ(H,X1/2)). (9.29)

Moreover, for any y ∈ Td, r ∈ (0, 1
2 ), we set B(y, r) := BTd(y, r) and v ∈ H2−δ,q

Ay(t)v := div(a(t, y) · ∇v), By(t) := ((φn(t, y) · ∇)v)n≥1,

AEy,r(t) := div(aEy,r(t, ·) · ∇v), BEy,r,`(t) := ((φEn,y,r(t, ·) · ∇)v)n≥1,
(9.30)

where
aEy,r :=

(
ET

d

y,r(a
i,j(t, ·))

)d
i,j=1

, φEn,y,r :=
(
ET

d

y,r(φ
j
n(t, ·))

)d
j=1

, n ≥ 1
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and ETdy,r is the extension operator provided by Lemma 9.2.4. Comparing the previous definitions
with (9.15), one sees that Ay,By are the operators with “frozen coefficient at y ∈ Td" and AEy,r,
BEy,r are the operators whose coefficients are the extensions of ai,j |B(y,r), φjn|B(y,r). Lastly, we set
Ay := Ay(t), By,r := By,r(t) := (Bn,y,r(t))n∈N and similar for AEy,r,BEy,r.

With a slight abuse of notations, in this proof, we also regards A,Ay,AEy,r (resp. B,By,BEy,r) as
mapping IT ×Ω→ L (H2−δ,q, H−δ,q) (resp. IT ×Ω→ L (H2−δ,q, γ(`2, H1−δ,q))) where H2j−δ,q :=
H2j−δ,q(Td;Rd) for j ∈ {0, 1}. The constants appearing appearing below will depend only on
quantities in Q := {q, p, κ, d, δ, ϑ, α, r, Ca,φ}. To stress this we write C(Q) instead of C and similar.

Step 0: The couple (PA,PB) satisfies Assumption 4.2.2 with C(A,B) ≤ C0(Q). Let us begin
by noticing that, due to (9.21) we have

‖v‖Hs,q = ‖v‖Hs,q , for all v ∈ Hs,q and s ∈ R. (9.31)

Let us first analyse the A-term. Fix v ∈ H2−δ,q. Since η > δ − 1, by Proposition 9.1.1, a.e. on
Jt, T K

‖PA(·)v‖H2−δ,q . ‖div(a(·) · ∇v)‖H2−δ,q

≤ ‖a(·) · ∇v‖H1−δ,q .
(

max
i,j
‖ai,j(·)‖Cα

)
‖∇v‖H1−δ,q .

By Assumption 9.2.1(3) the previous and (9.31) readily yields

‖PA(·)v‖H2−δ,q ≤ Cδ,q,dCa‖v‖H2−δ,q , a.s. for all r ∈ (t, T ). (9.32)

Next, we prove that PA : Jt, T K → L (H2−δ,q,H−δ) is strongly progressively measurable. Since

Hs,ζ d
↪→ Hδ−1,ζ for all s ≥ δ−1 and ζ ∈ (1,∞), by (9.32) and the Pettis measurability theorem it is

enough to show that (t, ω) 7→ 〈PA(t, ω)v, v′〉H−δ,q,Hδ,q′ is strongly progressively measurable where
v, v′ ∈ C1(Td) ∩H2−δ,q. The latter claim follows by Assumption 9.2.1(2).

The reader can easily check that the same arguments applied to the B-term. This completes
Step 0.

Step 1: There exists C1(Q) > 0 such that for each y ∈ Td, one has (PAy,PBy) ∈ SMRp,κ(t, T )
and

max{Ksto,0,p,κ
(PAy,PBy)(t, T ),Kdet,0,p,κ

(PAy,PBy)(t, T )} ≤ C1 (9.33)

By (9.18)-(9.19), one can check that

PAyf = AyPf, PByf = ByPf, on J0, T K, for all f ∈ H2−δ,q.

Thanks to the previous and (9.21), it is enough to prove stochastic maximal Lp-regularity for the
following couple

(Aδ,q, Bδ,q) : IT × Ω→ L (H2−δ,q, H−δ,q × γ(`2, H1−δ,q)),

(Aδ,q, Bδ,q)u := (Ayu,Byu), u ∈ H2−δ,q,

with max{Ksto,0,p,κ
(Ay,By) (t, T ),Kdet,0,p,κ

(PAy,PBy)(t, T )} ≤ C ′1(Q). Since the coefficients of Ay,By are x-
independent, the last claim follows by [174, Theorem 5.3 and Remark 4.6] (see also Lemma 5.1.2).
To see that the constant C1 does not depend on t ∈ (0, T ) note that the proof of [174, Theorem
5.3] consists in a reduction to the case By = 0 via [174, Theorem 3.18] and in such a case the
independent of the constants w.r.t. to t ∈ (0, T ) can be obtained using [174, Theorem 3.9] and
the deterministic characterization of stochastic maximal Lp-regularity for semigroup generator
Proposition 3.1.7.

Step 2: There exists η(Q) > 0 for which the following holds:
If y ∈ Td and r ∈ (0, 1

2 ) satisfy, a.s. for all t ∈ IT , i, j ∈ {1, . . . , d},

‖ai,j(t, ·)− ai,j(t, y)‖L∞(B(y,r)) + ‖(φjn(t, ·)− φjn(t, y))n∈N‖L∞(B(y,r);`2) ≤ η, (9.34)
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then (PAEy,r,PBEy,r) ∈ SMRp,κ(t, T ) and

max{Ksto,0,p,κ
(PAEy,r,PBEy,r)

(t, T ),Kdet,0,p,κ
(PAEy,r,PBEy,r)

(t, T )} ≤ C2(Q).

Recall that (PAy,PBy) ∈ SMRp,κ(t, T ) and that (9.33) holds for C1 independent of y ∈ Td. To
idea is to apply Theorem 9.1.4. To this end, let us write

PAEy,r = PAy + P(AEy,r −Ay), PBEy,r = PBy + P(BEy,r − By). (9.35)

Note that, for each f ∈ H2−δ,q and some ε > 0 independent of f ,

‖P(AEy,r −Ay)f‖H−δ,q

≤ Cd,q sup
i,j

∥∥(ai,j(t, y)− ET
d

y,r(a
i,j(t, ·))∂jf

∥∥
H1−δ,q

(i)
= Cd,q sup

i,j

∥∥ETdy,r[ai,j(t, y)− (ai,j(t, ·)]∂jf
∥∥
H1−δ,q

(ii)

≤ Cd,δ,q sup
i,j

(∥∥ETdy,r[ai,j(t, y)− ai,j(t, ·)]
∥∥
L∞
‖∂jf‖H1−δ,q

+
∥∥ETdy,r[ai,j(t, y)− ai,j(t, ·)]

∥∥
Cβ
‖∂jf‖H1−δ−ε,q

)
(iii)

≤ Cd,δ,q

(
η‖f‖H2−δ,q + CrCa,b‖f‖H2−δ−ε,q

)
,

(9.36)

where in (i), (iii) we have used Lemma 9.2.4 and in (ii) Proposition 9.1.1.
Employing Proposition 9.1.1 for H = `2, one can check that that

‖P(BEy,r − By)f‖γ(`2,H1−δ,q) ≤ Cd,δ,q
(
η‖f‖H2−δ,q + CrCa,b‖f‖H2−δ−ε,q

)
. (9.37)

Therefore, the claim of Step 2 follows by combining Step 1, Theorem 9.1.4 and the above estimates.
Step 3: Let η be as in step 2. There exist N ≥ 1, (yh)Nh=1 ⊂ Td, (rh)Nh=1 ⊂ (0, 1

2 ), which
depends only on the quantities in Q, such that Td ⊂ ∪Nh=1Bh, where Bh := B(yh, rh), and a.s. for
all t ∈ IT , i, j ∈ {1, . . . , d},

‖ai,j(t, yh)− ai,j(t, ·)‖L∞(Bh) + ‖(φjn(t, yh)− φjn(t, ·))n∈N‖L∞(Bh;`2) < η.

In particular, (PAEh,PBEh) := (PAExh,rh ,PB
E
xh,rh

) ∈ SMRp,κ(t, T ) and for each h{1, . . . , N}

max{Kdet,0,p,κ
(PAEh,PB

E
h)

(t, T ),Ksto,0,p,κ
(PAEh,PB

E
h)

(t, T )} ≤ C3(Q). (9.38)

The last claim follows by the first one and Step 2. To prove the first claim let us fix y ∈ Td and
note that

‖ai,j(t, y)− ai,j(t, ·)‖L∞(B(y,r)) + ‖φj(t, y)− φj(t, ·)‖L∞(B(y,r);`2)

≤ [ai,j(t, ·)]Cα(B(y,r)) + [φj(t, ·)]Cα(B(y,r);`2)

≤ Cδ,qCa,φ rα < η,

where the last inequality follows by choosing r ∈ (0, 1
2 ) small. Note that, r does not depend on y

but only on quantities in Q. Since Td has finite volume, then the claim of this step follows.
Step 4: Let (πh)Nh=1 be a smooth partition of the unity subordinate to the covering (Bh)Nh=1 (see

Step 3). Recall that f, g are as in (9.24) and τ is a stopping time with values in [t, (t+T ?)∧T ] and
that u ∈ Lp(Jt, τK, wκ;H2−δ,q) is a strong solution to (9.14) on J0, τK. Then for any h ∈ {1, . . . , N}
the following holds

P(πhu) = Rh(0,Fhu,Ghu) + Rh(0,Pfh,Pgh), a.e. on Jt, τK, (9.39)
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where Rh := Rt,(PAEh,PB
E
h) is the solution operator associated to (PAEh,PBEh) ∈ SMRp,κ(t, T ) (see

(6.17)), Jh := Jπh (see Lemma 9.2.5), gn,h := gnπh, fh := πhf and

Fhu := PAh∇Jhu+ P[πh,A]u+ P[(∇πh)Q(Au)],

Ghu := (Gn,hu)n∈N

Gn,hu := P[(∇πh)Q(Bnu)] + PBn∇Jhu+ P[πh,Bn]u

(9.40)

and, as usual, [·, ·] denotes the commutator.
To begin, let us write P(Au) = Au−∇P and P(Bnu) = Bnu−∇Qn, where we set P = Q(Ahu),

Qn = Q(Bnu) and Q is as in Subsection 9.2.1. Finally zh := πhu. Using the previous identities
and multiplying (9.14) with s = t by πh, one obtains

dzh −A zh dt = ([πh,A]u−∇(πhP ) + (∇πh)P + fh)dt

+
∑
n≥1(Bnzh + [πh,Bn]u−∇(πhQn) + (∇πh)Qn + gn,h)dwnt ,

zh(t) = 0,

(9.41)

on Td. Since supp (zh) ⊆ Bh, for each h ∈ {1, . . . , N} and n ≥ 1 one has (cf. (9.30))

A zh = AExh,rhzh = AEhzh, Bnzh = BEn,xh,rhzh = BEn,hzh.

To conclude, note that the the Helmholtz decomposition gives

zh = ∇Quh + Pzh = ∇Jhu+ Pzh.

To see the last equality, recall that divu = 0 in D ′(Td). Thus the previous identity follows by
(9.19), (9.27) and

div zh = div zh −
∫
Td

div zhdx = ∇φh · u−
∫
Td
∇φh · u dx.

Using that zh = ∇Jhu+ vh with vh := Pzh, and applying the operator P to (9.41), we get
dvh − PAEhvh dt = (PA∇Jhu+ P[πh,A]u+ P[(∇πh)P ] + Pfh)dt

+
∑
n≥1(PBEn,hvh + PBn∇Jhu

+P[πh,Bn]u+ P[(∇πh)Qn] + Pgn,h)dwnt , on Td,
vh(t) = 0, on Td.

Recall that, by Step 3, one has (PAEh, (PBEn,h)n∈N) ∈ SMRp,κ(T ). Thus the claim follows by
Proposition 6.2.7 and the previous system.

Step 5: There exists ε(Q), C(Q) > 0 such that for each v ∈ H2−δ,q one has

‖F v‖H−δ,q + ‖(Gnv)n∈N‖γ(`2,H1−δ,q) ≤ C‖v‖H2−δ−ε,q , a.e. on Jt, T K.

Let us begin by looking at F. By Step 3, N <∞, thus it is enough to prove suitable estimates for
Fh and h ∈ N fixed. Let us write Fh := FJ + FA + FQ, where for π := πh and æ := æh,

FJ v := P(A∇J v), FAv := P[A, φ]v, FQv := P[(∇π)Q(Av)].

First, we estimate FJ :

‖FJ v‖H−δ,q ≤ C max
i
‖ai,j(t, ·)∂j∇J v‖H1−δ,q

(i)

≤ CCa,φ max
j
‖∂j∇J v‖H1−δ,q

(ii)

≤ CCa,φ‖v‖H1−δ,q ,
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where in (i) we have used Assumption 9.2.1 and that α > |1 − δ|, in (ii) the estimate in Lemma
9.2.5. To estimate FA, let us note that

[A, π]v = ∂i(a
i,jv)∂jπ + v ai,j∂2

i,jπ + ∂jv a
i,j∂iπ, in D ′(Td).

Let us begin by noticing that, for each i, j = 1, . . . , d,

‖P(∂i(a
i,jv)∂jφ)‖H−δ,q ≤ C max

j
‖∂i(ai,jv)‖H−δ,q

≤ C max
i,j
‖ai,jv‖H1−δ,q ≤ CCa,φ‖v‖H1−δ,q ,

where we have used that α > |1 − δ| and Proposition 9.1.1. Choosing ε ∈ (0, 1
2 ) such that

α ≥ |1− δ|+ 2ε, one has

‖P(∂jv a
i,j∂iπ)‖H−δ,q ≤ C max

i
‖ai,j∂jv‖H−δ,q

≤ C max
i
‖ai,j∂jv‖H1−δ−ε,q

≤ CCa,φ max
j
‖∂jv‖H1−δ−ε,q ≤ CCa,φ‖v‖H2−δ−ε,q .

(9.42)

A similar estimate holds for P(v ai,j∂2
i,jπ). This proves the desired estimate for FA. Lastly, for ε

as above and (9.20), FQ can be estimates as follows:

‖FQv‖H−δ,q . ‖Q(Av)‖H−δ,q . max
i
‖ai,j∂jv‖H−δ,q ≤ ‖v‖H2−δ−ε,q ,

where in the last inequality we have the same argument in (9.42). Putting together the previous
estimates one obtains the claim for F.

Next, we look at G. As above, we fix h ∈ {1, . . . , N} and we remove it from the notation. Thus,
by (9.40) we have Gn := GQ,n + GJ ,n + GB,n where

GQ,nv := P[(∇π)Q(Bnv)], GJ ,nv := PBn∇J v, GB,nv := P[(∂jπ)φjnv] (9.43)

where we have used that [π,Bn]v = (∂jπ)φjnv. Note that GQ,n,GJ ,n can be estimated as FQ,FJ
above. The last term can be estimated as follows:

‖(P([πh,Bn]v))n≥1‖H1−δ,q(`2) . max
j
‖((∂jπh)φjnv)n≥1‖Lq(`2)

. max
j
‖(φjn)n≥1‖L∞(`2)‖v‖Lq ,

where we have used that δ ≥ 1. Since 2− δ > 0, the previous estimate shows that P[πh,Bn]v is a
lower-order term.

Step 6: Conclusion. Let (u, f, g, τ, t) be at the beginning of the proof. By Step 3 we know
that (PAEh,PBEh) ∈ SMRp,κ(t, T ) and that (9.38) holds. Combining the latter and the content of
Steps 4-5, one can see that there exist ε(Q), C(Q) > 0 such that for each h ∈ {1, . . . , N}

‖P(πhu)‖Lp(Jt,τK,wκ;H2−δ,q) ≤ CNf,g(t, τ) + C‖u‖Lp(Jt,τK,wκ;H2−δ−ε,q) (9.44)

where Nf,g(t, τ) is as in (9.29). As in Step 5, since divu = 0 in D ′(Td) a.e. on Jt, τK, one has
πhu = P(πhu) + ∇Jπhu. Recall that u =

∑N
h=1(πhu), since (πh)Nh=1 is a partition of the unity.

The previous considerations yield, for ε > 0 as in (9.44),

‖u‖Lp(J0,τK,wκ;H2−δ,q)

≤
N∑
h=1

(
‖P(πhu)‖Lp(J0,τK,wκ;H2−δ,q) + ‖∇Jπhu‖Lp(J0,τK,wκ;H2−δ,q)

)
(ii)

≤ CNf,g(t, τ) + C‖u‖Lp(J0,τK,wκ;H2−δ−ε,q),

(iii)

≤ CNf,g(t, τ) +
1

2
‖u‖Lp(J0,τK,wκ;H2−δ,q) + Ĉ‖u‖Lp(J0,τK,wκ;H−δ,q),

(9.45)
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where in (i) we used (9.44) and Lemma 9.2.5 and in (iii) a standard interpolation inequality and
(9.21). Since u is a strong solution to (9.14) on Jt, τK, by Step 0 and Lemma 4.2.13 there exists
cT (Q) > 0 such that limT↓0 cT = 0 and

‖u‖Lp(Jt,τK,wκ;H−δ,q) ≤ cT ‖u‖Lp(Jt,τK,wκ;H2−δ,q) + cT Nf,g(t, τ). (9.46)

Combining (9.45)-(9.46), one obtains

‖u‖Lp(Jt,τK,wκ;H2−δ,q) ≤ CNf,g(t, τ) +
(1

2
+ CT

)
‖u‖Lp(Jt,τK,wκ;H2−δ,q), (9.47)

where CT (Q) > 0 satisfies limT↓0 CT = 0. Let T ?(Q) > 0 be such that CT? < 1
2 . Then the

previous formula implies the claimed a priori estimate in Lemma 9.2.3.

9.3 Stochastic Navier-Stokes equations for turbulent flows
In this section we take advantage of the work done in the previous sections to study the stochastic
Navier-Stokes equations

du− div(a(·) · ∇u) dt = (−∇P + div(u⊗ u))dt

+
∑
n≥1(−∇Qn + (φn · ∇)u+ Gn(·, u))dwnt , on Td,

divu = 0, u(·, 0) = u0, on Td
(9.48)

where u := (uk)dk=1 : IT ×Ω×O → Rd is unknown velocity field and P,Qn : IT ×Ω×O → R the
unknown pressures.

Note that (9.48) generalizes (9.1) since a may depend on (t, ω, x)-dependent which (physically
speaking) takes into account the variability in space and time of the viscosity of the fluid. We
collect our main results in Subsections 9.3.1-9.3.2 and we provide the proofs in Subsection 9.3.3.

The following assumptions will be in force throughout this section.

Assumption 9.3.1. Let d ≥ 2 be an integer and T ∈ (0,∞).

(1) Assume that one of the following conditions is satisfied:

• p = q = 2 and κ = 0;

• q ∈ [2,∞), p ∈ (2,∞) and κ ∈ [0, p2 − 1).

(2) F = (Fk)dk=1 : IT × Ω× Td × Rd → Rd and G = ((Gkn)dk=1)n∈N : IT × Ω× Td × Rd → `2 × Rd
are P ⊗B(Td)⊗B(Rd)-measurable.

(3) For all k ∈ {1, . . . , d}, Fk(·, 0) ∈ L∞(IT × Ω × Td), Gk(·, 0) ∈ L∞(IT × Ω × Td; `2) and there
exists C1, C2 ≥ 0 such that, a.s. for all t ∈ IT , x ∈ Td and y, y′ ∈ Rd,

|Fk(t, x, y)−Fk(t, x, y′)|+ ‖Gk(t, x, y)− Gk(t, x, y′)‖`2 . (1 + |y|+ |y′|)|y − y′|.

9.3.1 Existence, regularization and global 2D-solutions
Let us begin by introducing suitable a notion of solutions to (9.48). Recall that H,B denotes Bessel
potential and Besov spaces of divergence free vector fields (see Subsection 9.2.1 for the precise
definition). Let δ ∈ [1, 2). We say that (u, σ) is a (unique almost very) δ-weak solution to (9.48)
on IT if (u, σ) is an Lpκ-maximal local solution to (4.16) withX0 := H−1+δ,q(Td), X1 := H1+δ,q(Td),
H = `2, W`2 as in Example 2.3.6 and, for v ∈ X1,

A(·)v = ASδ,qv, B(·)v = BSδ,qv,

F (·, v) = PF(·, v)− P(div(v ⊗ v)), G(·, v) = (P(Gn(·, v)))n≥1.
(9.49)
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where ASδ,q, B
S
δ,q are as in (9.16). By Definitions 4.3.3 and 4.3.4, δ-weak solutions to (4.16) are

unique. To motivate our definition of δ-weak solutions to (9.48) let us remark that any 0-weak
solutions satisfies the natural weak formulation of (9.48): a.s. for all ψ = (ψk)dk=1 ∈ H1,q′(Td) and
t ∈ IT , ∫

Td
(uk(t, ·)− u0,k)ψk dx+

∫ t

0

∫
Td
ai,j∂juk∂iψk dx ds

=

∫ t

0

∫
Td
ujui∂jψi dx ds+

∫ t

0

∫
Td
F j(·, u)ψj dx ds

+
∑
n≥1

∫ t

0

∫
Td

(
φjn∂juk + Gn,k(·, u)

)
ψk dx dw

n
s

(9.50)

where we have used the Einstein summation convention. The previous follows by Definition 4.3.3,
an integration by parts and H−1,q(Td) = (H1,q′(Td))∗.

Theorem 9.3.2 (Local existence in the critical spaces B
d
q−1
q,p ). Let Assumption 9.2.1 with δ ∈

[− 1
2 , 0]. Let Assumption 9.3.1 be satisfied. Assume that either p = q = d = 2 or

q ∈ [2,∞), p ∈ (2,∞) satisfy
d

2 + δ
< q <

d

1 + δ
, and

2

p
+
d

q
≤ 2 + δ. (9.51)

Set κcrit := −1 + p
2 (2 + δ− d

q ). Then for any u0 ∈ L0
F0

(Ω;B
d
q−1
q,p (Td)), (9.48) has a δ-weak solution

(u, σ) such that

u ∈ Lploc([0, σ), wκcrit ;H1+δ,q(Td)) ∩ C([0, σ);B
d
q−1
q,p (Td)), a.s.

Moreover, (u, σ) instantaneously regularizes in time and space:

u ∈
⋂

θ∈[0,1/2)

Hθ,r
loc (Iσ;H1−2θ,ζ(Td)) a.s. for all r, ζ ∈ (2,∞). (9.52)

In particular,

u ∈
⋂

θ∈[0,1/2)

Cθloc(Iσ;C1−2θ(Td)) ⊆
⋂

θ1,θ2∈[0,1/2)

Cθ1,θ2loc (Iσ × Td) a.s. (9.53)

Since α > 0, it is always possible to apply Theorem 9.3.2 for some δ < 0. Note that, if δ
increases, then the upper bound in (9.51) becomes less restrictive. In the limiting case δ = − 1

2 ,
one has q < 2d and therefore Theorem 9.3.2 yields local existence and smoothness for initial data
in Besov spaces with smoothness up to − 1

2 . The study of the optimality of such threeshold goes
beyond the scope of this thesis.

(9.52)-(9.53) yield instantaneous regularization results for (9.48). As showed in the introduction,
(9.53) is not trivial even in the 2D-case. In the latter case, under a sublinearity assumption, one
can even prove the solution to (9.48) are global in time.

Theorem 9.3.3 (Global existence in 2D-case). Let the assumptions of Theorem 9.3.2 be satisfied
with d = 2. Assume that, a.s. for all j ∈ {1, 2}, t ∈ IT and x ∈ Td,

‖(Gjn(t, x, y))n≥1‖`2 + |F j(t, x, y)| . (1 + |y|).

Then (u, σ) is global in time, i.e. σ =∞ a.s.

Note that Theorem 9.3.3 holds for u0 ∈ L0
F0

(Ω;B
2
q−1
q,p (T2)) with q ∈ [2, d

1+δ ). Since one can

always choose δ < 0 and L2(T2) ↪→ B
2
q−1
q,p (T2) for all p ≥ 2, Theorem 9.3.3 extends the usual global

existence for L2-data to (9.48).
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Theorem 9.3.3 follows immediately from the extrapolation Lemma 7.1.9, the regularization and
global existence for solutions with L2-data given by Theorem 9.3.2 with q = p = d = 2, κ = 0 and
Theorem 9.4.3 below. In Subsection 9.4 we will give additional result for the 2D stochastic Navier-
Stokes with L2-data. In particular, we remove any smoothness condition on ai,j , φjn and we also
study stochastic Navier-Stokes equations on Lipschitz domains with no-slip boundary conditions.

Next we show how derive from Theorem 9.3.2 a local existence result for data in the scaling
invariant space Ld(Td). Since the case d = 2 was already treated in Theorem 9.3.2 we will assume
d ≥ 3.

Corollary 9.3.4 (Local existence in the critical space Ld). Let Assumption 9.2.1 for some δ̄ ∈
[− 1

3 , 0). Let Assumption 9.3.1 be satisfied. Assume that d ≥ 3 and p ∈ [d,∞). Then for each
δ ∈ [δ̄, 0) and u0 ∈ L0

F0
(Ω;Ld(Td)), (9.48) has a δ-weak solution (u, σ) such that

u ∈ Lploc([0, σ), w`;H1+δ,d(Td)) ∩ C([0, σ);B0
d,p(Td)), a.s.

where ` = −1 + p
2 (1 + δ). Moreover, (u, σ) satisfies (9.52)-(9.53).

Recall that, if Assumption 9.2.1 holds for δ = 0, then it also holds for some δ < 0. In particular,
Corollary 9.3.4 can be applied provided Assumption 9.2.1 holds for δ = 0.

Proof of Corollary 9.3.4. Let us begin by noticing that, Theorem 9.3.2 is applicable with q = d,
p ≥ d and δ ∈ [δ̄, 0) since δ̄ ≥ − 1

3 . Recall that

Ld(Td;Rd) ↪→ B0
d,p(Td;Rd), for all p ∈ [d,∞).

Thus Ld(Td) ↪→ B0
d,p(Td) by (9.21) and the claim follows by Theorem 9.3.2 with q = d, p ≥ d and

δ as above.

9.3.2 Blow-up criteria
In this subsection we collect several blow-up criteria for (9.48). The following result extends the
Serrin blow-up criteria to the stochastic setting (see e.g. [144, Theorem 11.2]) and might be used
in combination with a priori estimates to prove the that solutions to (9.48) are global.

Theorem 9.3.5 (Stochastic Serrin’s blow-up criteria). Let Assumption 9.2.1 with δ ∈ [− 1
2 , 0). Let

Assumption 9.3.1 be satisfied. Assume that (9.51) holds and u0 ∈ L0
F0

(Ω;B
d
q−1
q,p (Td)). Let (u, σ)

be the δ-weak solution to (9.48) provided by Theorem 9.3.2. Suppose that

ζ ∈ [2,∞), r ∈ (2,∞) satisfy
d

2 + δ
< ζ <

d

1 + δ
, and

2

r
+
d

ζ
≤ 2 + δ.

Set γ = 2
r + d

ζ − 1. Then

P
(
ε < σ < T, ‖u‖Lr(ε,σ;Hγ,ζ(Td;Rd)) <∞

)
= 0, for all ε ∈ (0, T ). (9.54)

In particular, for all ξ ∈ (d, d
1+δ ) and η ∈ (2,∞) such that 2

η + d
ξ = 1,

P
(
ε < σ < T, ‖u‖Lη(ε,σ;Lξ(Td;Rd)) <∞

)
= 0, for all ε ∈ (0, T ). (9.55)

Note that the choice (ζ, r) 6= (q, p) is allowed and since u is smooth far from t = 0 (see (9.52)-
(9.53)). If ζ > d and r is large enough so that 2

r + d
ζ < 1, then γ < 0 and (9.54) provides a blow-up

criteria in space of negative smoothness.
The blow-up criteria (9.55) follows from (9.54). To see this, let ξ, η as in Theorem 9.3.5, r = η

and fix ζ ∈ (ξ, d
1+δ ). Since 2

η + d
ξ = 1 and ζ > ξ, we have 2

r + d
ζ < 1 < 2 + δ and therefore γ < 0.

By Sobolev embeddings we have Lξ(Td;Rd) ↪→ Hγ,ζ(Td;Rd) and thus (9.54) implies (9.55). Let
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us note that (9.55) is the natural extension of the classical Serrin’s blow-up criteria for the Navier-
Stokes equations (resp. [144, Theorem 11.2]). Meanwhile (9.54) can be though as a stochastic
version of [144, Theorem 11.3] since it allows also spaces with negative smoothness. The condition
ξ, ζ < d

1+δ is not present in the deterministic Serrin’s criteria and such restriction is due to the
effect of the gradient-noise (i.e. (φn · ∇)u dwnt ).

Finally, reasoning as in Subsection 6.3.2, for any stopping time τ ∈ (0, σ), the blow-up criteria
(9.54) is equivalent to

P
(
σ < T, u(t) ∈ Lr(τ, σ;Hγ,ζ(Td;Rd))

)
= 0. (9.56)

This follows by σ > 0 a.s. and (9.52). A similar reformulation also holds for (9.55).
Next we analyse the end-point case of Theorem 9.3.5, i.e. when the integrability in time equals

to ∞.

Theorem 9.3.6 (Blow-up criteria in critical space). Let Assumption 9.2.1 with δ ∈ [− 1
2 , 0). Let

Assumption 9.3.1 be satisfied. Assume that (9.51) holds and u0 ∈ L0
F0

(Ω;B
d
q−1
q,p (Td)). Let (u, σ) be

the δ-weak solution to (9.48) provided by Theorem 9.3.2. Suppose that ζ ∈ (2,∞) and r ∈ (2,∞)
satisfy

d

2 + δ
< ζ <

d

1 + δ
, and

2

r
+
d

ζ
= 2 + δ. (9.57)

Then
P
(
σ < T, lim

t↑σ
u(t) exists in B

d
ζ−1

ζ,r (Td;Rd)
)

= 0. (9.58)

In particular
P
(
σ < T, lim

t↑σ
u(t) exists in Ld(Td;Rd)

)
= 0. (9.59)

As above, the choice (ζ, r) 6= (q, p) is allowed. Moreover, since σ > 0 a.s. and u is smooth far
from t = 0, the requirements (9.58)-(9.59) makes sense. As noticed below Theorem 9.3.2, if δ = − 1

2
and ζ ∼ 2d, then (9.58) provides a blow-up criteria in critical spaces with smoothness up to − 1

2 .
Let us note that (9.59) follows from (9.58). In the case p = q = d = 2 is trivial. In the case d ≥ 3,
reasoning as in the proof of Corollary 9.3.4, (9.59) follows from (9.58) by choosing δ small, r ≥ d
as in (9.57) and Ld(Td;Rd) ↪→ B0

d,r(Td;Rd).
To the best of our knowledge Theorems 9.3.5-9.3.6 are new. Let us conclude by pointing out

that, in the deterministic setting, blow-up criteria in the critical space L3 (here d = 3 for simplicity)
is know to be valid even with quantitative growth assumption in the L∞((ε, σ);L3)-norm, see [191,
Theorem 1.4]. We expect that Theorems 9.3.5-9.3.6 can be improved by exploiting the structure
of the equation (9.48) and that the above blow-up criteria can be an useful tool in this direction.
However, this goes beyond the scope of this thesis.

Throughout the next subsections, to abbreviate the notation, we often write Lq, Hs,q, Bsq,p etc.
instead of Lq(Td), Hs,q(Td), Bsq,p(Td).

9.3.3 Proof of Theorems 9.3.2 and 9.3.5-9.3.6
We begin by proving Theorems 9.3.2. To prove the local existence and regularization for (9.48)
we employ the main results in Chapter 4, 6 and 7. Below, Hypothesis H(H−1+s,ζ ,H−1+s,ζ , α, r) is
defined as in Assumption 7.1.1. Let us begin by proving the following lemma.

Lemma 9.3.7. Let Assumptions 9.2.1 and 9.3.1 be satisfied for δ ∈ (−1, 0]. Let either [ζ ∈ [2,∞),
r ∈ (2,∞) and α ∈ [0, r2 − 1)] or [ζ = r = 2 and α = 0]. Assume that1

d

2 + δ
< ζ < −d

δ
and 2

1 + α

r
+
d

ζ
≤ 2 + δ. (9.60)

1Here we have set 1/0 =∞.
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Then Hypothesis H(H−1+s,ζ ,H−1+s,ζ , α, r) holds and the corresponding trace space B1+δ−2 1+α
r

ζ,r is
critical for (9.48) if and only if (9.60) holds with the equality.

Proof. By Theorems 6.3.1 and 9.2.2, to conclude it remains to check (HF)-(HG). For notational
convenience, we sometimes write Y0, Y1 instead of H−1+δ,ζ ,H1+δ,ζ . Thus Yθ = H−1+δ+2θ,ζ for
θ ∈ (0, 1).

Step 1: F verifies (HF) in the (H−1+δ,ζ ,H1+δ,ζ , r, α)-setting. Let F = F1 + F2 where F1(u) =
Pdiv(u⊗ u) and F2 = PF(u). We begin by estimating F1: For all v, v′ ∈ Y1,

‖F1(v)− F1(v′)‖H1+δ,q . ‖(v ⊗ v)− (v′ ⊗ v′)‖Hδ,q
(i)

. ‖(v ⊗ v)− (v′ ⊗ v′)‖Lλ

. ‖v ⊗ (v − v′)‖Lλ + ‖(v − v′)⊗ v‖Lλ
≤ (‖v‖L2λ + ‖v′‖L2λ)‖v − v′‖L2λ

(ii)

. (‖v‖Hθ,ζ + ‖v′‖Hθ,ζ )‖v − v′‖Hθ,ζ

(9.61)

where in (i) we have used the Sobolev embedding with − d
λ = δ − d

ζ and in (ii) the Sobolev
embedding with

θ − d

ζ
= − d

2λ
= −1

2

(d
ζ
− δ
)
⇒ θ =

d

2ζ
+
δ

2
. (9.62)

To ensure that the Sobolev embeddings in (i)-(ii) are applied correctly we check that λ > 1, θ > 0.
One can readily check that λ > 1 is always satisfied since d ≥ 2, δ > −1 and ζ ≥ 2. To check
θ > 0, one has to impose ζ < −dδ . Lastly, to ensure that F is a lower-order non linearity, we have
to require θ < 1 + δ, which is equivalent to d

2+δ < ζ. Note that the above requirements follows by
(9.60). Letting β = 1−δ+θ

2 = 1
2 (1− δ

2 + d
2ζ ), we have Yβ = Hθ,ζ . Therefore the above estimate can

be rewritten as follows

‖F1(v)− F1(v′)‖Y0
. (1 + ‖v‖Yβ + ‖v′‖Yβ )‖v − v′‖Yβ , for all v, v′ ∈ Y1. (9.63)

To check (HF) in the (Y0, Y1, r, α)-setting for F1 we split the discussion into two cases.

(1) If 1 − 1+α
r ≥ β, then by using that X1− 1+κ

p +ε ↪→ Xβ for each ε > 0 by (9.63) we get that

(9.63) holds with β replaced by 1 + 1+α
r + ε. Letting ρ1 = 1, β1 = ϕ1 = 1 + 1+α

r + ε where
ε > 0 is such that ρjε + β < 1. Then by the previous choice of ε, F1 is a non-critical part of
the nonlinearity F in the (H−1+δ,ζ ,H1+δ,ζ , r, α)-setting (see (4.18)).

(2) If 1− 1+α
r < β, then we set ρ1 = 1, β1 = ϕ1 = β and by (9.63) the condition (4.18) for j = 1

becomes
1 + α

r
≤ ρ1 + 1

ρ1
(1− β) = 1− d

2ζ
+
δ

2
. (9.64)

Note that the former is equivalent to (9.60). Finally, the space corresponding trace space

B−1+δ−2 1+α
r

ζ,r is critical for (9.48) in the (H−1+δ,ζ ,H1+δ,ζ , r, α)-setting if and only if the equality
in (9.64) holds.

Let us discuss F2(u) := PF(u). By Assumption 9.3.1(3) we get, for all v, v′ ∈ Y1

‖F2(v)− F2(v′)‖H−1+δ,q . ‖F2(v)− F2(v′)‖Hδ,q
≤ (1 + ‖v‖L2λ + ‖v′‖L2λ)‖v − v′‖L2ξ .

(9.65)

Comparing the latter estimate with (9.61), one sees that the argument in (1)-(2) carries over the
F2 part. In turn, F = F1 + F2 satisfies (HF) in the (H−1+δ,ζ ,H1+δ,ζ , r, α)-setting if and only if

(9.64) holds and the corresponding trace space B−1+δ−2 1+α
r

ζ,r is critical for (9.48) if and only if (9.64)
holds with the equality.
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Step 3: G verifies (HG) in the (H−1+δ,ζ ,H1+δ,ζ , r, α)-setting. Recall that Y1/2 = Hδ,ζ by (9.22).
Let β, λ be as in Step 1. Then, Assumption 9.3.1 and (2.14) yield, for all v, v′ ∈ Y1,

‖G(·, v)−G(·, v′)‖γ(`2,Hδ,ζ) . ‖G(·, v)− G(·, v′)‖γ(`2,Lλ)

. (1 + ‖v‖L2λ + ‖v′‖L2λ)‖v − v′‖L2λ

. (1 + ‖v‖Yβ + ‖v′‖Yβ )‖v − v′‖Yβ .
(9.66)

The previous readily implies that (HG) is satisfied with β2 = ϕ2 = β. Therefore the conclusion
follows as in Step 1.

We are ready to prove Theorem 9.3.2.

Proof of Theorem 9.3.2. The instantaneous regularization result (9.52)-(9.53) follows from the re-
sults in Section 7.1. For the proof in the case p = q = d = 2 and κ = 0 one can argue in Theorem
7.2.2. For the remaining case one can argue as in Proposition 8.2.9. Therefore, we content ourself
to prove the local well-posedness in the critical space Bd/q−1

q,p .
Due to Lemma 9.3.7 for ζ = q, r = p and α = κ, Theorem 6.3.1 implies the existence of a

δ-maximal local solution to (9.48) provided q < −dδ and

2
1 + κ

p
+
d

q
≤ 2 + δ. (9.67)

It remains to show that the corresponding trace B
1+δ−2 1+κ

p
q,p coincide with B

d
q−1
q,p provided (9.51)

holds. To show this it remains to investigate when the equality in (9.67) with can be reached.
If p = q = 2, κ = 0 and the equality in (9.67) holds, then d = 2 due to δ ≤ 0. It remains to
investigate the case p > 2. In the latter case, since κ ∈ [0, p2 − 1) if and only if 1+κ

p ∈ [ 1
p ,

1
2 ), the

equality in (9.67) can be reached provided

2 + δ − d

q
< 1 and

2

p
+
d

q
< 2 + δ.

The first inequality in the former is equivalent to q < d
1+δ . Combined with the above requirement on

q we obtain q < min{ d
1+δ ,−

d
δ }. Optimizing the right hand side in the former, one gets δ ∈ [− 1

2 , 0]

and q < d
1+δ as assumed in Theorem 9.3.2. Under the previous assumptions, we may realise the

equality in (9.67) by choosing κ = κcrit = −1 + p
2 (2 + δ − d

q ). To conclude it remains to note that
1 + δ − 2 1+κcrit

p = d
q − 1 and therefore

XTr
κcrit,p = B

1+δ−2
1+κcrit
p

q,p (Td) = B
d
q−1
q,p (Td)

as desired.

It remains to prove Theorems 9.3.5 and 9.3.6.

Proof of Theorem 9.3.5. Let (u, σ) be as in Theorem 9.3.2 and let ζ, r be as in Theorem 9.3.5.
As showed below Thoerem 9.3.5, (9.55) follows from (9.54). To conclude it remains to note that
(9.54) follows from the extrapolation Lemma 7.1.9 and Theorem 6.3.8 applied with X0 = H−1+δ,ζ ,
X1 = H1+δ,ζ , p = r and the critical weight κ = −1 + r

2 (2 + δ − d
ζ ) (cf. Theorem 9.3.2).

Proof of Theorem 9.3.6. The proof similar to the one of Theorem 9.3.5. It is enough to apply the
extrapolation Lemma 7.1.9 and the blow-up criteria Theorem 6.3.7(1) in the (H−1+δ,ζ ,H1+δ,ζ , r, 0)-
setting.
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9.4 Global smooth solutions for the 2D turbulent Navier-
Stokes

In this subsection we study the forced stochastic Navier-Stokes equations for turbulent flows in
two dimensions. More precisely we establish existence of global solutions to

du− div(a(·) · ∇u) dt = (−∇P + F(·, u) + div(u⊗ u) + g)dt

+
∑
n≥1(−∇Qn + (φn · ∇)u+ Gn(·, u) + g)dwnt , on O,

divu = 0, u(·, 0) = u0, on O,

(9.68)

where u : [0,∞) × Ω × O → R2 is the unknown process and O is either R2,T2 or O ⊂ R2. If
O ⊆ R2, then we complement (9.68) with no-slip boundary conditions:

u = 0, on ∂O. (9.69)

Note that (9.68) coincides with (9.48) if f = g = 0. Let us list the assumptions needed below.
Note that, ai,j , φjn are not even assumed to be continuous.

Assumption 9.4.1. Let Assumption 9.3.1(2)-(3) be satisfied with Td replaced by O. Suppose that
the following holds.

(1) One of the following is satisfied:

• O ⊆ R2 is a bounded Lipschitz domain;
• O = T2.

(2) ai,j , φjn : IT × Ω × O → R are P ⊗B(O)-measurable. Moreover, there exists Ca,b > 0 such
that, a.s. for all t ∈ IT , i, j ∈ {1, 2},

‖ai,j(t, ·)‖L∞(O) + ‖(φjn(t, ·))n∈N‖L∞(O;`2) ≤ Ca,φ.

Assume that there exists ν > 0 such that a.s., for all t ∈ IT , x ∈ O, ξ ∈ Rd,
d∑

i,j=1

(
ai,j(t, x)− 1

2

(∑
n≥1

φjn(t, x)φin(t, x)
))
ξiξj ≥ ν|ξ|2.

(3) f ∈ L0
P(Ω;L2(IT × Ω;L2(O)) and g ∈ L0

P(Ω;L2(IT × Ω; γ(`2,L2(O))).

The arguments below could be adapted also the cover the case either O ⊆ Rd is an unbounded
domain with compact boundary. For the sake of simplicity, we do not pursue this here. In the
following T ∈ (0,∞] is fixed.

In the case O = T2, weak solutions can be defined as in Subsection 9.3.1. More precisely, we
say that (u, σ) is a weak solution to (9.68) on IT if (u, σ) is an L2

0-maximal local solution to (4.16)
on IT with the choice X0 = H−1(T2), X0 = H−1(T2), H = `2 and A,B, F,G as in (9.49). Here
and in the following we employ the usual abbreviation Hs = Hs,2 and similar.

In the case O ⊆ Rd, due to the boundary condition (9.69) we need to argue differently. To
this end, set DH

1(O) := {f ∈ W 1,2(O) : f = 0 on ∂O} is well defined (here the prescript D
reminds the Dirichlet boundary conditions). To construct the Helmholtz projection we argue as
in Subsection 9.2.1. By standard elliptic regularity, for each f ∈ L2(O;Rd) there exists a unique
Υ ∈ H1(O) such that {

∆Υ = divf, on O,

∂νΥ = 0, on ∂O,
(9.70)

where ν denotes the exterior normal field on ∂O. Here the above problem has to be understood in
its natural weak formulation:

Υ ∈ H1(O) satisfies (9.70)⇔
[ ∫

O

∇Υ · ∇ψ dx =

∫
O

f · ∇ψ dx, ∀ψ ∈ C1(O)
]
.
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Then one can check that the operator P : L2(O;Rd)→ L2(O;Rd) given by (cf. (9.19)) Pf := f−∇φ
is a projection. Moreover we set

L2(O) := P(L2(O;Rd)) DH1(O) := (DH
1(O))d ∩ L2(O), (9.71)

and DH−1(O) := (DH1(O))∗. Finally, we define the maps v 7→ div(a(·)∇v) and v 7→ div(v ⊗ v) on
above spaces as follows. For each v, v′ ∈ DH1(O) we let

〈v′, ASO(·)v〉
DH1(O),DH−1(O) := −

∫
O

a(·)∇v · ∇v′ dx,

〈v′, FSO (·, v)〉
DH1(O),DH−1(O) := −

∫
O

(v ⊗ v) · ∇v′ dx.
(9.72)

Thus in the case O ⊆ Rd, we say that (u, σ) is a weak solution to (9.68)-(9.69) on IT if (u, σ) is a
L2

0-maximal local solution to (4.16) on IT with X0 = DH−1(O), X1 = DH1(O), H = `2, W`2 as in
Example 2.3.6 and, for v ∈ X1,

A(·)v = −ASO(·)v, B(·)v =
(
P
[
(φn(·) · ∇)v

])
n≥1

,

F (·, v) = ιPF(·, v) + FSO (·, v), G(·, v) = (P(gn(·, v)))n≥1,
(9.73)

where ι : L2(O)→ H−1(O) denotes the natural embeddings.

Proposition 9.4.2 (Local existence in 2D). Let Assumption 9.4.1 be satisfied. For each u0 ∈
L0

F0
(Ω;L2(O)), there exists a weak solution (u, σ) to (9.68) with boundary conditions (9.69) if

O 6= T2 such that
u ∈ L2

loc([0, σ);DH1(O)) ∩ C([0, σ);L2(O)) a.s. (9.74)

Under a sublinear assumption on F , g the above solution is global.

Theorem 9.4.3 (Global existence in 2D). Let Assumption 9.4.1 be satisfied. Assume that, a.s.
for all t ∈ R+, x ∈ O and y ∈ R2

‖g(t, x, y)‖`2 + |F(t, x, y)| ≤ CF,G(1 + |y|). (9.75)

Then for each u0 ∈ L0
F0

(Ω;L2(O)), the weak solution provided by Theorem 9.3.2 is global in time,
i.e. σ =∞. Moreover, if u0 ∈ L2

F0
(Ω;L2(O)), then for each T > 0 there exists CT > 0 such that

E
[

sup
t∈IT
‖u(t)‖2L2(O)

]
+

∫ T

0

‖∇u(t)‖2L2(O) dt ≤ CT
(

1 + E‖u0‖2L2(O)

)
.

As mentioned below Assumption 9.4.1, our strategy to prove Theorem 9.4.3 can be also used
in the case O ⊆ R2 with compact boundary. Therefore, comparing the above result in the case
O = R2 (thus ∂R2 = ∅) with [162, Theorem 2.2], one notes that we do not require any condition
on divφ. Finally, Theorem 9.4.3 does not seem to be follows from classical existence result (see
e.g. [148, Theorem 5.1.3]).

The proof of the previous results will be given in the next section.

9.4.1 Proof of Proposition 9.4.2 and Theorem 9.4.3
In the remaining part of this subsection we mainly consider the case O is a bounded Lipschitz
domain. The case O = T2 is simpler. To abbreviate the notation, we sometimes write DHs instead
of DHs(O) etc. Let us recall that the Stokes operator SO can be defined using the Friederich
extension method (see [193, Appendix A]) and it is uniquely defined by the formula

〈v′,SOv〉 = −
∫

O

∇v · ∇v′ dx for all v, v′ ∈ DH1.
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By [193, Appendix A] the domain of SO is a self-adjoint operator on L2 and its domain is given by

D(SO) :=
{
v ∈ DH1(O) : such that DH1(O) 3 v′ 7→ −

∫
O

∇v′ · ∇vdx

extends to a linear functional on L2(O)
}
.

Finally, D((−SO)1/2) = DH1(O) and −SO has a bounded H∞-calculus with angle 0 by [194,
Chapter 10, Proposition 1.10] and [108, Proposition 10.2.23]. By extrapolation-interpolation ar-
guments (see e.g. [3, Appendix A]), there exists an extrapolated operator (−SO)− 1

2
: DH1(O) ⊆

DH−1(O)→ DH−1(O) with a bounded H∞-calculus with angle 0.
To Proposition 9.4.2 we need suitable embeddings. The following result is well-known to experts.

For the reader’s convenience, we include some details.

Lemma 9.4.4 (Sobolev embeddings for DHs-scale). Let O ⊆ R2 be a bounded Lipschitz domain.
Let s ∈ [0, 1] and set DHs(O) := [DH−1(O),DH1(O)] 1

2 + s
2
. If p ∈ (2,∞) satisfies s − d

2 ≥
d
p , then

DH2(O) ↪→ Lp(O).

Proof. By [3, Proposition A.2] applied to −SO it follows that DHs(O) = [L2(O),DH1(O)]s. There-
fore

DHs(O) ↪→
[
(Ls(O))2, (DH

1(O))2
]
s
↪→ Lp(O)

where the last equality embedding follows by an extension by 0-argument and the Sobolev embed-
dings on R2.

Proof of Proposition 9.4.2. For the sake of clarity, we divide the proof into several steps.
Step 1: (A,B) ∈ SMR•2(s, T ) for each s ∈ IT . The claim follows by [148, Theorem 4.2.4].

Indeed, assumptions (H1) and (H4) in [148, Chapter 4] are straightforward to check. Since A,B are
linear, then it is enough to check the coercivity assumption (H3) in [148]. To see this, employing
the Einstein notation, note that, for any u ∈ X1,

〈u,P(div(a(·)∇u)〉H1,H−1 + ‖(P((φn · ∇)u)n≥1‖2γ(`2,L2)

≤ −2

∫
O

a(·)∇u · ∇u dx+
∑
n≥1

‖((φn · ∇)u)n≥1‖2L2 ≤ −2ϑ‖∇u‖L2 ,

where we have used that P : L2 → L2 is a projection and thus ‖P‖L (L2) = 1.
Step 2: Existence of a weak solution (u, σ) to (9.48) on IT . For any v ∈ X1, let F1(·, v) =

P(div(v ⊗ v)) and F2(·, v) := PF(·, v). By repeating the estimates in the proof of Theorem 9.3.2
for δ = 0 one easily obtain, a.s. for all u, v ∈ X1,

‖F1(·, u)− F1(·, v)‖H−1 + ‖G(·, u)−G(·, v)‖γ(`2,L2)

. ‖(1 + |u|+ |v|)|u− v|‖L2

. ‖u− v‖L2 + (‖u‖L4 + ‖v‖L4)‖u− v‖L4 ,

. (1 + ‖u‖Xβ + ‖v‖Xβ )‖u− v‖Xβ ,

(9.76)

where β = 3
4 and we have used that Xβ = DH−1+2β(O) ↪→ L4 ∩L2 by Lemma 9.4.4. Similarly, for

all v, v′ ∈ X1 we have

‖F2(·, v)− F2(·, v)‖H−1 . ‖F2(·, v)− F2(·, v)‖L2

. ‖u− v‖L2 + (‖u‖L4 + ‖v‖L4)‖u− v‖L4 ,

. (1 + ‖u‖Xβ + ‖v‖Xβ )‖u− v‖Xβ .

where β = 3
4 . In particular, F,G satisfies (HF)-(HG) with ρ1 = ρ2 = 1, mF = 1, mG = 1,

ϕ1 = ϕ2 = β1 = β2 = β, p = 2 and κ = 0. Thus, Theorem 6.3.1 gives the claim of this step and
L2 is critical for (9.48) on O ⊂ R2.
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It remains to prove Theorem 9.4.3. To this end we need the following

Lemma 9.4.5 (Energy estimates). Let Assumption 9.4.1 be satisfied. Assume that u0 ∈ L2
F0

(Ω;L2)
and that (9.75) holds. Let (u, σ) be the weak solution provided by Proposition 9.4.2. Then for each
T > 0 there exists CT > 0 independent of u0, u such that

E
[

sup
t∈[0,T∧σ)

‖u(t)‖2L2(O)

]
+

∫ T∧σ

0

‖∇u(t)‖2L2(O) dt ≤ CT
(

1 + E‖u0‖2L2(O)

)
.

Proof. The proof of the above energy inequality is based on a standard application of the Itô’s
formula. We sketch the proof. For notational convenience, we set f = g = 0. The general case
follows with minor modifications.

For each j ≥ 1, let σj be the stopping time given by

σj := inf{t ∈ [0, σ ∧ T ) : ‖∇u‖L2(0,t;L2) + ‖u(t)‖L2 ≥ n},

where we have set inf ∅ := σ. By (9.74) it follows that limj→∞ σj = σ a.s.
By Grownall and Fatou’s lemmas, it is enough to prove the existence of a constant C > 0

independent of j, u, u0 such that

Ey(t) +

∫ t

0

y(s)ds ≤ C(1 + t+ E‖u0‖2L2(O)) +

∫ t

0

Ey(s)ds, t ∈ [0, T ], (9.77)

where

y(t) = sup
r∈[0,t∧σj)

‖u(t)‖2L2 +

∫ t∧σj

0

∫
O

‖∇u(s)‖2L2ds. (9.78)

For the reader’s convenience, we split the proof into several steps.
Step 1: We apply the Itô’s formula to obtain the identity (9.81) below. The idea is to apply the

Itô’s formula [148, Theorem 4.2.5] and the usual cancellation 〈div(u⊗ u), u〉(DH−1)2,(DH
1)2 = 0 for

u ∈ X1. To begin, let us extend u to a process v on [0, T ]× Ω as follows. Let v ∈ L2(IT × Ω;L2)
be the strong solution to the following linear problem

dv − div(a(·)∇v)dt = fudt+ ((φ(·, v) · ∇)v + gu)dW`2 , v(0) = u0, (9.79)

where (cf. (9.73))

fu := 1J0,σjM(F
S
O (u) + ιPF (·, u)) ∈ L2(IT × Ω;DH−1,2),

gu := 1J0,σjM(Pgn(·, u))n≥1 ∈ L2(IT × Ω; γ(`2,L2)).
(9.80)

To see the claimed integrability of fu, gu, one can use the quadratic growth of the nonlinearities
(see (9.72) and (9.75)), the fact that ‖∇u‖L2(0,σj ;L2) + supt∈[0,σj) ‖u(t)‖L2 ≤ j and

L2(0, t;H1) ∩ L∞(0, t;L2(O)) ↪→ L4(0, t;H
1
2 (O)) ↪→ L4(0, t;L4(O)).

Thus, the existence of such v follows by (−div(a(·)∇), (φn · ∇)n≥1) ∈ SMR•p,κ(T ) (see Step 1 in
the proof of Proposition 9.4.2) and (9.80). Since (u, σ) is an L2

0-maximal local solution to (9.68),
we have u = v a.e. on J0, σjK.

Applying the Itô formula (see [148, Theorem 4.2.5]) to v, the ellipticity condition and the above
mentioned cancellation imply that, a.s. for all t ∈ IT ,

‖v(t)‖2L2 − ‖u0‖2L2 + 2ν

∫ t

0

1[0,τ)‖∇v‖2L2ds

≤
∫ t

0

1[0,σj)

[
2
∣∣(F(·, u), u)L2

∣∣+ ‖G(·, u)‖2γ(`2,L2) +
(
(φn(s) · ∇)u,G(·, u)

)
γ(`2,L2)

]
ds

2
∑
n≥1

∫ t

0

1[0,σj)(Gn(·, u), u)L2dwns + 2
∑
n≥1

∫ t

0

1[0,σj)

(
(φn(s) · ∇)u, u

)
L2dw

n
s

=: It + IIt + IIIt + IVt + Vt,

(9.81)
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where (f, g)L2 =
∑
k∈{1,2}

∫
O f

kgk dx for f, g ∈ L2(O;R2).
For the reader’s convenience, we split the remaining proof into two steps.
Step 2: There exists C independent of u, u0, j such that

E
∫ t∧σj

0

‖∇u(s)‖L2ds ≤ C
(

1 + t− s+ E
∫ t∧σj

0

‖u(s)‖L2ds
)
.

The idea is to take expectations in (9.81) and using that E[IVt] = E[Vt] = 0 for each t ∈ [0, T ]. By
(9.75) one can readily check that, for some constant C > 0 independent of j, u, u0 the following
holds

E
[
|It|+ |IIt|

]
≤ C

(
1 + t+

∫ t

0

1[0,σj)‖u(s)‖L2ds
)

for all t ∈ [0, T ]. (9.82)

To estimate IIIt, by Assumption 9.4.1(2) we have

E|IIIt| ≤
∫ t

0

1[0,σj)‖(φn(s) · ∇)u(s)‖L2(`2)‖u(s)‖L2ds

≤ Ca,φ
∫ t

0

1[0,σj)‖∇u(s)‖L2‖u(s)‖L2ds

≤ ν
∫ t

0

1[0,σj)‖∇u(s)‖2L2 + Ĉ

∫ t

0

1[0,σj)‖u(s)‖2L2ds

(9.83)

where Ĉ depends only on Ca,φ, ν and we have used γ(`2, L2) = L2(`2) by (2.14).
Therefore by taking expectations in (9.81) and using that u = v a.e. on J0, σjM and (9.82)-(9.83),

one obtains the claimed estimate in Step 2.
Step 2: Conclusion. The idea is to take absolute value and the supremum over s ∈ [0, t]

in (9.81). Since E[supt∈[0,T ] |Λt|] ≤ E[|ΛT |] for Λ ∈ {I, II, III}, by (9.82)-(9.83) it remains to
estimate IV and V . By (9.75) and the Burkholder-Davis-Gundy inequality, one can readily check
that (see (9.78) for y)

E
[

sup
r∈[0,t]

|IVs|
]
≤ E

[ ∫ t

0

1[0,σj)‖G(s, u(s))‖2γ(`2,L2)‖u(s)‖2L2ds
]1/2

≤ E
[(

sup
s∈[0,σj∧t)

‖u(s)‖2L2

)1/2(∫ t

0

1[0,σj)‖G(s, u(s))‖2γ(`2,L2)ds
)1/2]

≤ 1

4
Ey(t) + ĈF,G

(
1 + t+ E

∫ t

0

1[0,σj)‖u(s)‖2L2ds
)
.

where ĈF,G depends only on CF,G in (9.75). Analogously, we can estimate V :

E
[

sup
r∈[0,t]

|Vs|
]
≤ E

[ ∫ t

0

1[0,σj)‖(φn(s) · ∇)u(s)‖2γ(`2,L2)‖u(s)‖2L2ds
]1/2

≤ Ca,φE
[(

sup
r∈[0,σj∧t)

‖u(r)‖L2

)1/2(∫ t

0

1[0,σj)‖∇u(s)‖2L2ds
)1/2]

(i)

≤ 1

4
Ey(t) + Ĉa,φ

∫ t

0

1[0,σj)‖∇u(s)‖2L2ds

(ii)

≤ 1

4
Ey(t) + Ĉa,φC

(
1 + t+

∫ t

0

1[0,σj)‖u(s)‖2L2ds
)

where in (i) we have used Assumption 9.4.1(2) and Ĉa,φ depends only on Ca,φ and in (ii) we have
used Step 2. By collecting the previous estimates and using (9.78) as well as u = v a.e. on J0, σjM
we get (9.77). This concludes the proof.
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Proof of Theorem 9.4.3. By replacing (u, σ) by (u|J0,σ∧T M, σ ∧ T ) for T ∈ (0,∞), it is enough to
show that weak solution to (9.68) on [0, T ] with T ∈ (0,∞) satisfies σ = T a.s. By Proposition
6.3.10, it is enough to consider u0 ∈ L2(Ω;L2). By Lemma 9.4.5 and (9.71) we get

sup
s∈[0,σ)

‖u(s)‖2L2 +

∫ σ

0

‖u(s)‖2
DH1ds <∞ a.s. (9.84)

Recall that weak solution to (9.68) are L2
0-maximal local solution to (4.16) with p = 2, κ = 0,

H = `2, X0 = DH−1, X1 = DH1 (therefore XTr
κ,p = X1/2 = L2) and A,B, F,G as in (9.73).

Therefore
P(σ < T )

(9.84)
= P

(
σ < T, sup

t∈[0,σ)

‖u(s)‖X1/2
+ ‖u‖L2(0,σ;X1) <∞

)
= 0

where in the last inequality we used Theorem 6.3.7(4) whose assumption follows by Step 2 in the
proof of Theorem 6.3.1.
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List of symbols

Weights
waκ power weight |t− a|κ for a ∈ R.
wκ = w0

κ power weight centered at the origin.

Operations
(A,D(A)) closed operator.
(A∗,D(A∗)) adjoint operator.
(Aθ,D(Aθ)) fractional operator.
(S(t))t≥0 semigroup generated by A on X.
ω0(−A) growth bound of S, see p. 30.
S �G stochastic convolutions, see p. 30.

Interpolation and related notation
(·, ·)θ,p real interpolation space.
[·, ·]θ complex interpolation space.
DA(θ, p) (X,D(Am))θ/m,p with m > θ, see p. 18.
XTr
κ,p (X0, X1)1− 1+κ

p ,p.
XTr
p XTr

0,p.
Xθ [X0, X1]θ.

Maximal regularity spaces
SMR(p, T ) see p. 30.
SMR(p, T, κ) see p. 41.
SMRθ(p,∞) see p. 43.
SMRp,κ(T ) and SMRp(T ) see p. 53.
SMR•p,κ(T ) and SMR•p(T ) see p. 53.
SMRp,κ(σ, T ) and SMRp(σ, T ) see p. 121.
SMR•p,κ(σ, T ) and SMR•p(σ, T ) see p. 121.

Spaces
Hs,q(I, waκ;X) or Hs,q(a, b, wκa ;X) weighted Sobolev spaces on I = (a, b) with values in X.
0H

s,q(I, waκ;X) or 0H
s,q(a, b, wκa ;X) see p. 20.

C(I;X) continuous maps on I with values in X.
Hs,q(O) Sobolev spaces on O.
Bsq,p(O) Besov spaces on O.
DH

s,q(O) and DB
s
q,p(O) spaces Dirichlet boundary conditions, see 200.

Hs,q(Td) and Bsq,p(Td) spaces of divergence free vector fields on Td, see 213.
L (X,Y ) bounded linear operators from X into Y .
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γ(H,X) γ-radonifying operators, see p. 25.
γ(S;H,X) γ(L2(S;H), X), see p. 25.
γ(a, b;H,X) γ(L2((a, b);H), X), see p. 25.

Probability notation
a.a. almost all.
a.e. almost everywhere.
a.s. almost surely.
(Ω,F,A ,P) underlined filtered probability space with F = (Ft)t≥0.
E expectation with respect to P.
Ẽ expectation with respect to P̃.
WH cylindrical Brownian motion in H, see p. 26.

Miscellaneous
a .Q b a ≤ CQb.
a &Q b a ≥ CQb.
a hQ b a .Q b and a &Q b.
a ∨ b max{a, b}.
a ∧ b min{a, b}.
↪→ continuous embedding.
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