‘1 remote sensing

Article

MS-Faster R-CNN: Multi-Stream Backbone for Improved Faster
R-CNN Object Detection and Aerial Tracking from UAV Images

Danilo Avola 1"*, Luigi Cinque !, Anxhelo Diko !, Alessio Fagioli 1, Gian Luca Foresti (), Alessio Mecca ’,

1

Daniele Pannone ! and Claudio Piciarelli 2

check for

updates
Citation: Avola, D.; Cinque, L.; Diko,
A_; Fagioli, A.; Foresti, G.L.; Mecca,
A.; Pannone, D.; Piciarelli, C.
MS-Faster R-CNN: Multi-Stream
Backbone for Improved Faster
R-CNN Object Detection and Aerial
Tracking from UAV Images. Remote
Sens. 2021, 13, 1670. https://
doi.org/10.3390/rs13091670

Academic Editor: Pedro Melo-Pinto

Received: 17 March 2021
Accepted: 22 April 2021
Published: 25 April 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Department of Computer Science, Sapienza University, 00198 Rome, Italy; cinque@di.uniromal.it (L.C.);
diko@di.uniromal.it (A.D.); fagioli@di.uniromal.it (A.F.); mecca@di.uniromal.it (A.M.);
pannone@di.uniromal.it (D.P.)

Department of Mathematics, Computer Science and Physics, University of Udine, 33100 Udine, Italy;
gianluca.foresti@uniud.it (G.L.E); claudio.piciarelli@uniud.it (C.P.)

Correspondence: avola@di.uniromal.it

Abstract: Tracking objects across multiple video frames is a challenging task due to several difficult
issues such as occlusions, background clutter, lighting as well as object and camera view-point
variations, which directly affect the object detection. These aspects are even more emphasized when
analyzing unmanned aerial vehicles (UAV) based images, where the vehicle movement can also
impact the image quality. A common strategy employed to address these issues is to analyze the
input images at different scales to obtain as much information as possible to correctly detect and
track the objects across video sequences. Following this rationale, in this paper, we introduce a
simple yet effective novel multi-stream (MS) architecture, where different kernel sizes are applied
to each stream to simulate a multi-scale image analysis. The proposed architecture is then used as
backbone for the well-known Faster-R-CNN pipeline, defining a MS-Faster R-CNN object detector
that consistently detects objects in video sequences. Subsequently, this detector is jointly used with
the Simple Online and Real-time Tracking with a Deep Association Metric (Deep SORT) algorithm to
achieve real-time tracking capabilities on UAV images. To assess the presented architecture, extensive
experiments were performed on the UMCD, UAVDT, UAV20L, and UAV123 datasets. The presented
pipeline achieved state-of-the-art performance, confirming that the proposed multi-stream method
can correctly emulate the robust multi-scale image analysis paradigm.

Keywords: UAV; object detection; tracking; deep learning; aerial images

1. Introduction

In recent years, Computer Vision has been involved in several, heterogeneous tasks
which include rehabilitation [1-5], virtual/augmented reality [6-10], deception detec-
tion [11-14], robotics [15-19], and much more. Focusing on the latter, one of the most
prominent applications involves the usage of drones (hereinafter, UAVs). Their increasing
use is related to their low price, making them affordable to a large number of users, and
their dimensions, which make them the perfect choice for several tasks. In particular, UAVs
do not require a landing strip, they are easy to transport, and they are easy to pilot. These
characteristics make UAVs the ideal devices for critical operations such as Search and
Rescue (SAR) [20-23], precision agriculture [24-28], and environmental monitoring [29-33].
Thanks to novel machine learning approaches such as Deep Learning (DL), these tasks can
be performed automatically or semi-automatically, with no or little human intervention
during the process. However, despite the excellent results obtained with DL, some tasks
such as image classification/detection and object tracking need further investigation due to
their complexity. For instance, if we consider the object tracking task, the latter is comprised
of two stages. The first stage is strictly related to object detection. In fact, the first step of a
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tracking algorithm is to find the object to track it within the acquired scene. The second
stage consists of continuing to find the same object in the subsequent frames.

Usually, tracking is performed in a video surveillance context, thus using static or
Pan-Tilt-Zoom (PTZ) cameras that have no or limited camera movements. Moving towards
UAUVs, this assumption does not hold. With respect to PTZ cameras which have a fixed
mounting point, UAVs can move around a target and can change their flight height. In a
real use case scenario, e.g., a chase, usually only the change of flight height occurs and the
chased object is captured by the same point of view over time (e.g., from behind). In this
paper, we propose a novel DL model, namely, the Multi-Stream Faster R-CNN, to provide
reliable features at different flight heights for improving tracking by UAVs. A standard
Faster R-CNN [34] has, as a backbone, a Convolutional Neural Network (CNN) which
extracts features that will be used in both region proposal and classification stages. In the
proposed model, the CNN, which is usually based on a visual geometry group (VGG) [35]
architecture or a residual neural network (ResNet) [36], is replaced with a multi-stream
CNN network. The several streams work, i.e., train and evaluate, in parallel, and they differ
on the size of the used kernels, starting from 3 x 3 up to 7 x 7. By using this pyramidal
approach for the feature extraction process, it is possible to detect objects at different scales.
This last aspect creates UAV object detection and tracking the perfect application for the
proposed model. Once the object to track has been identified within the scene, the Deep
SORT [37] algorithm is used to track it across the frames. Extensive experiments were
performed on three state-of-the-art UAV tracking datasets, i.e., UAVDT [38], UAV123 [39],
and UAV20L [39]. In addition, to prove the effectiveness of the pyramidal approach, object
detection tests were performed on the UMCD dataset [40]. In both tracking and object
detection, results line with the state-of-the-art were achieved.

The remainder of this paper is structured as follows. In Section 2, the current literature
regarding tracking is discussed. In Section 3, our novel MS Faster R-CNN model is
presented. In Section 4, the results obtained in the performed experiments are discussed.
Finally, Section 5 concludes the paper.

2. Related Work

The widespread use of machine learning and the always better-performing deep
networks let the tracking accuracy increase year after year. Nowadays, the majority of
novel proposals are based on variations and different combinations of deep architectures. In
general, tracking consists of two important macro phases: the detection of the target(s) and
the tracking itself. This section shows some recent approaches dealing with object(s) and/or
person(s) detection for tracking purposes. Interested readers can find a recent survey in [41]
that explores the problem of tracking and segmentation of objects in video sequences in
general, subdividing the proposals by the level of supervision during the learning.

The work in [42] presents a strategy for improving the detection of targets, in this case
persons, considering the possible presence of occlusions. The proposal uses an automatic
detector to get all the possible targets with a confidence score. After this preliminary phase,
a deep alignment network aims at deleting the erroneous bounding boxes. Moreover, the
network also extracts appearance features. The results of the network are then combined
with a prediction model that, exploiting the previous frames, estimates the more probable
target location. All this information is used to create an association cost matrix and the data
association is done by the real-time Hungarian algorithm. To handle the occlusions, the
strategy relies on the updating of the appearance and motion information frame by frame.
If a target in the previous frames cannot be associated with a target in the current frame,
then it is taken into account for the next frames considering that an occlusion occurs.

The proposal in [43] estimates the locations of the previously detected targets, in
this case persons, by using the Kalman filter combined with temporal information. The
temporal information, in the form of tracklets, avoids the decrease of the Kalman filter
accuracy in the longterm. Any time a target is detected in the scene, its tracklet is updated
and the Kalman filter is reinitialized. In addition, only the confidence score of the last
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tracklet is taken into account for the final prediction decision. The data association relies
on unified scores based on non-maximal suppression. For candidates that have not been
associated, they are assigned to the unassigned tracks by using Intersection over Union
with a fixed threshold. The other remaining candidates are then discarded.

The detection strategy presented in [44], instead, is applied to vehicle tracking. In this
case, the authors rely on the state-of-the-art YOLOv2 detector (presented in [45]), trained
on human-annotated frames. The proposed approach exploits the characteristics of the
calibrated camera, which allows the backprojection into a 3D space to construct better
models. The refinement of detection is based on a bottom-up clustering that fuses together
features during the loss computation and relies on histogram-based appearance models to
avoid misassignments between nearby targets. At the same time, the network also extracts
other useful visual semantic information, such as license plates, type of car, and other deep
convolutional features that are then exploited during the tracking.

Moving on to the field of UAV-based tracking, this is increasing its popularity thanks
to the decreasing costs of UAVs and the increasing quality of their built-in equipment.
However, working with UAV raises different challenges because the perspective of the
target in the frames can change even drastically, and also the distance is generally higher,
so that the target can occupy only a few pixels of the frame. For this reason, different kinds
of approaches have been proposed in literature.

The work in [46] presents a strategy devised for vehicle tracking. The detection
step relies on the R-CNN schema, trained on UAV videos. The first part of the strategy
consists of the extraction of the feature maps from all the UAV frames by using sharable
convolutional layers. The second part deals with the generation of a large number of
region proposals on the feature maps created before. This is done by exploiting the region
proposal network (RPN) module of the Faster R-CNN network by using a sliding window
mechanism. The final part is the training of the RPN and the detector modules with the
shared features. Considering that the region proposals are generated by the sliding window
mechanism, each of them can be considered as a possible candidate and can also be marked
for comparing them during training with labeled data.

The proposal in [47] exploits a multi-level prediction Siamese Network for tracking.
The multi-level prediction module aims at identifying the bounding boxes of the targets
in the frame. In this module, each prediction level is made up of three parallel branches.
The first branch is used to estimate the position of the target, also taking into account
the possible motion, while the second branch aims at predicting the target bounding box,
and the last one is devised to distinguish between different possible targets in the case of
cluttered scenes.

The work in [48] presents a strategy for multi-object tracking based on a novel Hi-
erarchical Deep High-Resolution network. This new network combines the Hierarchical
Deep Aggregation network and the High-Resolution Representation network, taking the
best properties from them and increasing the computational speed. The network aims
at obtaining a multi-scale high-resolution feature representation, which is used to train
a prediction network. The quality of the extracted features has been tested feeding three
different state-of-the-art networks, namely a CNN, a Cascade R-CNN, and a Hybrid task
Cascade. This last one, even if slower with respect to the ordinary CNN, demonstrates the
best detection accuracy.

3. Materials and Methods

To correctly track an object across multiple frames of a video sequence, a pipeline
composed of three steps is presented in this work. The proposed object tracking approach
is summarized in Figure 1. First, a novel Multi-Stream CNN extracts multi-scale features
from an object in a given frame, by leveraging its intrinsic architectural design. Second, the
extracted feature maps are used to obtain bounding boxes around the objects, according to
the Faster R-CNN methodology, where a backbone CNN generates features so that a region
proposal network and a region of interest pooling layer can enable a classifier to output the



Remote Sens. 2021, 13, 1670

40f18

Multi-Stream CNN feature extraction Object tracking

required bounding boxes. Finally, the bounding boxes associated with the various objects
are matched together across subsequent frames, according to the Deep SORT [37] tracking
algorithm, so that an object can ultimately be followed throughout the video sequence.

A

Faster R-CNN

A\ 4

Object Detection

A

Figure 1. Overview of the proposed object tracking pipeline. Frames from a video sequence are resized to maintain the
original aspect ratio. The proposed Multi-Stream CNN analyzes the image through three separate streams, producing
feature maps on different details. The maps are then used by the Faster R-CNN object detector, while tracking is finally
achieved through the Deep SORT algorithm.

3.1. Multi-Stream CNN Feature Extractor

The core of the proposed approach is the novel multi-stream CNN where the typical
image scaling approach, used to learn object characteristics at different scales, is substituted
by parallel convolutional streams. Intuitively, given an input image containing an object,
each stream analyzes different details by exploiting a specific kernel size during its convo-
lution operations. As a consequence, each filter produced by a specific convolution will
capture aspects that would otherwise be missed in a different stream due to the distinct ker-
nel employed—reproducing, to an extent, the multiple-scale input image analysis rationale.
As a matter of fact, this behavior can be observed by analyzing the convolution operation.
Formally, given an input image I, and a pixel inside this image identified by I(x, y), where
x and y correspond to the pixel coordinates; the filtered pixel f(x,y), obtained by applying
the kernel, is computed through the following equation:

i j
flxy) =wx*l(x,y) = 2 Z w(éx,éy)l(x+5x,y+5y), 1)
R p—

where w corresponds to the kernel weights; J; and J, indicate the x and y coordinates
inside the kernel, as well as the neighborhood of the starting pixel, while i=j={3,5,7}
represents the kernel size. From (1), it is straightforward to see that, applying multiple
convolution operations with different kernel sizes to a given image (i.e., the proposed
streams) results in substantially dissimilar output filters due to the employed kernel size
differences. An example showing the different kernel size outputs along the three streams
is reported in Figure 2.

Concerning the MS CNN implementation, the detailed architecture is resumed in
Figure 3. In detail, starting from a resized frame size to maintain the original aspect ratio
as well as improve performances, three distinct parallel streams analyze the image through
different kernel sizes k to ultimately produce feature maps with equal shape. Specifically,
stream 1 contains 10 convolutional layers with kernel size of 3 x 3, and four max pooling
operations are inserted after every pair of convolutions (i.e., after layer 2, 4, 6, and 8).
Stream 2 is composed of nine convolutional layers with a kernel shape of 5 x 5, and a tenth
convolution with k = 3 is employed to reach the correct feature map size. Furthermore,
four max pooling layers are inserted after the second, fifth, seventh and ninth convolutional
layers to correctly reduce the image size. Lastly, stream 3 includes eight convolutions with
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kernel size of 7 x 7, as well as a ninth layer with k = 3 for the final input reduction,
similarly to stream 2. In this case, four max pooling layers are implemented after the
third, sixth, seventh and eighth convolutions to, again, reach the correct feature map size.
Concerning the number of filters, starting from a size of 64, they are doubled after each max
pooling operation (i.e., 64, 128, 256, 512). After the last max pool, instead, a filter bottleneck
is applied by implementing convolutions with 128 channels to reduce the number of
parameters produced. Finally, since the three streams produce similar sized outputs, the
feature maps are concatenated into a single vector representation v, corresponding to the
proposed MS CNN backbone output inside the Faster R-CNN pipeline.

Figure 2. Filter examples derived from different streams of the proposed pipeline. Kernels of size 3 x 3,5 x 5,and 7 x 7,

applied to the same image, are shown in (a—c), respectively.

input frame
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Figure 3. Detailed multi-stream CNN implementation. Each stream employs a different kernel size to analyze different
image characteristics along the stream. A filter bottleneck is applied to all streams to reduce the number of parameters.

3.2. Object Detection

The Faster R-CNN pipeline, summarized in Figure 4, is employed to detect objects
inside a given frame. Specifically, starting from feature maps extracted by a backbone
CNN, this method first employs a region proposal network to estimate bounding boxes
(i.e., proposed regions) and whether or not a specific region contains a relevant object;
second, it implements a ROI pooling layer that merges the extracted feature maps with the
bounding boxes proposals, and enables a classifier to output both the object class and an
appropriate bounding box containing it.
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Figure 4. Faster R-CNN RPN and ROI pooling scheme.

Concerning the RPN component, it creates bounding boxes proposals by sliding a
small n x n window on the extracted features, and mapping them into a lower-dimensional
feature vector (i.e., 256). This vector is subsequently fed to two parallel fully-connected
layers acting as a box-regressor layer (i.e., reg), to encode the bounding boxes center
coordinates, width and height, and a box-classification layer (i.e., cls), to indicate that a box
contains a relevant object. Furthermore, the sliding window generates proposals, called
anchors, accounting for several scales and ratios, totalling k = 9 proposals for each spatial
location. Therefore, the reg and cls layers contain 4k and 2k elements, respectively, while,
for each feature map, there will be W x H x k proposals, where W x H correspond to the
map size. Notice that, as the original implementation, the sliding window has a size of
n = 3, while reg and cls layers are shared across all spatial locations analyzed by the sliding
window to retain the improved performances.

Regarding the ROI pooling and final object detection, starting from the feature maps
extracted by the backbone CNN (i.e., the proposed multi-stream network), and the pro-
posals computed by the RPN, an adaptive pooling layer is applied to correctly merge the
two inputs into a single vector. Subsequently, the pooled inputs are analyzed through two
fully-connected layers, whose output is fed to two siblings classifiers to obtain the final
bounding box and object class prediction for the input frame, respectively.

3.3. Multi-Stream Faster R-CNN Loss Functions

In accordance with [34], the presented methodology can be trained in an end-to-end
fashion since, in this work, relevant modifications were only applied to the backbone CNN
used to extract features from an input image. More accurately, the Faster R-CNN pipeline
employs a multi-task loss function associated with the bounding box regression and object
classification tasks. Formally, as per the definition by [34], for a given mini-batch, the
function to be minimized is computed according to the following equation:

1 * 1 * *
L({pi}/{ti}) = N, ZLcls(pi’pi)+)\lN gZPz‘ Lfeg(ti/ti)r (2)
cs reg 5

where i indicates the i-th anchor of a mini-batch; p; and p; represent the predicted and
ground truth probability of the anchor being associated with a relevant object; t; and t; are
the generated and ground truth vectors containing the parameterized bounding box coor-
dinates (i.e., center x and y, width and height); N.;; and Ny,¢ correspond to normalization
terms based on the batch size and the number of proposed anchors, respectively, while A,
is a balancing parameter to ensure both losses have similar weights. Moreover, L is a
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binary cross-entropy loss function, while Ly, is a regression loss using the robust function
defined in [49], namely:

Lreg(ti, ) = Z smoothy, (t; —t7), (3)
ie{xywh}

where the smooth function is computed as follows:

4)

0.5x2 if L
smoothy, (x) = { * if]x] <

|x| —0.5 otherwise.

Finally, concerning the bounding box regression, we employed the same parameteri-
zation defined in [50], described via the following equations:

tx = (x — xg)/wa, ty = (Y — Ya)/ha,
tw = log(w/w,), ty=1og(h/h,),
te=(x"—xa)/wa, ty=(y" —Ya)/ha,
ty =log(w*/w,), t =1log(h*/h,),

©)

where X, y, w, and h correspond to the bounding box center coordinates, width, and height,
respectively, while the variables x, x;, and x* are associated with the predicted bounding
box, proposed anchor bounding box, and ground truth bounding box, respectively. The
same reasoning applies to the other parameters (i.e., y, w, and h).

3.4. Tracking

Once the MS Faster R-CNN can correctly detect objects inside a video stream, the Deep
SORT [37] algorithm is exploited as is to achieve real-time tracking capabilities from UAV
images. Specifically, the Deep SORT procedure exploits visual appearances extrapolated
from the bounding boxes, in conjunction with a recursive Kalman filtering and frame-by-
frame data association strategy to describe object tracks across a video sequence. The Deep
SORT flowchart is summarized in Figure 5.

[ Kalman Filter Update ]

v
Tracks

3 consecutive hits: Uncofirmed - Confirmed

Kalman Filter

state estimation

Detections

New Tracks
Unconfirmed (Uncofirmed)
A
Confirmed Matched _ Matched
Tracks Tracks
A 4 Y
Matching Unmatched 10U < Unmatched
Cascade Detections Match Detections < max_age
A Confirmed
L Unmatched L Unmatched S
Tracks Tracks max_age
Unconfirmed —l
Deleted

Figure 5. DeepSort tracking algorithm flowchart.

In detail, a tracked object is described via the 8-dimensional space (1, v, w, h, X, y, W, h),
where u, v, w, and & represent, respectively, the bounding box center coordinates, width
and height, while %, y, @, and & indicate the corresponding velocities. Moreover, to
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correctly track an object across multiple frames using this space, the Deep SORT algorithm
implements a weighted sum of two distinct metrics inside a matching cascade strategy:
the Mahalanobis distance Dy, to provide short-term locations predictions based on a given
object movement; and the cosine distance Dy, to embed appearance information into the
tracker and handle long-term occlusions. The association between the current Kalman state
and a new measurement is then optimally solved via the Hungarian algorithm, from which
the Kalman state is updated for usage in the subsequent frame. To provide a clear overview
of how the Hungarian algorithm resolves the assignment problem, its pseudocode for a
general assighment problem is provided in Algorithms 1 and 2.

Algorithm 1 Hungarian Algorithm

1: function HUNGARIAN ALGORITHM

2 Input: BG = Bipartite Graph {V, U, E}, C = n X n matrix containing edge costs
3 Output: M = a complete matching

4 M, u, B <+ init()

5: fori < 1,ndo

6 M, a, B < stage()

7

8

9

end for
return M
: end function
10:
11:

12: function INIT
13: Input: BG, C
14: Output M, «,

15: MO

16: fori <+ 1,|V|do
17: a0

18: end for

19:

20: fori«+ 1,|U| do
21: ﬁi — mini(cij)
22: end for

23: return M, «, 8
24: end function

Formally, for a given i-th track and j-th bounding box, the weighted association sum
is computed as follows:

a;j = AaD1(i,j) + (1 = Ag) D2(i, ), (6)

where A, is an hyperparameter regulating the influence of each loss. Finally, the Maha-
lanobis distance D; and cosine distance D, are defined as:

D1(i,j) = (tj — Zi)TSi_l(tj —-zj),

I %
Dy(i,j) = min{(1 — r]-Tr,(cl)|r,(;) € Ry},

where t; refers to the j-th bounding box detection; z; represents the i-th track projection
onto the measurement space S;; r; is an appearance descriptor for the j-th box, while

Ri = {rl((i) } lg ¥, is a gallery containing the last L; associated descriptors of every track k.
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Algorithm 2 Hungarian Algorithm (continued)

1: function STAGE
2 Input: M, «, 8, BG, C
3 Output: M, «, 8
4:
5: for k in each unmatched node in V do
6: Set k as the root of a Hungarian tree
7 Create the Hungarian tree rooted in k using the equality subgraph
8 Ix < each node index from V contained in the tree rooted in k
9: J* < each node index from U contained in the tree rooted in k
10: if 3 an augmenting path then
11: M < (M — P) U (P — M) where P is the set of edges in the augmenting path
12: break
13: else
14: 0 = yminicr, jeys (cij — a; — Bj)
w;,+60 ielx
15: .
a;—0 Q¢ Ix
16: ,8<—{ﬁ"9 ]:6]*
Bi+0 j&Jx
17: end if
18: end for

19: return M, «, 8
20: end function

4. Experimental Results

This section presents the results obtained with the proposed MS model in both object
detection and tracking. Firstly, the used datasets are described. Secondly, implementation
details, together with the obtained results, are discussed.

4.1. Datasets

The data used for this work was taken from four well-known benchmarks in UAV ob-
ject detection and tracking, namely UMCD [40], UAVDT [38], UAV123 [39], and UAV20L [39]
captured on UAV platforms. A total number of 273 sequences was used, which consists
of more than 190,000 frames specifically designed for three of the most important tasks of
Computer Vision like object detection, single object tracking, and multiple object tracking.
The data are also rich in task specific attributes that give the possibility to experiment in
different conditions like different altitudes, occlusion, camera motion, background clutter,
and more.

4.1.1. UAVDT

The UAVDT dataset is a benchmark dataset focused on complex scenarios containing
100 sequences with more than 80,000 frames for three fundamental Computer Vision tasks:
Object Detection (DET), single object tracking (SOT), and multiple object tracking (MOT).
This UAV dataset represents 14 kinds of different task based attributes. For DET tasks, the
defined attributes are three: vehicle-category, vehicle-occlusion, and out-of-view. In case
of MOT, there are also three defined attributes, namely weather condition (WC), flying
altitude (FA) and camera view (CW). Finally, for SOT, there are eight defined attributes:
background clutter (BC), camera rotation (CR), Object rotation (OR), small object (SO),
illumination variation (IV), object blur (OB), scale variation (5V), and large occlusion (LO).

4.1.2. UAV123 and UAV20L

The UAV123 is a benchmark dataset for low altitude UAV target tracking. The dataset
comes with 123 video sequences and more than 110,000 frames suitable for short-term
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(@)

(d)

(8

tracking and also for long-term tracking (UAV20L). Based on their characteristics, videos
are organized in nine attributes such as: aspect ratio change (ARC), background clutter
(BC), camera motion (CM), fast motion (FM), full occlusion (FO), illumination variation
(IV), low resolution (LR), out-of-view (OV), partial occlusion (POC), similar object (SO),
scale variation (SV), and viewpoint change (VC).

4.1.3. UMCD

The UMCD is a recently released dataset used for testing UAV mosaicking and change
detection algorithms. It is comprised of 50 challenging videos acquired at very low altitudes,
i.e., between 6 and 15 m, on different environments, such as dirt, countryside, and urban.
The dataset contains several objects within the several scenes, e.g., persons (both single
and in group), cars, boxes, suitcases, and more. These characteristics make this dataset the
ideal choice for testing the proposed model on the object detection task from UAV.

To provide a better overview of the used datasets, their main characteristics are
resumed in Table 1, while samples taken from each collection are reported in Figure 6. As
shown, each dataset presents several unique features that allow for exhaustively testing
UAV tracking algorithms.

(b) (0

(e) ()

(h) @)

Figure 6. Example images from the used datasets. The first row depicts 3 cases from UAVDT datasets, namely, a daylight

urban shot (a), a night urban shot (b), and a daylight urban shot with Nadir view (c). The second row shows 3 examples from
UAV123/20L, namely, a daylight urban shot (d), a daylight shot over the sea (e), and a daylight shot in dirt environment
(f). Finally, the last row depicts 3 images from the UMCD dataset acquired with a Nadir view in different environments,

namely, countryside (g), dirt (h), and urban (i).
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Table 1. Summary table of the exploited datasets.

Dataset Task (s) # Sequences #Frames (Approx)
Object Detection
UAVDT [38] Single Object Tracking 100 80,000
Multiple Object Tracking
UAV123 [39] Short-Term Tracking
UAV20L [39] Long-Term Tracking 123 110,000
Object Detection 50
UMCD [40] (Very Low Altitudes) (challenging) 48,765
Used Object Detection
in this work Object Tracking 273 more than 190,000

4.2. Evaluation Metrics

Concerning the object detection task, the standard mean Average Precision (mAP) is
used, and only the frames in which an object is fully visible are considered.

Regarding the tracking task, we use Precision and Success Rate as metrics for quanti-
tative analysis of the performance based on the one-pass evaluation (OPE) process. This
evaluation method consists of running trackers throughout a test sequence with initializa-
tion from the manually annotated ground-truth position in the first frame and reporting
the precision plot or the success rate plot. The tracking precision is calculated in each frame
by the center location error (CLE), which is defined as the Euclidean distance between the
center location of the tracked target and the manually labeled ground truth. The precision
plot measures the overall performance of the tracker by showing the percentage of frames
whose estimated CLE is within a given maximum threshold. Success rate for trackers
is measured by the bounding box overlap. Given the tracked bounding box Rt and the
manually annotated bounding box Rg, the success rate is calculated as the intersection
over union of Rt and Ry as follows:

IRt NRg|
IRt URG]|

To measure the overall performance on a sequence of frames, the number of successful
frames where IoU is higher than a given maximum threshold is counted and the success
rate plot is used to show the percentage or the ratio of successful frames. The final score is
calculated as the AUC to represent the overall tracking performance based on success rate.

IoU = )

4.3. Implementation Details

Considering the used framework and hardware, the proposed method is implemented
in Pytorch [51], and the machine used for the experiments consisted of a AMD Ryzen 1700
processor, 16 GB DDR4 RAM, a 500 GB solid state disk, and an Nvidia RTX 2080 GPU. As
hyper-parameters, a learning rate of 0.001, together with AdamW optimizer, were used.

4.4. Object Detection Performance Evaluation

For the object detection task, the proposed model was compared with the standard Faster
R-CNN. Both of the models were fine-tuned on the object classes contained inside the UMCD
dataset. This step was necessary since some classes, such as tires, bags, suitcases, and so on,
are not present within the datasets on which well-known models are usually pre-trained (e.g.,
VOC, ImageNet, etc.). Even in the case that the class is present, it is not acquired from a UAV
perspective, hence an object may be easily misclassified. In Figure 7, some examples of object
detection on the UMCD dataset are shown. While in Figure 7a,b the two models perform very
similarly, it is noticeable that, in Figure 7c, MS overcomes the standard Faster R-CNN. As it is
possible to see, the latter detects the shadow of the person as the person itself. Concerning the
overall performance, we obtained a mAP of 97.3% with MS and a mAP of 95.6% with Faster
R-CNN on the used dataset. Since the objects present within the videos are acquired by using
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a Nadir view, the proposed pyramidal approach allows the extraction of more reliable feature
vectors.

() (b) (o)

(d) (e) ()

(® (h) (i)

Figure 7. Some comparison images resulting from the object detection task. Results from UMCD, UAVDT, and UAV123 are
shown, respectively, on the first, second, and third row. The red, green, orange, and blue bounding boxes are generated,
respectively, by the proposed MS model, standard Faster R-CNN, Fast R-CNN, and simple R-CNN algorithms. The elements
to detect within the several scenes are: a vehicle (a,d—g), a person (c,e-g,i), a suitcase (b), and a boat (h).

In addition, to provide a complete overview concerning the object detection, further
experiments were performed using different R-CNN models and datasets. In detail, for the
former, we added to our comparisons the base R-CNN [50] and the Fast R-CNN [49], while,
for the latter, we have used UAV123 and UAVDT again. Notice that these two datasets are
not as challenging as the UMCD for the object detection task. This is mainly due to the fact
that all the objects in the UMCD collection are acquired with a Nadir view, thus making it
difficult to detect objects especially at higher flight altitudes. In fact, in some images, the
elements present within the scene have a silhouette as if they were acquired by a standard
static camera. This means that it is easier to perform their detection with well-known object
detectors. This fact is noticeable from Figure 7d—i, where only the proposed model correctly
detects the elements within the analyzed scene.

4.5. Tracking Performance Evaluation

The proposed method is compared with 16 state-of-the-art deep-based trackers.
These trackers are, namely, DSARCF [52], ECO-HC [53], CSRDCEF [54], STRCF [54], Sta-
ple_CA [55], SRDCEF [56], SRDCFdecon [57], BACF [58], KCC [59], SAMF_CA [55], fDSST [60],
SAMEF [61], DSST [62], KCF [63], DCF [63], and DRCF [64]. As mentioned in Section 4.2,
the trackers are evaluated with the AUC on the Success Plot and the CLE for the Precision
plot. For the latter, the common 20 pixels threshold is used.
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Precision

Success rate

Precision plots on UAV123@10FPS

Precision and Success plots are shown in Figure 8. It is possible to observe that the
proposed method is in line with the current state-of-the-art in both plots. More specifically,
MS (i.e., “Ours” in the plots) outperforms all the methods in the UAVDT precision plot by
achieving a precision of 0.710 , followed by DRCF (0.703) and Staple_CA(0.695). This is
again thanks to the MS pyramidal approach that allows for correctly handling the several
altitudes, i.e., low (10-30 m), medium (30-70 m) and high (>70 m), of the UAVDT dataset.
Concerning UAV123 and UAV20L precision plots, MS is places in the second position with
a precision of 0.656 and 0.587, respectively, following DRCF in both cases (0.662 and 0.595)
and followed by CSRDCF (0.643) in the UAV123 dataset and BACF (0.584) in the UAV20L
dataset.

Precision plots on UAVDT Precision plots on UAV20L
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Figure 8. Tracking results obtained in the experiments. In the first row, Precision plots are provided, while, in the second

row, the Success plot are shown. The results obtained by the 16 tracker, which we used for comparison, are taken from [64].

Regarding the success plots, MS overcomes the competitors on the UAV20L dataset.
In detail, it achieves a success rate of 0.430, followed by DRCF (0.422) and BACF (0.415).
Instead, on UAV123 and UAVDT, the proposed MS model is the second best tracker with a
success rate of 0.475 and 0.445, respectively, following DRCF with scores of 0.481 and 0.452,
respectively. These success plots highlighted that our model is the best for tracking an
object in long sequences. This is amenable to the pyramidal feature extraction that allows
for better handling the changes in flight altitude.

Finally, in Figure 9, the Frames per Second (FPS) obtained in UAVDT experiments are
depicted. According to [64], these results were obtained by running the several algorithms
on CPU. Hence, to provide a consistent comparison, we executed our MS algorithm on CPU.
As it is possible to observe, our model places itself in the last position. This is amenable
to mainly two factors. The first is that the base model we used, i.e., the Faster R-CNN, is
not the fastest object detection model [65]. Despite this, it has been chosen as a starting
point since it is one of the most accurate object detectors [65]. Nevertheless, it is possible
to speed up the base model by limiting the number of proposed regions at the expense
of the accuracy. Let us consider a standard Faster R-CNN with a ResNet as a backbone.
Usually, the standard RPN outputs 300 region proposals within which the classification
is performed. If we limit these proposals to 50, it is possible to retain up to 96% of the
accuracy, but the running time will be reduced by a factor of 3. The MS approach with the
lower number of proposals is reported in Figure 9 as Ours_RPN@50. The second factor
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of why our model has low FPS when running on CPU is the used CPU itself. In fact,
authors in [64] employed an Intel i7-8700k processor. The latter has a base clock frequency
of 3.70 GHz, while the processor used in our experiments has a base clock frequency of
3.0 GHz. In addition, the first generation of AMD Ryzen processors has lower performance
in single threading with respect to Intel ones, thus resulting in the reported results.

CPU Performance for each Tracker Algorithm
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Figure 9. FPS obtained with each tracker on UAVDT dataset. On top of each bar, the FPS for the corresponding tracker is
reported. To provide a visually correct data, the latter has been log-scaled before plotting.

4.6. Ablation Study

In this section, an ablation study is conducted to highlight the significance and the
effectiveness of the several streams composing the proposed model. As a baseline, we can
consider the MS model composed by only the first stream, i.e., stream 1. As described in
Section 3.1, this stream is composed by 10 3 x 3 convolutional layers and four max pooling
in between each pair of convolutions. Since streams 2 and 3 are removed, the feature
concatenation layer is also removed from the model. It is possible to notice that, in this way,
the proposed model resembles a standard CNN. Due to the small number of levels, we
have a significant drop in performance. Regarding the object detection task, this baseline
model obtains a mAP of 58.7% on the UMCD dataset, while, for the tracking task, it places
last in all the precision and success plots.

By using the same approach but using only stream 2 or stream 3, the obtained results
are even worse. For the model using only the stream 2, i.e., the stream with 5 x 5 con-
volution filters, we obtained an mAP of 53.5% on the UMCD dataset and, again, the last
placement on both precision and success plots. For the model using only the stream 3, i.e.,
the stream having 7 x 7 convolution filters, a mAP of 52.8% was obtained on the UMCD
and, like the other two reduced models, the last placement on both precision and success
plots. This is amenable to the size of the filters, since filters with a higher size than 3 x 3
allow the extraction of less fine-grained features, thus leading to the above-mentioned
results. Moreover, without adding a padding layer, the number of extracted features will
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be smaller with respect to the model having only stream 1. This is due to the fact that, with
bigger filters, the image will be analyzed faster.

Next, we tried to use streams in groups of 2, i.e., stream 1 and 2, stream 1 and 3, and
stream 2 and 3. This approach has led to some improvements in both object detection and
tracking. In detail, in the object detection task, we obtained the following mAP values:
75.2% with stream 1 and 2, 72% with streams 1 and 3, and 71.3% with streams 2 and 3. The
best result is the one obtained with the group containing stream 1. This is, again, due to the
most fine-grained features extracted with the 3 x 3 sized kernels. In addition, concerning
precision and success plots, some improvements are obtained. In detail, by coupling the
streams, our model ranges between the third and the fourth position from the bottom if we
consider the plots in Figure 8.

In conclusion, to provide the highest results in terms of mAP, precision, and success
plots, all three streams of the model must be used to extract the most reliable features. To
provide the ablation study results clearly, the latter are resumed in Table 2.

Table 2. Summarization of the results obtained in the ablation study.

Streams mAP Precision Success
UMCD UAV123 UAVDT UAV20L UAV123 UAVDT UAV20L

Stream 1 58.3% 0.153 0.146 0.110 0.111 0.098 0.135

Stream 2 53.5% 0.112 0.097 0.092 0.074 0.071 0.067

Stream 3 52.8% 0.105 0.098 0.088 0.072 0.069 0.064
Streams 1, 2 75.2% 0.452 0.568 0.392 0.273 0.295 0.238
Streams 1, 3 72.0% 0.443 0.555 0.386 0.264 0.245 0.227
Streams 2, 3 71.3% 0.438 0.513 0.381 0.259 0.223 0.215
Full Model 97.3% 0.656 0.710 0.587 0.475 0.445 0.430

5. Conclusions

In recent years, UAVs, due to their low cost, small size, and ease of piloting, have been
increasingly used in different tasks such as SAR operations, precision agriculture, object
detection, and tracking. Focusing on the latter, the detection and the tracking of an object
within the environment is strongly influenced by the UAV flight height, especially if it
changes continuously during the acquisition. In this paper, we presented a novel object
detection model designed specifically for UAV tracking. The model, called Multi-Stream
Faster R-CNN, is composed by a multi-stream CNN as a backbone, and by the standard
RPN of the Faster R-CNN. The backbone uses a pyramidal approach, i.e., different streams
with different kernel sizes, to extract features at different scales, allowing for efficiently
detecting objects at different flight heights.

Extensive experiments were performed by comparing the proposed method with
several R-CNN models for the object detection task, and with different tracking methods
on well-known state-of-the-art UAV datasets for the tracking task. With respect to the
object detection task, our MS model was compared with the standard R-CNN, Fast R-CNN,
and Faster R-CNN to highlight the improved precision in detecting elements at different
scales. Object detection experiments were mainly performed on the challenging UMCD
dataset, which comprises elements acquired with a Nadir view, thus allowing to test the
multiscale approach effectively. Regarding tracking experiments, these were performed by
comparing the proposed MS with 16 state-of-the-art tracking methods on three well-known
UAV tracking datasets, namely UAV123, UAV20L, and UAVDT, where in-line performances
with the literature were obtained for both precision and success metrics.

Despite the standard Faster R-CNN model (and, consequently, the proposed MS)
being one of the most accurate object detectors, it is not the fastest. Although it is possible
to speed up the detection by limiting the number of region proposals at the expense of
the precision, our future work aims to improve the speed without penalizing the model
accuracy by focusing either on the base model or on the region proposal.
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