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#### Abstract

The development of novel efficient algorithmic frameworks using simulation to provide solutions to real-world problems is prompted by the need to accurately represent the complex and uncertain processes of real systems, such as Emergency Departments (EDs). The resulting Simulation-Based Optimization (SBO) methodology has been receiving increasing attention in recent years, aiming to develop algorithms that do not require first-order information and support both continuous and integer variables. The trade-off between long-term goals and short-term decisions, as well as the computational cost of evaluating the black-box functions involved, determines whether to use exact Derivative-Free Optimization (DFO) algorithms, providing optimal solutions with long running time, or metaheuristic methods, returning fast solutions without optimality guarantees. Important SBO problems arise in dealing with ED management since a strong interest is shown in studying the impact of both the overcrowding phenomenon and sudden patient peak arrivals on everyday operations. To this end, further SBO approaches may be required to estimate the ED arrival rate and to recover the missing information from the real datasets in order to build Discrete Event Simulation (DES) models with a high level of reliability.

In this thesis, SBO is used with a twofold goal. On the one hand, to propose methodological contributions from an algorithmic point of view, namely a metaheuristic-based algorithm to solve a specific SBO problem and a globally convergent DFO method for mixed-integer nonsmooth constrained optimization problems, frequently arising in practice. On the other hand, to develop SBO approaches to improve the accuracy of a DES model representing an ED. In particular, an integer nonlinear black-box optimization problem is solved to determine the best piecewise constant approximation of the time-varying arrival rate function by finding the optimal partition of the 24 hours into a suitable number of nonequally spaced intervals. Black-box constraints are adopted to ensure the validity of the Nonhomogeneous Poisson process, which is commonly used in the literature to model the ED arrival process. Moreover, a model calibration procedure is proposed to estimate the incomplete information in the ED patient flow by minimizing the deviation between the real data and the simulation output. The resulting DES model is used for solving a simulation-based resource allocation problem to determine the optimal settings of the ED unit devoted to low-complexity patients. The objective is to reduce the overcrowding level without using an excessive amount of resources. Two real case studies are considered to demonstrate the effectiveness of the proposed methodology.
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## Chapter 1

## Introduction

Many real-world problems require the adoption of two powerful techniques from the field of Operations Research: simulation and optimization. The former methodology is used to represent the processes within the complex systems involved in decision problems related to real applications. The complexity of the operations performed in these systems and the uncertainty in the results of the processes prevent decision makers from using analytical models, thus requiring the adoption of simulation models. Such models allow for the assessment of the impact of changes in the current system, helping the managers to evaluate new policies and test the reliability of the processes. However, determining the optimal settings of the systems requires to embed the simulation models into an efficient algorithmic framework, thus providing a flexible and powerful tool for achieving optimal decision-making.

Important applications suited for the Simulation-Based Optimization (SBO) methodology emerge from several areas, ranging from the industrial field to the healthcare services. Long-term goals and short-term decisions determine the proper algorithms to use among a large number of alternatives. On the one hand, exact algorithms are adopted when problems require the best decisions regardless of the time for computation. On the other hand, metaheuristics are preferable when the requirement of optimality might be relaxed and fast decision-making is crucial.

Among the real-world problems of interest, the focus of this thesis is on the management of Emergency Departments ( $E D s$ ), which gives rise to important simulationbased optimization problems aimed at improving the accuracy of simulation models and providing practical solutions for enhancing the current status. The next sections illustrate the motivation underlying this work, the contents analyzed, and the contributions provided to the literature.

### 1.1 Motivation

The increasing availability of computational power observed in the recent years allows significant advances in the development of novel algorithmic frameworks that use simulation models to provide solutions to real-world problems. Although the number of simulation software packages provided with built-in optimization algorithms is increasing, there is still a wide margin for improvements. Indeed, most of the commonly used algorithms have been developed by adopting metaheuristic procedures, which provide fast solutions to the problems at the expense of the quality. Moreover, very often these approaches are used even though short-term decisions are not required. In these cases, using exact algorithms might be a better choice since solutions with optimality guarantees allow achieving improved results, even
if with longer running time. Moreover, when runs of a simulation are expensive (e.g., when designing new manufacturing systems), using algorithms requiring many objective function evaluations may be prohibitive, thus encouraging research on efficient optimization of black-box functions. Contrarily, when systems with dynamic features are involved (e.g., transportation requests of users of car-sharing services) and simulation is cheap to perform, metaheuristics are an appropriate choice, since they guarantee a satisfactory compromise between quality of the solutions and running time.

In many SBO problems arising from real-world applications, simulation may need to receive as input both continuous and integer values. Frequently, the integrality of the latter values is unrelaxable (i.e., number of beds and nurses in a hospital ward), giving rise to problems having integer variables that cannot be treated as continuous variables. Moreover, the objective and constraint functions, which are evaluated through simulation, may require long runs with many replications, thus resulting in computationally expensive black-box functions. These reasons prevent the use of derivative-based approaches based on continuous relaxation, which is the strategy adopted by many optimization methods for solving nonlinear problems with both continuous and integer variables when functions are not of the black-box type. The resulting optimization problems are called Mixed-Integer Nonlinear Programming (MINLP) problems and they represent one of the most active areas of research.

Several examples of real-world applications can benefit from the availability of effective algorithmic frameworks able to efficiently handle simulation. For instance, the management of the EDs is one of the areas where SBO appears to be fundamental, since complex processes and random events may prevent the use of approaches relying on analytical tractability. In particular, the great number of patients arriving at the ED leads very frequently to overcrowding, which is a worldwide phenomenon well perceived by the ED stakeholders: long patients waiting times before the medical examination, excessive number of patients in the ED, and high percentage of patients who leave without being seen are clear indications of such a problem. In order to analyze (and to possibly prevent) the overcrowding phenomenon, it is necessary to detect the time spent by the patient inside the ED during the different phases of the whole process. To this end, novel Italian guidelines recommend monitoring the time required by each clinical pathway in relation to the urgency of the patients. In light of these guidelines, a great interest is shown by the ED managers for tools that enable them to perform scenario analysis, like those provided by simulation models. The aim is to assess how the main Key Performance Indicators (KPIs) change after possible redesigning of the ED patient flows and changing of the model of care. A step forward is represent by SBO, which allows determining the optimal settings of the ED that correspond to the minimum level of overcrowding.

A second great and increasing interest in the ED management is to use the simulation modeling for studying the impact of patient arrival surges caused by some disaster. The related Italian guidelines state specific measures to be adopted in order to efficiently tackle such situations. In particular, the so called "Internal Emergency Plan for Massive Inflow of Injured" (in Italian: PEIMAF, Piano di Emergenza Interno per il Massiccio Afflusso di Feriti) has been issued in recent years. In this plan, different critical levels have been provided, and suited operative measures are indicated to reallocate ED human and physical resources, whenever it is activated due to critical events. Moreover, low complexity patients can be addressed to outpatient facilities, to enable the ED staff to timely deliver the most urgent treatments. The application of this emergency plan occurred in Genoa (Italy) on August 14, 2018, when Morandi's Polcevera viaduct collapsed, causing 43 deaths and many injuries and, more recently, in many Italian EDs for the maxi-emergency
due to COVID-19 pandemic.
Every SBO approach adopted for studying the two problems of interest mentioned in the previous paragraphs requires an accurate simulation model. In particular, two factors have the most significant impact on the accuracy. The external factor concerns the patient arrival process; the internal factor relates to the patient flow within the ED. Therefore, both aspects must be properly considered for a reliable study on ED systems. As regards the external factor, every modeling methodology is generally based on assumptions that, in some cases, may represent serious limitations when applied to complex real-world processes, such as ED operations. In particular, when dealing with stochastic modeling of the ED patient arrival, due to the nonstationarity of the process, a standard assumption is the use of a Nonhomogeneous Poisson Process (NHPP). Proper approaches are required to check whether this assumption is in accordance with the representation of the arrival process used in a simulation model. As concerns the internal factor, the reliability of the simulation study is strongly affected by the problem of missing data, which consists in the unavailability of data related to some of the starting and ending times of the activities performed in the ED. This well-known issue is responsible for the lack of knowledge of the service time of some processes, which is required to estimate the corresponding probability distributions to use in the simulation model.

### 1.2 Overview and contributions

This thesis aims to propose both methodological and practical contributions to the fields of SBO and ED management. In particular, Chapter 2 provides the basic concepts related to Discrete Event Simulation (DES) and SBO to allow the reader to better understand all the topics discussed throughout the thesis. Moreover, the main works from the literature are reviewed, focusing on Derivative-Free Optimization (DFO) methods, which are an important class of SBO, and four ED applications: ED overcrowding, management of the ED under disaster conditions, ED arrival process, and calibration of ED simulation models. These applications are tackled throughout this thesis by using DES and formulating SBO problems. When dealing with SBO problems, DFO methods are often adopted, since first-order information is unavailable due to the lack of analytical models. Overcrowding and disaster conditions are two of the most studied ED applications since they have a strong impact on the everyday operations within EDs. The former has been widely considered in the specific literature, while the latter has received less attention. Instead, ED arrival process and model calibration are topics with a methodological purpose which can be useful to significantly improve the accuracy of simulation models adopted for practical goals.

Two algorithmic frameworks that can be used to solve SBO problems are discussed in Chapters 3-4. In particular, Chapter 3 proposes a SBO approach, called simheuristic, based on the hybridization of simulation with a metaheuristic. This methodology is applied to an integrated resource allocation and scheduling problem, which provides the opportunity to demonstrate how simulation can be effectively integrated with optimization strategies when simulation does not require long runs and function evaluations are computationally cheap. This allows determining approximate solutions in short time. Instead, Chapter 4 describes global convergent linesearch-based methods for mixed-integer nonsmooth constrained optimization problems, which are frequently involved in real-world applications. First-order information on the problem functions is assumed to be unavailable and the black-box functions involved are supposed to be computationally expensive. First, four algo-
rithms with different computational cost and convergence properties are proposed for mixed-integer bound constrained problems. Then, an exact penalty approach is used to tackle the presence of nonlinear (possibly nonsmooth) constraints. The global convergence properties toward stationary points are analyzed for all the proposed algorithms.

Chapter 5 focuses on two important SBO problems devoted to improving the accuracy of every DES model representing an ED. In particular, the first approach aims to estimate the unknown arrival rate of the NHPP arrival process by using a novel modeling methodology, based on a piecewise constant approximation of the arrival rate accomplished with nonequally spaced intervals. To this end, an integer SBO is used. Black-box constraints are adopted both to ensure the validity of the NHPP assumption, which is commonly adopted in the literature, and to prevent mixing overdispersed data for model estimation. The second approach aims to estimate the incomplete data to be used for building the DES model by adopting a model calibration procedure. In the proposed SBO problem, the objective function represents the deviation between simulation output and real data, while the constraints ensure that the response of the simulation is sufficiently accurate according to the required precision.

In Chapter 6, the effects of patient peak arrivals caused by the occurrence of critical events are studied for a medium-size ED located in a region of Central Italy recently hit by a severe earthquake. In particular, a DES model is proposed to analyze the patient flow through this ED, aiming to simulate unusual operational conditions due to a critical event, like a natural disaster, that causes a sudden spike in the number of patient arrivals. The availability of detailed data concerning the ED processes enables building an accurate DES model (without requiring a model calibration) and performing extensive scenario analyses.

The second case study, which is described in Chapter 7, concerns the ED of a large hospital in Rome, Italy. By using the data collected from the patient flow through the ED, this case study is adopted to test the effectiveness of the two approaches proposed in Chapter 5. Through the accurate simulation model resulting from the application of these two approaches, SBO is used for solving a resource allocation problem related to the specific case study considered. The goal is to determine the optimal settings of the ED unit devoted to the medical visit of low-complexity patients in order to reduce the overcrowding level. A multiobjective formulation of the problem is adopted to find a trade-off between the conflicting goals of reducing the management cost and guaranteeing patients timely treatments according to their urgency code.

Finally, Chapter 8 reports the conclusions and provides insight into future work.

### 1.3 Generalities on emergency departments

Every ED consists of two categories of stakeholders: care providers, such as physicians and nurses, and patients, who need a specific care. After arriving at the ED, each patient goes through different clinical paths. This flow comprises several steps, which generally consist in the triage, whose aim is to assign an urgency code to every patient, medical visits, examinations, reassessments and, finally, the leaving of the ED, with diverse kinds of discharge.

As a first step, a triage tag is assigned to every incoming patient, in order to determine the priority of treatment. Different systems of classification are usually adopted. The most commonly used scale in Italy is reported in Table 1.1. Moreover, in some regions a blue tag is also used as intermediate case between green and yellow

Table 1.1. Color coding scheme for triage of incoming patients.

| RED TAG | Very critical, danger of life. <br> The patient must be visited immediately. |
| :--- | :--- |
| YeLlow tag | Fairly critical, high risk. The patient <br> should be visited as soon as possible. |
| GREEN TAG | Minor injury, no risk of conditions <br> worsening. The treatment can be delayed. |
| White TAG | No injury, minimal pain with no risk <br> features. The treatment can be deferred. |

tags. In some countries, more fine-grained (sometimes numerical-valued) scales are adopted. In order to guarantee more appropriate clinical paths and following the main current international scientific evidence, the Italian Ministry of Health is going to adopt new guidelines based on a triage composed by five numerical urgency codes $([209,183])$, as detailed in Table 1.2. This classification closely resembles

Table 1.2. Numeric coding scheme for the triage of incoming patients.

| Code 1 | Very critical, immediate treatment. |
| :--- | :--- |
| Code 2 | Fairly critical, high level of risk. |
| Code 3 | Not very critical, no risk of worsening. |
| Code 4 | Not critical, acute but not serious. |
| Code 5 | Not critical, not serious, not acute. |

the Emergency Severity Index (ESI) adopted in the US, which is based on an algorithm that rapidly yields grouping of patients into five classes, as described in [88]. Table 1.3 compares the old and new triage scales and reports the maximum waiting times recommended by the new guidelines for each triage code.

Table 1.3. Comparison between the old and new triage scales and maximum waiting times recommended by the new guidelines for each triage code.

| FORMER TRIAGE SCALE | NEW TRIAGE SCALE | MAX WAITING TIME |
| :--- | :---: | :---: |
| RED TAG | Code 1 | 0 min |
| YeLLOW TAG | Code 2 | 15 min |
| Green Tag | Code 3 | 1 h |
|  | Code 4 | 2 h |
|  | Code 5 | 4 h |

After the triage code is assigned, the more appropriate Diagnostic Therapeutic Care Path (DTCP) is activated. In particular, a patient can be usually sent: 1) to an ED room, 2) to outpatient facilities, 3) toward a "Fast Track", 4) to the "See and Treat" service. The Fast Track and See and Treat are services that allow the ED to reduce the waiting times, the Length Of Stay (LOS) in the ED, as well as the percentage of patients who Leave Without Being Seen (LWBS). The patients directed to the ED rooms follow different clinical pathways, which include medical examination and diagnostic tests up to the definition of the outcome. The patient flow inside the ED rooms is very complex due to the many and different specific
needs (often even difficult to identify in short time) and the high variability of medical conditions of the incoming patients. Moreover, the flow is also strongly affected by the availability of the resources, such as staff on duty, number of rooms, machineries dedicated to different services, capacity of holding areas, and beds for hospitalization.

The ED process is usually characterized by the following outcomes: discharged home with reliance, if necessary, on territorial structures, which provide control at outpatient facilities; hospitalization at an hospital ward (if a bed is available) or transfer to another hospital; admission to the Short Stay Unit (SSU) (whenever such a unit exists). The SSU is an inpatient unit attached to the ED, managed under the clinical governance of the ED staff, designed for the short term treatment, observation, assessment, and re-evaluation of patients. When a patient is discharged at the end of the clinical pathway, a physician may assign an exit code corresponding to the outcome.

## Chapter 2

# Simulation-based optimization and emergency department applications: literature review 

After recalling the basic concepts of discrete event simulation and simulationbased optimization, this chapter reviews the main works from the literature dedicated to derivative-free optimization and emergency department applications.

### 2.1 Discrete event simulation

Simulation is one of the most widely used tools in the fields of operations research and management science [161]. When real-world systems involve decision problems, which require to determine good solutions among several alternatives, powerful techniques, such as simulation, are often needed to reproduce the underlying complex processes and random occurrences. Indeed, such systems may be too complex to be studied through analytical representations, thus requiring to use a computer for building a simulation model able to represent all the system components necessary for a proper decision-making. Building such models requires also to evaluate the extent to which the simulation can be considered a reliable representation of the real system. Once the model is deemed as correct and accurate, it offers a cheap and easy tool to perform scenario analyses, which allow decision makers to assess new policies without incurring the high cost that a practical implementation causes if results are proved ineffective. However, there are several drawbacks to be faced when dealing with a simulation study: achieving the objectives of the analysis may be compromised by the quality of input data, which affects also the accomplishment of the right level of accuracy whenever it is not available in large amount; obtaining reliable results when complex systems are involved sometimes requires high computational burden and long running time; a simulation study allows the decision makers only to assess how the system responses may be affected when changes are introduced to the current status, while to determine the optimal settings it is necessary to integrate the simulation model with an optimization algorithm, as described in Section 2.2.

Before providing a formal definition of Discrete Event Simulation (DES), some preliminary concepts need to be introduced. The state of a system can be defined as a collection of variables describing the system at a specific time. Based on the properties of the state, it is possible to distinguish among discrete and continuous systems. In a discrete system the state variables change only at discrete points (which are associated with events) over the time. By contrast, in a continuous system the
state variables change continuously across the time. The same classification applies also to distinguish among continuous and discrete simulation models. However, it is important to point out that a continuous system could be represented through a discrete simulation and vice versa, depending on the objectives of the study. Two further ways of classifying simulation models can be considered. In particular, a simulation is called static if it represents a system at a particular time, otherwise it is called dynamic. Moreover, simulation models can be deterministic, when random components are not included, or stochastic, when different simulation outputs are obtained, even if the inputs are the same, due to the presence of random variables. That said, a DES model can be defined as a simulation model which is discrete, dynamic, and stochastic (deterministic models are included as a special case of stochastic models).

After describing the main features of DES models, it is possible to formally define all the components that allow for the mathematical tractability required when such models are embedded in a simulation-based optimization scheme, which is the framework of this thesis. Every simulation model is associated with input and output data. The former affects both the structural components, which relate to the flow followed by the entities within the model, and the quantitative components, which are the parameters used in the simulation. Such parameters may have a direct interpretation in the simulation (e.g., number of workers, number of resources, and so forth) or may be parameters of the probability distributions used in the model to account for random events. In a simulation study, input data analysis is the stage that aims to explore the data collected from the real system in order to both identify the probability distributions underlying the stochastic processes and determine their parameters through goodness of fit tests. Instead, output data analysis refers to the study of the values returned by a simulation, which can be considered as measures of the system performance corresponding to a given input. The choice of the measures to be considered as KPIs depends on the objectives of the analysis and it is crucial to derive the proper conclusions on the impact on the system of changes in the current settings.

Denoted as $x \in \mathbb{R}^{n}$ the vector of the quantitative input parameters of a simulation model ${ }^{1}$, let $Y(x, \xi)$ be the simulation output associated with $x$, where $\xi \in \mathbb{R}^{p}$ is a random vector ${ }^{2}$ introduced to represent the uncertainty. In particular, the components of $\xi$ are the random variables used within the simulation model. Since $Y: \mathbb{R}^{n} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{d}$ is assumed to be a deterministic function (with $d \geq 1$ ), $\xi$ is the only source of randomness and one may consider a realization $\xi_{i}$ of this random vector as the $i$-th element of a set $\left\{\xi_{1}, \ldots, \xi_{m}\right\}$ of samples which represent independent and identically distributed (i.i.d.) random vectors in $\mathbb{R}^{p}$. Therefore, given $x, Y$ can be considered as a random vector as well, and a realization $Y\left(x, \xi_{i}\right)$ is associated with each $\xi_{i}$ in the set of samples described above. The set $\left\{Y\left(x, \xi_{1}\right), \ldots, Y\left(x, \xi_{m}\right)\right\}$ contains the simulation outputs obtained by $m$ independent replications (runs) of the simulation. Since the mean of the simulation output $\mathbb{E}[Y(x, \xi)]$ is unknown due to the lack of knowledge about the true probability distribution of $Y(x, \xi)$, an estimator is required. A commonly used unbiased estimator is the sample mean, i.e., $\bar{Y}_{m}(x)=\sum_{i=1}^{m} Y\left(x, \xi_{i}\right)$, which is sometimes referred to as the simulation output itself.

[^0]
### 2.2 Simulation-based optimization

The expression simulation-based optimization refers to the branch of optimization that deals with the combination of an optimization algorithm with a simulation ${ }^{3}$, whether stochastic or deterministic. When the simulation is stochastic (e.g., a DES model), another denomination for this branch is simulation optimization (see, e.g., [82] and [11]). From a thorough search of the relevant literature, the latter expression does not seem to be used with deterministic settings. However, there is not the same agreement on the use of simulation-based optimization, since this denomination appears when a deterministic (see, e.g., [66] and [157]) as well as a stochastic simulation (see, e.g., [94] and [63]) is adopted. Throughout this thesis, it is assumed that Simulation-Based Optimization (SBO) is a general expression to be used in both cases, whether a deterministic or a stochastic simulation is involved.

Assuming that a stochastic simulation is used, the general SBO problem is formulated as follows

$$
\begin{aligned}
\min & f(x) \\
\text { s.t. } & \mathbb{E}[g(x, \xi)] \leq 0, \\
& h(x) \leq 0, \\
& l \leq x \leq u, \\
& x_{i} \in \mathbb{R} \text { for all } i \in I^{c}, \\
& x_{i} \in \mathbb{Z} \text { for all } i \in I^{z},
\end{aligned}
$$

where $I^{c}$ is the index set of the continuous variables, $I^{z}$ is the index set of the integer variables ${ }^{4}, f$ is the objective function, $\mathbb{E}$ is the expected value operator, $g$ is the vector-valued function related to the stochastic constraints, $h$ is the vectorvalued function related to the deterministic constraints, and $\xi$ is the random vector introduced in the formulation to represent the randomness. Denoted $Y(x, \xi)$ as the simulation output, there may be several alternatives for the objective and constraint functions, such as

$$
\begin{align*}
f(x) & =\left\{\begin{array}{l}
\mathbb{E}[F(x, Y(x, \xi))] \\
q_{\alpha}(x) \\
P\{F(x, Y(x, \xi)) \geq 0\},
\end{array}\right.  \tag{2.2.1}\\
g(x, \xi) & =\left\{\begin{array}{l}
G(x, Y(x, \xi)) \\
\mathbb{1}_{[0,+\infty)}[G(x, Y(x, \xi))]-\alpha,
\end{array}\right. \tag{2.2.2}
\end{align*}
$$

where $F(x, Y(x, \xi))$ and $G(x, Y(x, \xi))$ are two arbitrary functions depending on the simulation output $Y(x, \xi), \mathbb{1}_{[0,+\infty)}$ is the indicator function of the interval $[0,+\infty)$ (it is 1 if its argument is in $[0,+\infty), 0$ otherwise), $\alpha$ is a scalar such that $0 \leq \alpha \leq 1$, and $q_{\alpha}$ is the $\alpha$-quantile, defined as $q_{\alpha}(x)=\sup \{y: P(Y(x, \xi) \leq y) \leq \alpha\}$. It is worth noting that $F, G$, and $Y$ may be either scalar-valued or vector-valued functions.

[^1]Moreover, the first case in (2.2.2) leads to an expected-value constraint, while the second case corresponds to a probabilistic (or chance) constraint, which follows from

$$
\mathbb{E}\left\{\mathbb{1}_{[0,+\infty)}[G(x, Y(x, \xi))]-\alpha\right\}=P\{G(x, Y(x, \xi)) \geq 0\}-\alpha .
$$

Note that although the setting of SBO is the same as stochastic optimization ${ }^{5}$, in the former the methodology used for estimating the uncertain elements is based on simulation.

Strong relationships connect SBO to other branches of operations research. In particular, SBO shares with mathematical programming the same structure used to formulate a problem but, by contrast, the analytical expressions of the functions are not known and, accordingly, derivatives are unavailable. Moreover, all the techniques based on the availability of an algebraic model, such as the dual problem formulation, cannot be applied. Similarly to derivative-free optimization, SBO optimization aims to tackle problems where functions are represented by black-box models. However, although most of the algorithms from these two fields are similar, SBO algorithms may be designed to take into account also the stochastic nature of the problem, while derivative-free algorithms are traditionally applied to deterministic contexts (or when functions are subject to a moderate noise). Furthermore, in SBO the functions may not be computationally expensive, although most of the functions considered in the problems addressed in this thesis are to include in this category. Finally, other two fields related to SBO are machine learning and statistics. The former may be used to approximate the relation between input and output of a simulation model, thus allowing the algorithms to be faster. The latter provides an important contribution due to the possible roles that hypothesis testing, confidence intervals, and estimation of probability distribution may play in SBO algorithms.

### 2.2.1 Optimization methods

The different optimization methods significantly vary according to the type of variables considered in each problem, whether discrete or continuous. In discrete SBO problems, the feasible region is composed of points over a discrete domain. Hence, variables may be integer, binary or categorical (i.e., variables representing elements of a certain category, among which there is not any order relation). A possible formulation for the integer SBO problem is given below

$$
\begin{aligned}
\min & f(x) \\
\text { s.t. } & x \in \mathcal{F} \cap \mathbb{Z}^{n},
\end{aligned}
$$

where $f(x)=\mathbb{E}[Y(x, \xi)]$ and $\mathcal{F} \subset \mathbb{R}^{n}$. If $\mathcal{F}$ is a compact set, the feasible region $\mathcal{F} \subset \mathbb{R}^{n}$ contains a finite number of points. Contrarily, in continuous SBO problems, the feasible region is composed of points over a continuous domain. A possible formulation for these types of problems is reported below

$$
\begin{aligned}
\min & f(x) \\
\text { s.t. } & x \in \mathcal{F},
\end{aligned}
$$

where $f(x)=\mathbb{E}[Y(x, \xi)]$ and $\mathcal{F} \subset \mathbb{R}^{n}$. In both cases, some assumptions are introduced to make the problems well-defined and suitable to be solved by optimization algorithms. In particular, $\operatorname{Var}[Y(x, \xi)]$ is supposed to be finite and an estimator

[^2]$\hat{f}(x)$ of $f(x)$ such that $\hat{f}(x)$ converges with probability 1 to $f(x)$, i.e., $\hat{f}(x)$ is a consistent estimator, is supposed to be known.

One general methodology that can be applied to both discrete and continuous SBO problems is the Sample Average Approximation (SAA) approach, which allows solving a stochastic optimization problem through algorithms developed for deterministic problems. Alternative names used to refer to SAA are sample path optimization, stochastic counterpart, and Monte Carlo sampling approach. The application of this methodology requires $\xi$ to be a random variable whose probability distribution does not depend on $x$ and $\mathbb{E}[Y(x, \xi)]$ to take on a finite value at each $x$ in the feasible region. Given a sample of i.i.d. random variables $\xi_{i}$, each one associated with a replication $i \in\{1, \ldots, m\}$ of the simulation, the sample mean $\bar{Y}_{m}(x)=\sum_{i=1}^{m} Y\left(x, \xi_{i}\right)$ is adopted as an estimator of $f(x)$. Under the hypotheses mentioned above and assuming that the random variables $Y\left(x, \xi_{i}\right)$ are i.i.d., the strong law of large numbers holds, implying that $\bar{Y}_{m}(x) \rightarrow \mathbb{E}[Y(x, \xi)]$ with probability 1 as $m \rightarrow \infty$. It is important to point out that the sample mean, which is the objective function of the approximate problem, is still a random variable. However, given a sample of realizations of the $m$ random variables $\xi_{i}$, the sample mean is now a deterministic function of $x$ and its value can be evaluated at any point of the feasible region. Therefore, after fixing the values of $\xi_{i}$, with $i \in\{1, \ldots, m\}$, and applying an optimization algorithm to solve the approximate problem, it can be obtained a candidate solution, depending on the values of the sample considered, which can be considered as an estimator of the optimal solution of the original problem. Solving the approximate problem repeatedly by varying the values of the sample leads to several candidate solutions, among which the optimal solution is considered as the candidate point that is associated with the lowest value of the sample mean. Due to the wide range of problems where SAA can be applied, in the literature many papers deal with this approach (see, e.g., [46, 107, 212, 227, 64, 197, 137]).

Other general approaches whose application is independent of the types of variables involved are random search and direct search methods. Random search algorithms (see [12] for a review) generate each iterate by sampling from a probability distribution defined over the feasible region and adjusted across the iterations. Such algorithms are divided into locally and globally convergent. Unlike the meaning used in nonlinear optimization, in the context of SBO the adjective globally means that the algorithm aims to find the global optimum point. Instead, in nonlinear optimization the adjective globally refers to algorithms that converge to a local optimizer regardless of the initial point. Therefore, in SBO, global random search methods need to visit the whole feasible region to guarantee the global convergence property. Also metaheuristics are included among the random search methods (see [154] for a review). Examples of metaheuristics are genetic algorithms [204, 233], simulated annealing [143, 35], tabu search [89], and scatter search [90]. In contrast with random search methods, direct search methods have been traditionally developed for deterministic settings and they have been derived from the field of derivativefree optimization. When applied to solve stochastic SBO problems, a sampling scheme is required to control the noise. Direct search methods used in derivative-free optimization are reviewed in Section 2.3.

After describing general methodologies, now we focus on specialized approaches for discrete and continuous SBO problems. As regards discrete problems, the nature of the optimization methods varies according to the size of the feasible region, which often is also called parameter space (see, e.g., [11]). In particular, two classes can be identified: methods for finite feasible regions, such as ranking and selection procedures, and methods for large or (countably) infinite feasible
regions, such as ordinal optimization, random search algorithms, and direct search methods. Although defining optimality conditions is a challenging task in both cases, an optimality guarantee is fundamental to ensure the correctness of the algorithm and to derive implementable stopping rules. Three reasons give rise to the difficulty in establishing optimality conditions: (i) the presence of random noise in the objective function $f(x)$, which needs to be properly estimated, for example through the sample mean $\bar{Y}_{m}(x)$; (ii) the unavailability of analytical expressions for $Y(x ; \xi)$ and, as a consequence, for $f(x)$; (iii) the possible large number of feasible solutions in the feasible set. Accordingly, since feasible solutions cannot be ranked with $100 \%$ confidence due to (i), certifying the optimality of a solution requires an infinite amount of computational budget. Moreover, although finding the optimum requires to evaluate all the points in the feasible region due to (ii), (iii) prevents the algorithms from performing a complete enumeration of all the feasible solutions because of the high computational cost it would require.

When the feasible set is finite, the most popular methods are Ranking and Selection (RBS) procedures (see, e.g, [33, 138, 211]), which aim to find the best solution among a finite number of alternatives, which are the feasible solutions. Since this number is small, performing a simulation at each feasible solution is not an expensive task. One formulation of the $\mathrm{R} \& \mathrm{~S}$ problem is based on the selection of a strategy to allocate the computational budget among the alternatives. One can claim the following general rules: adding replications to a feasible solution $x$ decreases the variance of the estimator $\hat{f}(x)$ of the objective function; using the same number of replications $m$ for each alternative is not efficient; most of the computing budget should be assigned to the critical solutions. This is shown in Figure (2.1), where an example related to a simple discrete optimization problem is illustrated. In this example, the feasible region is a set composed of five feasible solutions, hence $\left\{x^{1}, \ldots, x^{5}\right\}$. The figure shows the sample means of the simulation outputs $\bar{Y}(x)$ corresponding to each alternative $x^{i}$ along with their confidence intervals. It can be observed that if the objective function is estimated through the sample mean, in the plot on the left-hand side the best solution is $x^{2}$, which is the point with the lowest sample mean. However, the lower boundary of its confidence interval is under $\bar{Y}\left(x_{2}\right)$, so it is not straightforward which feasible point is actually the best one. In fact, it might happen that adding more replications to the first solution leads to reducing $\bar{Y}\left(x_{1}\right)$, as shown in the plot on the right-hand side. This strategy of selecting the best point is used in the optimal computing budget allocation procedures (see, e.g., [47] and [45]), which belong to the class of Bayesian R\&S. The other category of R\&S is constituted by the frequentist procedures, which are based on the indifference-zone formulation. Here the idea is to select as the optimal solution $x^{\star}$ a feasible point whose true objective function is better than the alternatives by a parameter $\delta>0$, guaranteeing a probability of correct selection (i.e., probability of selecting the true optimal solution) of $1-\alpha$, where $\alpha \in[0,1]$ is a positive scalar. Hence, every feasible point $y$ such that $f(y) \leq f\left(x^{\star}\right)+\delta$ belongs to the indifference zone and it is considered as an optimal solution as well.

When the feasible set is large or (countably) infinite, in addition to random search and direct search methods, another effective approach is ordinal optimization (see, e.g., $[115,160,116])$. This technique is based on two principles: estimating the order among the objective function values evaluated at different points is easier than estimating the absolute value of the objective function at those points; searching for good enough solutions instead of the best ones leads to softening the optimization goal and, at the same time, to exponentially reducing the computational cost. The first idea allows the algorithm to direct the computational effort into achieving
enough accuracy so that the estimated objective function values of the considered points are in the same order as the true values. Thanks to the knowledge of this order, it is possible to avoid computing accurate estimates for those points having a large objective function value. The second idea enables the algorithm to efficiently achieve an accurate order as the number of solutions considered good enough increases, i.e., the optimization goal is softened since the optimal solution is not the only target of the procedure. An important role in this methodology is played by the alignment probability, which is the probability that a subset of feasible solutions contains satisfactory solutions. To apply this methodology, one has first to fix a given alignment probability, then select a subset from the feasible region and, finally, apply a R\&S procedure to determine a good solution in this subset. Since the dimension of the subset is usually considerably smaller than the feasible region, this procedure turns out to be both effective and efficient.

For continuous SBO problems, in addition to the random search and direct search methods previously described, popular approaches are Response Surface Methodology (RSM) and Stochastic Approximation (SA). RSM is also referred to as metamodelbased optimization, since these methods aim to approximate the unknown relation between simulation input and output through a surrogate model, which can be used to effectively determine the next points to evaluate (see, e.g., [30, 147]). Two different types of methods are considered based on where the emphasis is put, whether on exploitation or exploration. Classic RSM falls into the first case, which concerns methods that aim to find good points in a local area that is sequentially updated. In particular, at each iteration the objective function is evaluated by performing a simulation at points selected through design of experiments techniques. A first-order polynomial model is then built by fitting the objective function values at the sampled points, allowing the method to use the steepest descent direction of the model to determine the next local area for a new round of exploitation. When the first-order model fails to guarantee a good fitting error of the points, a second-order polynomial model is used to check if the point associated with its minimum provides a good estimate of the optimal solution of the original SBO problem. To this end, optimality conditions are checked through statistical hypothesis testing. Although RSM is considered as a sequential heuristic, in the last years trust region methods have been adopted in this framework, allowing researchers to deal with convergence properties. For instance, papers that have investigated trust region methods are [64] and [44]. When the emphasis of the algorithms is on exploration, surrogate models are built over the entire feasible region in order to identify areas where good points are likely to be. Kriging models (see, e.g., $[224,120,146,145]$ ) are among the most popular surrogate models adopted by the methods falling in this class, which is often referred to as Bayesian global optimization.

SA methods are a natural adaptation of the steepest descent method in nonlinear optimization (see [217] for a survey). Since in SBO derivatives are unavailable, first-order information is based on an estimate $\hat{\nabla} f$ of the gradient of the objective function $\nabla f$. Hence, the $k$-th iteration of these algorithms is defined by the update $x_{k+1}=x_{k}-\alpha \hat{\nabla} f(x)$, where $\alpha$ is a positive stepsize. SA dates back to the works by Robbins and Monro [206] and Kiefer and Wolfowitz [136]. While the former authors use an unbiased estimator of the true gradient, the estimator used by the latter authors is asymptotically unbiased. In particular, two types of gradient estimators are adopted: direct estimators (see, e.g., [241]), which compute an estimate by using knowledge of the underlying simulation model, such as input probability distribution; indirect estimators, which treat the simulation model as a black box and compute an estimate only by using function values. Algorithms that use indirect gradient


Figure 2.1. This figure shows an example of discrete SBO problem with 5 feasible solutions. In both plots, the sample mean of each simulation output is indicated with its confidence interval. The plots shows that adding more replications to the first feasible solution reduces its confidence interval, leading to a variation in the ranking of solutions.
estimators are also called gradient-free or stochastic zeroth-order methods. Two examples of indirect estimators are finite differences and simultaneous perturbation [217, Chapter 7]. While finite difference estimators require to sample at least $n+1$ points, simultaneous perturbation requires only two points, regardless of the problem size, without worsening the convergence properties. It is important to point out that both SA and SAA have their analogues in the machine learning community, where they are referred to as stochastic and batch approaches, respectively (see [36]).

### 2.3 Derivative-free optimization

In Derivative-Free Optimization (DFO) the objective and constraint functions of the considered problems are assumed to be of black-box type ${ }^{6}$ : the analytical expression is unknown, and the function value corresponding to a given point is the only available information. This implies that the first-order characterization provided by the derivatives is not available, leading to challenging optimization problems. In particular, several contexts give rise to the derivative unavailability that requires the adoption of a DFO algorithm: derivatives may be completely unavailable, as in case of legacy codes; derivatives may be available but too expensive to be computed; functions evaluation may be expensive, making impossible to approximate the derivatives; functions may be subject to noise, causing the firstorder information to be unreliable. For further details, see, e.g., the textbooks $[51,23]$ and the recent reviews $[157,37]$. Solving these problems is even harder when they involve both continuous and discrete variables, which require the adoption

[^3]of different and specialized procedures. Such problems are called Mixed-Integer Nonlinear Programming (MINLP) problems. Moreover, additional complexity may be represented by nonsmooth functions over the continuous variables, which cause certain gradient-based methods to fail [37], making DFO methods particularly suited for this class of problems. Therefore, the methods described in this review are appropriate only for small-scale problems.

Among the DFO methods applied to solve MINLP problems, one can include direct search methods, model-based methods, and metaheuristics. While metaheuristics aim to find an approximate solution, the first two categories may be provided with global convergence properties. Specifically, model-based methods rely on the construction of mathematical models that approximate the original problem functions, such as quadratic approximation models, trust-region models (local search), and surrogate models (global search). Conversely, direct search methods generate iterates on the basis of function values computed at the search points. In particular, linesearch-type local searches employ the original functions in order to find a point that reduces the objective function value along given directions (see, e.g., [100, 86, 177, 67, 169, 101, $75,170,83,84]$ ). These latter methods belong to the class of directional direct search methods (as opposed to simplicial direct search methods, see [51]), which use objective function values to seek good points given a set of search directions.

All the methods described in the sequel refer to local search procedures. The choice of focusing only on local methods is due to both the scope of this thesis and the lack of significant advances in the area of global DFO, as highlighted in [37] with respect to the constrained case. However, also procedures developed for local searches gain more chance of convergence towards global solutions by applying a multistart approach [22] when the objective function is not too expensive, otherwise parallelization strategies are required [21]. Moreover, to the best of the author's knowledge and according to review [37], among the few papers that address the problem of finding a global solution of a MINLP problem, only model-based methods are adopted, such as [187].

To solve MINLP problems, all of the direct search methods perform an alternate minimization between continuous and discrete variables. While early methods explore the discrete variables by searching in a neighborhood of finite points and differ in the local search procedures applied to tackle the continuous variables, in recent years several works have proposed methods that use specialized procedures for discrete variables as well. This evolution can be interpreted in terms of stencil, i.e., the set of directions used for sampling the objective function over the discrete variables. Indeed, as opposed to the past, most of the recent methods adopt a skewed stencil using a dynamically changing stepsize for each direction corresponding to a discrete variable. Such a stencil provides the algorithm with more flexibility in neighborhoods exploration, leading to larger improvements in the objective function by using fewer iterations. In particular, as regards the early methods, [18] adapts the Generalized Pattern Search (GPS), proposed in [222], to solve a bound constrained MINLP problem with categorical variables. Three kinds of polling steps are used: continuous, discrete, and extended. While continuous and discrete polling aim to evaluate continuous and discrete points, respectively, in the extended polling a continuous search is carried out at every point found in the discrete polling. The GPS algorithm has been extended to address problems with general constraints on continuous variables [2] and stochastic objective function [218]. In [2], constraints are tackled by using the filter approach, which is introduced in [81] for sequential linear and quadratic programming and then it is extended to GPS in [19]. In [2], the authors consider a nonsmooth objective function with respect to the continuous
variables. Although the filter GPS algorithm works well in practice, in theory it is not guaranteed to converge to a Clarke stationary point. In [218], the polling phase of the GPS is combined with Ranking and Selection (R\&S) procedures, thus allowing the algorithm to select the point leading to the largest improvement in the objective function, in spite of the noise due to its stochastic nature. Categorical variables and general constraints on continuous variables have been studied also in [176] and [3]. In particular, [176] proposes a general algorithmic framework whose global convergence holds for any continuous local search (e.g., a pattern search) satisfying suitable properties. In [3], the class of Mesh Adaptive Direct Search (MADS), originally introduced in $[20,17]$ to face nonsmooth nonlinearly constrained problems, is extended to solve MINLP problems. MADS algorithms are a generalization of GPS algorithms but with stronger convergence properties in the constrained case. Indeed, in both [20] and [3], the sequence of iterates converges to a Clarke stationary point under appropriate assumptions. This is made possible by the generation of a dense set of polling directions, while the filter GPS uses only a finite number of fixed polling directions, which do not necessarily ensure Clarke stationarity. Constraints are tackled through an extreme barrier approach. The original MADS algorithm has been recently extended in [25] to tackle MINLP problems where variables are also allowed to be granular, i.e. variables with a controlled number of decimals (integer variables can be seen as a special case), and the objective function is nonsmooth over the continuous variables. In this work, a new strategy for updating the mesh parameters is proposed.

In addition to the aforementioned references, one recent method that adopts the fixed stencil for the discrete variables is [201]. In this work, a mesh-based direct search algorithm is proposed for bound constrained mixed-integer problems whose objective function is allowed to be nonsmooth and noncontinuous. After a first polling phase involving both the continuous and the discrete variables, if a sufficient decrease is not found along the directions of continuous variables, a second phase is performed according to a tree-based exploration over the discrete variables that are in the neighborhood of the current point.

In [169] three algorithms are proposed for bound constrained MINLP problems with integer variables. Differently from the aforementioned works, the discrete neighborhood explored by the local search considered in this paper does not have a fixed structure but depends on a linesearch-type procedure. While the first and the third algorithms guarantee global convergence on a particular subsequence of iterates according to an opportunistic polling step, the second algorithm allows for stronger convergence property by adopting both complete polling step and ordering of variables. Moreover, the first algorithm was extended by [170] and [237]: the former deals with the constrained case by adopting a sequential penalty approach, while the latter replaces the maximal positive basis with a minimal positive basis based on a directions rotation technique. Bound constrained MINLP problems are considered also in [85], which extends the algorithm for continuous smooth and nonsmooth objective functions introduced in [86]. One of the authors of these works has recently proposed a unified convergence theory for nonmonotone direct search methods, which can be applied also to bound constrained MINLP problems with nonsmooth objective function over the continuous variables [83].

Other direct search methods are worth being mentioned for their influence on the development of new algorithms, even if they do not address MINLP problems. In [75], the authors propose a new linesearch-based method for nonsmooth nonlinearly constrained optimization problems, ensuring convergence towards Clarke-Jahn stationary points. The constraints are tackled through an exact penalty approach. While [75] uses two different pseudorandom sequences to generate the dense set of
search directions, [5] proposes a variant of the MADS algorithm in [20] that generates an orthogonal spanning set of polling directions in a deterministic way. In [55] and [56], the authors analyze the benefit in terms of efficiency deriving from different ways of incorporating the simplex gradient into direct search algorithms (e.g., GPS and MADS) for minimizing objective functions which do not necessarily require to be continuously differentiable. For example, one possibility is to use the simplex gradient for adjusting the order used to explore the polling directions. In [228], the authors analyze the convergence properties of direct search methods applied to the minimization of discontinuous functions, both smooth and nonsmooth. Moreover, this paper shows that imposing sufficient decrease along the polling directions can replace the use of integer lattices. As regards problems with only integer variables, both [156] and [171] aim to address the case with unrelaxable integer variables. In particular, the authors in [156] propose a method for minimizing convex black-box integer problems that uses secant functions interpolating previous evaluated points. In [171], a new method based on a nonmonotone linesearch and primitive directions is proposed to solve a more general problem where the objective function is allowed to be nonconvex. The primitive directions are used to help the algorithm not to get stuck in points that cannot be further improved. This provides the potential to find a global optimum, but it requires the exploration of large neighborhoods.

In the (possible) search phase of direct-search methods, every point producing an improvement of the objective function can be accepted without affecting the convergence properties of the method (see, i.e., [157]). For example, in NOMAD (see [4, 24, 162, 20]), which is the software package that implements the MADS algorithm, a surrogate-based model is used to generate promising points. Moreover, the combination of MADS with the variable neighborhood search metaheuristic (see, e.g., [184] and [111]) helps the algorithm to escape from local minima [16]. Due to this potential role in direct-search methods used for addressing MINLP problems, the recent advances for model-based methods and metaheuristics are reported below.

Most of the algorithms adopting model-based methods aim to solve problems involving computationally expensive functions. In [53], the authors propose the opensource library RBFOpt for solving MINLP problems with bound constraints. The algorithm employs radial basis functions to build a surrogate model of the black-box objective, which is less expensive to evaluate. Moreover, a noisy oracle is exploited to reduce the number of function evaluations required to achieve convergence. Bound constrained problems are addressed through quadratic models in [196], which extends to the mixed-integer case the trust-region derivative-free algorithm BOBYQUA introduced in [202] for continuous problems. Surrogate models employing radial basis functions are used also in [188], which proposes an algorithm, called SO-MI, able to converge to the global optimum almost surely. In particular, the surrogate model is used to select the next point to sample the objective function among the candidates generated by applying different perturbation methods to the current best point. A similar algorithm, called SO-I, is proposed by the same authors in [186] to address integer global optimization problems. Unlike SO-MI, SO-I does not require the user to provide an initial feasible solution. Moreover, at each iteration, only one point is used to sample the expensive objective function, instead of the 4 points used by SO-MI. In [185], the authors propose an algorithm for MINLP problems that modifies the sampling strategy used in SO-MI and uses also an additional local search. In [109], the Kriging model is employed to develop a new sequential algorithm for MINLP problems that can be considered as an extension of the well-known EGO algorithm, which is introduced in [124] for efficient global optimization. The Kriging model is used also in [113], which sequentially builds a surrogate model of the MINLP problem in hand and then applies a branch-and-bound approach for determining
its solution (since an analytical representation is available for the surrogate model). The effectiveness of this approach is shown by the computational results, where a genetic algorithm is used as a benchmark.

As regards metaheuristics (see, e.g., the books [221] and [87]), among the methods applied to solve MINLP problems there are evolutionary algorithms [54] such as genetic algorithms [117, 58, 61], particle swarm algorithms [239, 144, 238], and simulated annealing [208, 229]. The same classes include also the metaheuristics addressing integer problems (e.g., for genetic algorithms see [121], for particle swarm optimization see [213, 158], and for simulated annealing see [190]). Moreover, integer problems are also addressed through scatter search [155], ant colony optimization [242], and tabu search [80]. All these methods aim to solve the problem in hand without using the derivatives of the objective function, although they may be available. However, while in derivative-based optimization the metaheuristics enable obtaining approximate solutions in short time, in derivative-free optimization, which is frequently characterized by computationally expensive functions, using metaheuristics may be prevented by the many function evaluations that usually are required. To this aim, surrogate models can be employed to improve the efficiency of metaheuristics [198] and, in turn, metaheuristics can be used to improve the direct search methods [99].

### 2.4 Emergency department applications

Emergency Medical Service (EMS) represents one of the most important healthcare services, considering that it concerns people's lives. The recent survey paper [14] reports a comprehensive review on EMSs and introduces the novel concept of Emergency Care Pathway (ECP). Following the new patient-centered approach, which focuses on patients rather than caregivers, the ECP considers the whole healthcare chain, composed by several steps (namely the appropriate sequence of activities), aiming to increase patients' safety and gratification. Relying on ECP, the entire Emergency Care Delivery System is considered instead of single EMSs, thus allowing for optimal allocation of the resources requested along the whole pathway. Of course, for this purpose, an effective interaction among ECP stakeholders is needed to guarantee timeliness and fairness of the services delivered.

The Emergency Department (ED) represents the entry point of the ECP and its operational efficiency is fundamental for providing healthcare services to people who need urgent medical treatments. An ED is open 365 days a year and 24 hours a day, and people with different urgency arrive requiring treatment. Since the services delivered by an ED are time-critical, the main issue concerns the response time. Unfortunately, the well known and growing problem of overcrowding tends to enlarge the waiting times, endangering the life of critical patients. Today the overcrowding is an international phenomenon widely considered in the specific literature [118, 231, 232]. In particular, according to [118], possible causes of overcrowding are insufficient staff, shortcomings of the structures, flu season, request of nonurgent treatments, unavailability of hospital beds. Besides treatment delays, other possible consequences of overcrowding are reduced quality of the services and higher patient mortality, ambulance diversion, growing number of patients who leave without being visited, greater expenses for the service provider due to longer patient stay. Moreover, negative issues due to overcrowding are greatly amplified whenever mass casualty disasters occur. In this case, the rate of patient arrivals suddenly increases and some different tactical and strategic decisions must be adopted to ensure timely treatments.

The specific literature dedicated to ED overcrowding and ED management under disaster conditions is reviewed in Sections 2.4.1 and 2.4.2, respectively. Sections 2.4.3 and 2.4.4 focus on two important problems which emerge when dealing with ED simulation models. The first one regards the need for an efficient representation of the ED arrival process. The second one concerns the estimation of the information that is not available but it is required for building a reliable simulation model. The latter aspect depends also on the accuracy of the arrivals given as input, thus making the two problems interconnected.

### 2.4.1 Emergency department overcrowding

In the recent years, techniques from Operations Research have been frequently applied for studying the problem of ED overcrowding. Since 2005 the US National Academy of Engineering and the Institute of Medicine have highlighted the importance of using tools from Operations Research and Systems Engineering (statistical process controls, queuing theory, mathematical modeling and simulation) in healthcare delivery, in order to improve performance of care processes or units [205]. It is well known that complexity and high variability of the processes related to healthcare delivery in most cases make the application of standard techniques very difficult. Simulation is considered of fundamental importance for analyzing several healthcare settings (see, e.g. Reid et al. [205], and the several examples reported therein, and Almagooshi [10]). In particular, simulation models have been widely applied to emergency medical service operations (see Aboueljinane et al. [1] for a survey). Several papers in the simulation literature are devoted to study the patient flow through an ED by means of DES models [1, 34, 104, 126, 153, 203, 235, 243, 151] and Agent Based Simulation (ABS) models [13, 133, 167, 219, 230]. In particular, DES has been extensively used for studying causes and effects of ED overcrowding. One can refer to [200] (and to the many references reported therein) and to the more recent paper [194] for a review of simulation studies available in the literature devoted to the ED overcrowding phenomenon and for a discussion on the effectiveness of using DES models. Among the many papers that deal with ED overcrowding, it is important to mention [235], where an ED in Hong Kong is simulated in order to assess how modifying the path of the patient clinical process and the level of physician resources affects the performance; [126], where the simulation model is used to understand the process that allows shortening the waiting times and the length of stay by varying the workload among staff members and by giving nonurgent patients the possibility of returning afterwards; the many papers addressing the adoption of fast-track systems in the ED, such as [152] and [15], which propose to send less urgent patients to specific queues so that they receive the service early, thus being discharged in a shorter time. Furthermore, in [234] an in-depth study on patients interarrivals and lenght of stay in an ED located in Israel is reported, while in [57] a stochastic model is considered in order to reduce the average total patient waiting time in a university hospital. From the wide literature on the topic, it clearly emerges that a study based on DES provides important insights into ED overcrowding. Moreover, since the management of ED resources strongly affects overcrowding, an optimal resource allocation is considered a key tool for achieving a good level of service and possibly reducing overcrowding (see the recent survey paper [8] for a review on different analytical methods and modeling techniques used for improving patient flow through an ED by means of optimal resource allocation).

A simulation-based study can be also combined with optimization tools in order to determine which setting results the best, once one or more objectives (to be minimized or maximized) are defined. The SBO approach has been also applied in
healthcare contexts (see, e.g., $[43,95,174,175,244]$ and the very recent systematic review [240]) and, in particular, in dealing with ED [7, 65, 105, 106]. For instance, in [105] a simulation model for the ED of a public hospital in Hong Kong is built and integrated with an optimization tool in order to find an optimal medical staff configuration to minimize the total labor cost given the service quality requirement; in [65], the patient flow through an Australian ED is studied and optimized on the basis of bed configurations.

It is important to mention that some measures have been proposed to give a formal assessment of the degree of overcrowding. They enable monitoring the state of the ED by describing the current situation, and they can also work as alarm bells to avoid reaching a critical level. The most commonly used are: the Real Time Emergency Analysis of Demand Indicators (READI), the Emergency Department Work Index (EDWIN), the Work Score, the National Emergency Department Overcrowding Scale (NEDOCS). These continuous-valued indicators are computed on the basis of some operational variables which enable quantifying the degree of overcrowding of an ED (see [119] and the references reported therein for the definition of these methods of measurement). However, the study reported in [119] shows that none of these measures actually provides a reliable predictive analysis at a low percentage of false warning.

### 2.4.2 Emergency department and disaster conditions

In the wide literature on ED management, few papers have been devoted to studying the effects of peak arrivals on an ED due to disaster or extreme events. In particular, [130] provides a characterization of different strain situations in an ED and introduces some "strain indicators"; moreover, a simulation-based decision support system is also developed to prevent and predict such situations. As regards papers more specifically devoted to ED peak arrivals caused by critical events, [104] reports where a literature review on ED simulation models for both normal and disaster conditions. In particular, in their systematic classification covering 106 reviewed papers, the authors indicate only 5 papers devoted to ED simulation model applications during disaster conditions: [236], where the patient workflow through an ED located in Western New York during extreme conditions is studied aiming to reconfigure the workflow for improving the overall management of the patient flow; [199], where the impact of a hypothetical bioterrorist attack on a medium-sized ED located in Texas is assessed; [9], where the performance of an ED is evaluated under critical conditions due to a disaster and several scenarios for disaster recovery plans are examined; [125], where different arrival patterns to an ED during a conventional terror disaster are considered along with an estimate of additional resources that would be required to accommodate all patients arriving at the ED; [42], where an "optimal scarce resource-rationing principle" for allocating scarce ED medical resources in natural disaster responses is sought. More recently, [102] and [103] have studied disaster scenarios corresponding to a patient flow surge for EDs located in an earthquake area in Istanbul, Turkey. In particular, [102] has developed a model that enables early preparedness of ED resources to overcome bottlenecks due to critical situations; [103] has proposed a hybrid framework which uses artificial neural networks to estimate the number of casualties and a DES model to analyze the effect of surge in patient arrival as consequence of a disaster in a network of five EDs located in a high earthquake risk region. All these papers dealing with the impact of disaster events on EDs use DES models to represent patient flow, highlighting the importance of such models to improve ED policies in these critical cases.

### 2.4.3 Arrival process to the emergency department

Statistical modeling for describing and predicting patient arrival to EDs represents a basic tool of each study concerning patient load and crowding. Indeed, all the approaches adopted for this purpose require an accurate model of the patient arrival process, which plays a key role in dealing with EDs. Every modeling methodology is generally based on assumptions that, in some cases, may represent serious limitations when applied to complex real-world cases, such as ED operations. In particular, when dealing with ED patient arrival stochastic modeling, due to the nonstationarity of the process, a standard assumption is the use of Nonhomogeneous Poisson Process (NHPP) $[6,7,105,139,153,243,29]$. It can be useful to recall that a counting process $X(t)$ is a NHPP if 1 ) arrivals occur one at a time (no batch); 2) the process has independent increments; 3) increments have Poisson distribution, i.e. for each interval $\left[t_{1}, t_{2}\right]$,

$$
P\left(X\left(t_{1}\right)-X\left(t_{2}\right)=n\right)=e^{-m\left(t_{1}, t_{2}\right)} \frac{\left[m\left(t_{1}, t_{2}\right)\right]^{n}}{n!},
$$

where $m\left(t_{1}, t_{2}\right)=\int_{t_{1}}^{t_{2}} \lambda(s) d s$ and $\lambda(t)$ is the arrival rate. Unlike the Poisson process (where $\lambda(t)=\lambda$ ), NHPP has nonstationary increments and this makes the use of NHPP suitable for modeling ED arrival process, which is usually strongly timevarying. Of course, appropriate statistical tests must be applied to available data for checking whether NHPP fits. This is usually performed by assuming that NHPP has a rate which can be considered approximately piecewise constant. Hence, Kolmogorov-Smirnov (KS) statistical test can be applied in separate and equally spaced intervals and usually the classical Conditional-Uniform (CU) property of the Poisson process is exploited (see, e.g., [41, 139, 140]). Unlike standard KS test, in the CU KS test the data is transformed before applying the test. More precisely, by CU property, the piecewise constant NHPP is transformed into a sequence of i.i.d. random variables uniformly distributed on $[0,1]$ so that it can be considered a (homogeneous) Poisson process in each interval. In this manner, the data from all the intervals can be merged into a single sequence of i.i.d. random variables uniformly distributed on $[0,1]$. This procedure, proposed in [41], allows removing nuisance parameters and obtaining independence from the rate of the Poisson process on each interval. Hence, data from separate intervals (with different rates on each of them) and also from different days can be combined, avoiding the common drawback due to large within-day and day-to-day variation of the ED patient arrival rate. Actually, Brown et al. in [41] apply CU KS test after performing a further logarithmic data transformation. In $[140,141]$, this approach is extensively tested along with alternative data transformations proposed in early papers [72] and [163].

Kim and Whitt in [139] observe that the procedure described above needs special attention when applied to ED patient arrival data. This is due to the fact that the following three issues must be seriously considered: 1) data rounding, 2) choice of the intervals, 3) overdispersion. Indeed, the first issue may produce batch arrivals (zero length interarrival times) that are not included in a NHPP, so that unrounded data (or an unrounding procedure) must be considered. The second is a major issue in dealing with ED patient arrivals, since arrival rate can rapidly change so that the piecewise constant approximation is reasonable only if the intervals are properly chosen. The third issue regards combining data from multiple days. Indeed, in studying the ED patient arrival process, it is common to combine data from the same time slot over different weekdays, being this necessary when data from a single day is not sufficient for statistical testing. Data collected from ED database usually shows large variability over successive weeks mainly due to seasonal phenomena,
such as flu season and holiday periods. However, the overdispersion phenomenon must be checked by using a dispersion test on the available data (see, e.g., [132]).

### 2.4.4 Calibration of emergency department simulation models

Many papers in the literature deal with quality of input data in ED simulations. This issue, which strongly affects the reliability of the results, is carefully analyzed. Indeed, the cost, time, and challenges required by collecting ED empirical data represents a serious limitation for every simulation model [200]. In order to replicate and predict the patient flows within the ED, [71] develops a process mining approach which handles the noise factors in the dataset after introducing assumptions on how to interpret the data. In particular, these factors include the following cases: starting and ending time of each activity performed in the ED may be unknown; information about urgent patients may be registered after the activity is completed and, in general, the timestamps of each activity may not be promptly recorded at the right time; for each patient, the same activity may be recorded multiple times for technical reasons, giving rise to misleading information. A framework to categorize all the ED data quality issues is proposed in [226], which also provides assessment techniques for each data quality problem category. Moreover, this paper highlights that most of the works in the literature focus on the problem of missing data, which is also the problem addressed in this section. It consists in the lack of information on some or all the key timestamps that define the activities performed in the ED, i.e., starting and ending time. This well-known issue prevents gaining knowledge about the duration of each activity, which is required to estimate the corresponding probability distributions to use in the simulation model. Several simulation-based optimization approaches are proposed in the literature to tackle this crucial problem. The idea behind each approach is to leverage the known information in order to estimate the parameters of the probability distributions underlying the missing data. This is accomplished by comparing the KPIs computed through the simulation model with the corresponding values derived by the data collected in the real system. The resulting procedure is known as model calibration.

The mathematical formulation of the optimization problem and the specific algorithm used for determining the optimal solution are the two features that distinguish the papers dealing with missing data. For instance, both [153] and [106] adopt similar approaches that leverage the time differences between the known timestamps. The former proposes an unconstrained optimization problem where the objective function is a consistency measure that compares the average, the standard deviation, and the proportions of the time differences for each triage tag. The latter uses a constrained optimization problem where the objective function is based on a modified chi-square goodness of fit and the constraints are introduced to guarantee each time difference the same level of accuracy. As regards the approaches used to solve the problem, both papers use metaheuristic procedures. In particular, [153] considers both a descent method and a simulated annealing algorithm, while [106] adopts an approach that combines a genetic algorithm with simulated annealing and optimal computing budget allocation. Moreover, in [106] the authors point out that the approach in [153] could be improved in several ways: including in the objective function all the time differences defined by the available timestamps, since delays in one activity may impact on downstream activities in the patient flow; modeling the possibility for each patient to have more than one medical visit, which may affect the time differences; using a more formal objective function and solving the resulting optimization problem through a more efficient algorithm.

Another paper in the literature on missing data that is worth being mentioned
is [168], which assumes an agent-based simulation model, as opposed to the DES model considered in [153] and [106]. Although the framework underlying this work is different, a simulation-based optimization problem is used for the same goal of minimizing the deviation between real data and simulation output, in order to estimate the missing parameters of the simulation model. The LOS, i.e., the difference between the discharge time and the arrival time to the ED, is the time difference considered in the objective function, which adopts the Jensen-Shannon divergence. A systematic method based on the pattern search method APPSPACK [98] is used to find the optimal configuration of parameters.

## Chapter 3

## A simheuristic algorithm for solving an integrated resource allocation and scheduling problem

One of the challenging tasks faced by numerous companies and organizations concerns the integrated allocation and scheduling of resources, such as machines, equipment, and personnel. Although these problems frequently arise in the management of healthcare services, like EDs, the SBO methodology proposed in this chapter draws inspiration from real-world applications related to the industrial field. These problems may be even more difficult when real-life uncertainty is considered, which requires the adoption of simulation. Therefore, the resulting integrated optimization problems provide the opportunity to demonstrate how simulation can be effectively integrated with optimization strategies in order to determine approximate solutions.

After introducing the integrated allocation and scheduling optimization problem with stochastic processing times, in this chapter a simheuristic algorithm is proposed to efficiently solve this SBO problem. The approach adopted is based on the hybridization of simulation with a metaheuristic, thus providing the proper tools to tackle the stochastic version of the integrated allocation-scheduling problem. The numerical experiments show the efficiency of the methodology proposed as well as the potential applications in real-life industrial settings.

### 3.1 The integrated resource allocation and scheduling problem

Several organizations face the problem of efficiently managing the resources necessary for carrying on their activities and processes. This is true, in particular, both for long-term objectives, which involve a proper estimate and planning of the needs, as well as for short-term decisions, such as the optimal sizing and assignment of resources to operations. Indeed, in most real-life environments, it is reasonable to assume that the higher the number of allocated resources, the lower the time

[^4]needed to complete the planned tasks. Therefore, in order to efficiently address the management of resources, two conflicting goals must be balanced: (i) minimization of the cost of the resources; and (ii) minimization of the time needed to complete the assigned tasks.

In addition to this challenging trade-off between conflicting optimization objectives, real-life is also characterized by uncertainty, such as stochastic service times and unexpected events giving rise to disruption to the original plans. The approach proposed in this chapter aims to tackle the integrated allocation and scheduling of resources under stochastic service times. In particular, the resulting stochastic optimization problem can be described by the following bilevel decision making process:

- Stage 1: heterogeneous resources (machines, equipment, personnel, etc.) are allocated to different activities in order for them to be completed at a reasonably low cost.
- Stage 2: the activities, which are subject to stochastic service times, need to be properly scheduled in order to be completed in a reasonably low makespan (i.e., the time required to finish the processing of all the jobs on all the machines).

After being tentatively allocated to activities in the first stage, resources, along with their allocation mapping, are sent to the second stage. Here, the activities are scheduled considering the joint effect on the service times caused by both resource allocation and uncertainty. In the first stage, the cost associated with the allocated resources is computed. In the second stage, an evaluation of the solution, in terms of makespan, is performed. These two values are then weighted in an overall objective function, which must be able to take into account both financial and time goals (this is achieved by transforming time measures in monetary values). Since the scheduling plan in the second stage depends on the resource allocation defined in the first stage, different combinations of promising resource allocations need to be assessed in order to generate several solutions, each associated with the corresponding cost (cost of the allocated resources plus scheduling costs).

The main contribution of the approach considered in this chapter is to demonstrate how simulation can be combined with optimization to propose an algorithm that is able to deal with this integrated stochastic resource allocation and scheduling problem. The approach is based on the concept of simheuristics, which hybridize simulation with metaheuristics in order to solve complex combinatorial optimization problems with stochastic components (see [127] for a detailed review). Simheuristic algorithms can be seen to some extent as a specialized case of SBO where: (i) the optimization algorithm is a metaheuristic; and (ii) simulation is not only used to evaluate objective and constraint functions, but also to provide feedback that can be used by the metaheuristic procedure to improve the solution searching process ([97]). As regards the metaheuristic, the Greedy Randomized Adaptive Search Procedure (GRASP) is the algorithm selected [76]. GRASP can be easily integrated into a simheuristic framework providing a good trade-off between quality of the solutions and ease of implementation.

The structure of this chapter is summarized as follows: after reviewing close approaches from the literature in Section 3.1.1, Section 3.2 describes the main features of the integrated resource allocation and scheduling problem considered. The main ideas underlying the simheuristic algorithm are described in Section 3.3. Finally, an implementation of the method is described in Section 3.4, where test problems are used to assess its effectiveness.

### 3.1.1 Integrated resource allocation and scheduling problems in the literature

Resource allocation and scheduling of activities are some of the most wellstudied problems in the literature. The integrated version of these problems involves finding the right assignment of resources to each activity, so that their duration is reduced and a balance between the cost of additional resources and the makespan is achieved. This topic is addressed in different research areas. For instance, in the healthcare literature, [178] deals with both assignment of patients to ED beds and scheduling of treatments, while [166] proposes a two-stage simulation-based heuristic for efficiently managing the resources and the appointment scheduling in outpatient clinics. In the job scheduling and project management literature, several works extend previous applications by considering the integrated problem. One of the first papers introducing the idea of simultaneously planning resource requirements and scheduling of activities is due to [134]. The problem they describe is known in the literature with the name of Time-Cost trade-off Problem (TCTP). In the area of project management, the same topic is also referred to as Activity Crashing or Project Compression problem [73]. Existing approaches differ in the way they represent the non-increasing pattern between allocated resources and activity duration. On the one hand, some continuous approaches assume a linear function [28, 142], while others make use of nonlinear functions [189, 60]. On the other hand, the discrete version of the TCTP assumes that a discrete set of possible activity durations is given [150, 62].

While the deterministic version of the TCTP has been widely studied during the last 60 years, the works considering the stochastic counterpart of the same problem are relatively rare [114]. The existing literature can be classified using different criteria. In particular, different groups can be obtained by considering:

- the type of objective: some works take into account conflicting objective functions in a multiobjective approach, while others deal with a single objective function. This function either includes both resources costs and total completion time or only one of them. In the latter case, the second objective is generally modeled as a constraint [91]. A multiobjective problem is proposed by [26] and [27], which use an interactive procedure with four objective functions related to the total cost and total completion time of the project. In [191] and [148], only one of the two measures is minimized and the other objective is forced under a given threshold by introducing an additional constraint. Finally, examples of approaches including time and cost goals in a single weighted objective function can be found in [74].
- the type of relation between resource allocation and activity processing times: as for the deterministic version of the TCTP, a basic distinction can be made considering the nature of patterns between costs and durations. The existence of a continuous relationship is assumed in [159] and [50], while [148] or [91] propose different approaches to solve the stochastic version of the TCTP in the discrete case.
- the type of assignment (scheduling policy): in general, the assignment procedure used to allocate resources can be either static or adaptive. The solution is static if the assignment of resources is fixed and does not change as the activities are processed $[40,191]$. Otherwise, the policy is adaptive and decisions on the assignment can be adjusted over time [92, 131].
- the method for considering stochasticity: several approaches are applied to deal with uncertainty. According to [131], Monte Carlo Simulation (MCS) is used for the first time by [225]; then, it is adopted along with heuristic methods in many papers. Other common techniques include robust optimization [50], and stochastic programming [148].

The approach developed in this chapter considers the minimization of a single weighted objective function by assuming a continuous relationship between the resources allocated and the stochastic service times. MCS is integrated into a metaheuristic framework to simultaneously provide a static resource assignment policy and a feasible activity scheduling.

### 3.2 Statement of the simulation-based optimization problem

In the area of scheduling, numerous problems can be distinguished on the basis of the type of configuration considered. In the following, a description of the integrated resource-allocation and scheduling problem as an extension of the wellknown Permutation Flow Shop Problem (PFSP) is provided. The classical version of PFSP can be described as follows: a set $J$ of $n$ jobs has to be processed by a set $M$ of $m$ machines. Every job $j \in J$ is composed by a set of $m$ operations, each one indicated by $O_{i j}$. The operations must be sequentially performed by the $m$ machines (one operation per machine). Moreover, the processing order of operations in machines is the same for all jobs, i.e., all jobs are processed by all machines in the same order. A positive processing time $p_{i j}$ is associated with each operation $O_{i j}$ and it is assumed to be known in advance. The goal is to find a sequence (permutation) of jobs so that a given criterion is optimized (see [128]). The most commonly and studied criterion is the minimization of the makespan. Adding uncertainty to the PFSP results in the PFSP with stochastic processing times (PFSPST), in which the processing time of each job $j$ in each machine $i$ is not a constant value but it is represented by a nonnegative random variable $P_{i j}$. For this purpose, common approaches use known probability distributions, such as lognormal and Weibull.

Integrating the resource allocation into the PFSPST involves the definition of additional variables to represent the amount of resources assigned to the machines. In the sequel, a simple case with homogeneous resources is considered. Let $r$ be the vector whose components $r_{i}$ indicate the assignment of resources to machine $i$. According to the nature of the trade-off problem, the processing times of the operations are assumed to change with the value of $r_{i}$. In general, the time required by a task decreases as more resources are assigned, and the relation between the time and the number of resources is usually sublinear [74]. Without loss of generality, in the numerical experiments the 'accelerated' processing times $\hat{P}_{i j}$ are considered. In particular, given the single-resource processing times $P_{i j}$, it follows that

$$
\begin{equation*}
\hat{P}_{i j}=\frac{P_{i j}}{\sqrt{r_{i}}} \text { for all } i \in M \text { and } j \in J . \tag{3.2.1}
\end{equation*}
$$

However, note that the type of relation between processing times and number of resources is completely arbitrary in the framework proposed and this assumption could be easily modified to consider also other kinds of functions, eventually different for each particular machine. Moreover, it is important to point out that $\hat{P}_{i j}$ is a random variable as well.

An example with three machines and three jobs is reported in Figure 3.1. In the first Gantt chart, a single resource is assigned to each machine and the overall makespan is 26. In the second chart, adding a second resource to machine M2 results in lower processing times and a better makespan.


Figure 3.1. Difference in makespan with more resources assigned to machines (reproduced from [180], © 2018 IEEE).

On the one hand, adding more resources reduces the time needed to process all the operations. On the other hand, these resources increase the corresponding cost component in the weighted objective function. Therefore, apart from the cost directly linked to the production volume (e.g., row materials) and the fixed cost, the typical factors influencing the total cost of a manufacturing enterprise are linked to the acquisition of resources (e.g., costs for buying equipment and hiring personnel) and the time spent to carry on activities (e.g., renting cost, electricity cost, and salaries). To take into account these aspects in a single minimization goal, the following objective function is used

$$
\begin{equation*}
\lambda \cdot \sum_{i=1}^{m} r_{i}+\mu \cdot \mathbb{E}[C] \tag{3.2.2}
\end{equation*}
$$

where $\mathbb{E}[C]$ is the expected makespan of the solution, while $\lambda$ and $\mu$ are two positive weigths such that the condition $\lambda+\mu=1$ holds. Here, homogeneous resources are assumed, i.e., each resource contributes in the same way to increase the value of function (3.2.2). Note that the makespan $C$ is a function of the random variable $\hat{P}_{i j}$ along with the scheduling plan chosen. Therefore, $C$ is a random variable as well, and an unbiased estimator for $\mathbb{E}[C]$ is represented by the sample mean, which can be computed through a MCS.

### 3.3 The simulation-based optimization approach

In order to deal with the integrated resource allocation and stochastic scheduling problem described in the previous section, a simheuristic algorithm is proposed. It is a multi-start algorithm which combines simulation techniques with a GRASP and it is based on a randomized construction process combined with a local search. During the construction phase, a feasible solution is iteratively constructed by adding a new element to the current solution. At each step, the next element to add to the current


Figure 3.2. The proposed simheuristic algorithm (reproduced from [180], © 2018 IEEE).
solution is determined by ordering all candidate elements (i.e., all elements that can be feasibly added to the solution) according to a greedy function $g: C \rightarrow \mathbb{R}$. This function measures the benefit of including an element in the emerging solution. The element is randomly chosen among the most promising candidates, thus it is not necessarily the top one. Note that this technique tends to generate different solutions every time the multi-start procedure is run, which helps to avoid getting trapped into a local minimum point. Once a feasible solution has been built, it is locally improved with respect to a neighborhood, in order to find a local minimum point. This phase is needed, since the initial solution is unlikely to be optimal after the construction phase. The GRASP metaheuristic is chosen since it is relatively easy-to-implement, does not contain a large number of parameters requiring time-consuming setting processes, and has been successfully applied to a wide range of different optimization problems (see, e.g., [78, 79, 93]).

Figure 3.2 depicts the main characteristics of the simheuristic algorithm, which is composed of three stages. In the first stage, a feasible initial solution is constructed. Then, during the second stage a GRASP algorithm enhances the initial feasible solution by iteratively exploring the search space and conducting a short number of MCS runs. During this stage, a reduced set of promising solutions is obtained. In the third stage, a large number of simulation runs are performed to refine the promising solutions with the goal to obtain the best-possible solution in stochastic terms.

Note that the first stage is composed of two different phases. First of all, the
algorithm carries out a resource assignment. In particular, a number of resources between 1 (minimum) and $q$ (maximum) is randomly assigned to each machine, thus determining its processing time, which is given by Equation (3.2.1). Once the assignment is performed, an initial solution is generated with the help of the well-known NEH constructive heuristic [195]. During the second step of the methodology, the initial solution (initSol) is improved using the GRASP algorithm. At the beginning of the algorithm, initSol is copied into bestSol. Next, an iterative procedure starts in order to create new solutions. Resources are randomly assigned. Then, in order to generate a new solution (newSol), the NEH heuristic is run using a biased-randomization strategy as proposed in [96]. This strategy relies on a skewed probability distribution to assign decreasing probabilities to each possible move of the constructive heuristic. In this case, a Geometric probability distribution with a single parameter $\beta(0<\beta<1)$ is employed. A detailed explanation of this strategy, together with successful application examples, can be found in [70, 129] or [69].

Next, newSol undergoes a local search phase in order to find a local minimum. In the local search, the shift-to-left operator proposed in [128] is utilized. The main idea behind this operator is to iteratively examine all the jobs and try to shift them to the left. If the job movement improves the makespan, the movement is accepted, otherwise the solution is not modified. Once the local search returns a newSol, if this new solution is promising in terms of deterministic makespan, then it is processed by a 'fast' (200 runs) MCS in order to estimate the expected makespan. A reduced number of runs is applied to avoid the simulation jeopardizes the metaheuristic time. Whenever the stochastic solution outperforms the bestSol, the latter is updated to newSol, the new bestSol is saved in the pool of the best solutions, and the process continues until it reaches the maximum execution time. In the experiments, this maximum execution time has been defined as follows

$$
\begin{equation*}
\text { maxTime }=n \cdot m \cdot t \tag{3.3.1}
\end{equation*}
$$

where $n$ is the number of jobs, $m$ is the number of machines, and $t$ is a time factor (initially set to 0.03 seconds). When the GRASP stage ends, the algorithm returns a selected list with the best solutions (in the experiments, the best five ones are selected). For each of these solutions, a more intensive simulation consisting of 1,000 runs is performed. This longer simulation provides a more accurate estimate of the expected makespan $\mathbb{E}[C]$.

### 3.4 Numerical experiments

The algorithm is implemented in Java and tested on a personal computer with an i7 Quad core working at 2.4 GHz and with 6 GB of RAM. For the computational experiments, the classical PFSP benchmark set proposed in [220] is employed and extended to the integrated problem. The original set consists of 12 sets of 10 instances each one, ranging from 20 to 500 jobs to be completed on 5 to 20 machines. As these instances are deterministic, they are extended by considering lognormal distributions with $\mathbb{E}\left[P_{i j}\right]=p_{i j}$. In order to compare the results, 10 instances used in [77] are selected and their costs are adapted assuming that one resource is allocated to each machine. Each instance is executed 10 times using different seeds. The lognormal variance used in the experiments is given by $\operatorname{Var}\left[P_{i j}\right]=k \cdot \mathbb{E}\left[P_{i j}\right]$, being $k$ an experimental design parameter that influences the level of variability. Three different variance levels are used to test the methodology proposed: $k \in\{5,10,20\}$. It is important to point out that, in a real-life application, the specific value of this
parameter would be adjusted based on historical observations, but the methodology would remain the same.

Table 3.1 shows the best solutions found over 10 different runs of the algorithm, one for each different seed. The first column reports the instance name. The second column shows the cost summarized in [77] plus the resource cost assuming that each machine uses one resource. These solutions are used as a reference for comparison with the best solutions found by the metaheuristic approach. The next two columns (third and fourth), report the best deterministic value found by the algorithm and the percentage gap with respect to the previous results, respectively. Finally, the last three columns report the best stochastic cost for each variance level.

Table 3.1. Results for 10 Taillard instances with different variability levels

| Instance | $[\mathbf{7 7}]$ | Det. value | \%-Gap(2-3) | Stochastic values |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $[\mathbf{1}]$ | $[\mathbf{2}]$ | $[\mathbf{3}]$ | $[\mathbf{4}]$ | $[\mathbf{5}](\mathrm{k}=\mathbf{5})$ | $[\mathbf{6}](\mathrm{k}=\mathbf{1 0})$ | $[\mathbf{7}](\mathrm{k}=\mathbf{2 0})$ |
| tai097 | 12882.00 | 12061.06 | -6.37 | 12181.46 | 12108.56 | 12476.26 |
| tai102 | 15425.00 | 15425.00 | 0.00 | 17321.55 | 17370.55 | 17465.48 |
| tai103 | 15513.00 | 15513.00 | 0.00 | 17394.32 | 17468.20 | 17215.68 |
| tai104 | 15470.00 | 15470.00 | 0.00 | 17252.67 | 17270.40 | 16603.26 |
| tai105 | 15380.00 | 15380.00 | 0.00 | 17036.50 | 17215.58 | 17047.88 |
| tai107 | 15517.00 | 15517.00 | 0.00 | 17360.07 | 17341.70 | 17290.16 |
| tai108 | 15536.00 | 15536.00 | 0.00 | 16763.63 | 17029.10 | 16903.45 |
| tai112 | 30810.00 | 29122.46 | -5.48 | 29169.32 | 32738.78 | 32588.69 |
| tai113 | 30613.00 | 28852.54 | -5.75 | 32164.19 | 29117.31 | 32715.56 |
| tai118 | 30767.00 | 29165.26 | -5.21 | 29227.71 | 29250.82 | 29334.08 |
| Average | 19791.30 | 19204.23 | -2.28 | 20587.14 | 20691.10 | 20964.05 |

First, the results produced by the algorithm for the deterministic case have been compared with the solutions provided in [77] (Column 2). Looking at Column 4, it can be observed that adding more resources to machines tends to reduce the total cost of the best solution. However, for other instances, the best solution is not improved, obtaining the same solutions as in Column 1 (where a single resource to each machine is assigned). This behavior seems to indicate that in the latter instances the makespan savings associated with increasing resources do not compensate their marginal cost.

In a similar way, the simheuristic approach is used in the stochastic scenario. On the average, the stochastic cost of the solutions increases with the variance level $k$. Note that, for most instances (all except tai102 and tai107), the makespan can decrease as the variance level increases. To better study this behavior, another set of experiments is conducted on instances tai104 and tai113, where the makespan decrease was noticeable. In this new experiment, the time factor $t$ is increased (from 0.03 to 3 seconds), as well as the number of runs (they have been increased to 500 and 2000 for short and long simulations, respectively). The results are reported in Table 3.2. The makespan is still decreasing for instance tai104, but now the magnitude of this reduction is small. For instance tai113 this decreasing effect has disappeared. Therefore, results in Table 3.1 are probably due to the small number of simulation runs performed in that initial experiment.

Figure 3.3 reports the boxplot of the percentage gaps between the best stochastic solution and the best deterministic solution found at each run. It seems clear that the expected cost grows as the variance increases, inducing larger gaps. This effect is what one should expect and it adds credibility to the results obtained by the algorithm. It also illustrates that using the best deterministic solution in a stochastic

Table 3.2. Results for 2 Taillard instances with different variability levels and more computational times

| Instance | Stochastic values |  |  |  | \% gap |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $[\mathbf{1}]$ | $[\mathbf{2}](\mathbf{k}=\mathbf{5})$ | $[\mathbf{3}](\mathbf{k}=\mathbf{1 0})$ | $[\mathbf{4}](\mathbf{k}=\mathbf{2 0})$ |  | $[\mathbf{3 - 2}]$ | $[\mathbf{4 - 3}]$ |
| tai104 | 16403.94 | 16342.74 | 16344.01 |  | -0.37 | 0.01 |
| tai113 | 27779.78 | 27832.76 | 27835.63 |  | 0.19 | 0.01 |

framework might be a bad decision, since it usually provides suboptimal values.


Figure 3.3. Comparison of gaps between stochastic and deterministic solutions.

## Chapter 4

## Derivative-free methods for mixed-integer nonsmooth constrained optimization problems

In this chapter, new linesearch-based methods for mixed-integer nonsmooth constrained optimization problems are proposed. First-order information on the problem functions is assumed to be unavailable. First, a general framework for mixedinteger bound constrained problems is described. Then, an exact penalty approach is used to tackle the presence of nonlinear (possibly nonsmooth) constraints. The global convergence properties toward stationary points are analyzed for all the algorithms proposed and results of a numerical experience on a set of test mixed-integer bound constrained problems are reported.

### 4.1 The mixed-integer nonsmooth constrained optimization problem

This chapter deals with the following mixed-integer nonlinearly constrained problem

$$
\begin{array}{cl}
\min & f(x) \\
\text { s.t. } & g(x) \leq 0, \\
& l \leq x \leq u,  \tag{4.1.1}\\
& x_{i} \in \mathbb{R} \text { for all } i \in I^{c}, \\
& x_{i} \in \mathbb{Z} \text { for all } i \in I^{z},
\end{array}
$$

where $x \in \mathbb{R}^{n}, \quad l, u \in \mathbb{R}^{n}, \quad$ and $I^{c} \cup I^{z}=\{1, \ldots, n\}$, with $I^{c} \cap I^{z}=\emptyset$. We assume that $l_{i}<u_{i}$ for all $i \in I^{c} \cup I^{z}$ and $l_{i}, u_{i} \in \mathbb{Z}$ for all $i \in I^{z}$. Moreover, the functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, which may be nondifferentiable, are supposed to be Lipschitz continuous with respect to $x_{i}$, with $i \in I^{c}$. We define the sets

$$
\begin{aligned}
& X:=\left\{x \in \mathbb{R}^{n}: l \leq x \leq u\right\}, \quad \mathcal{F}:=\left\{x \in \mathbb{R}^{n}: g(x) \leq 0\right\} \\
& \mathcal{Z}:=\left\{x \in \mathbb{R}^{n}: x_{i} \in \mathbb{Z} \text { with } i \in I^{z}\right\}
\end{aligned}
$$

and we assume throughout the chapter that $X$ is a compact set. Hence, $l_{i}$ and $u_{i}$ cannot be infinite. After defining the previous sets, Problem (4.1.1) can be reformulated as follows

$$
\begin{array}{ll}
\min & f(x) \\
\text { s.t. } & x \in \mathcal{F} \cap \mathcal{Z} \cap X . \tag{4.1.2}
\end{array}
$$

The derivative-free linesearch-type algorithms proposed in this chapter extend the strategies successfully tested in [75] and [171] for continuous and integer problems, respectively, to the mixed-integer case. In particular, globally convergent algorithms are developed in [75] by using a projected linesearch procedure and a dense sequence of directions and in [171] by adopting a set of primitive directions. In this chapter, these strategies are here combined into several algorithms that are provided with global convergence properties towards stationary points of the mixed-integer problems considered. Specifically, different local searches are adopted to tackle the continuous and integer variables separately. On the one hand, a dense sequence of search directions is used to explore the continuous variables in order to effectively detect descent directions, whose cone can be arbitrarily narrow in the nonsmooth case. On the other hand, a set of primitive discrete directions is adopted to enable a thorough exploration of the integer lattice in order to escape points that could not be further improved by using a predetermined set of directions. The characteristics of the set of primitive directions, whether it contains all the feasible directions or not, and the type of polling, whether complete or opportunistic, give rise to algorithms that differ in terms of computational cost and convergence properties.

The presence of general nonlinear constraints is handled by using an exact penalty approach. Since only the violation of such constraints is included in the penalty function, the algorithms developed for bound constrained problems can be used to minimize the penalized problem, which is proved to be equivalent to the original one under reasonable conditions. It is important to point out that the strategy of penalizing only the general nonlinear constraints have been successfully adopted in many papers from the literature related to derivative-free optimization [164, 149, 172, 112, 173].

This chapter is organized as follows. Section 4.2 reports some definitions and preliminary results. In Section 4.3, the four algorithms proposed for mixed-integer problems with bound constraints are described and their convergence properties are analyzed. The same type of analysis is reported in Section 4.4 for the algorithm addressing mixed-integer problems with general nonlinear constraints. Section 4.5 describes the results of extensive numerical experiments performed for the bound constrained case.

### 4.2 Notation and preliminary results

Given a vector $v \in \mathbb{R}^{n}$, we introduce the subvectors $v_{c} \in \mathbb{R}^{\left|I^{c}\right|}$ and $v_{z} \in \mathbb{R}^{\left|I^{z}\right|}$, given by

$$
v_{c}=\left[v_{i}\right]_{i \in I^{c}} \quad \text { and } \quad v_{z}=\left[v_{i}\right]_{i \in I^{z}},
$$

where $v_{i}$ denotes the i-th component of $v$. When a vector is an element of an infinite sequence of vectors $\left\{v_{k}\right\}$, the i-th component will be denoted as $\left(v_{k}\right)_{i}$, in order to avoid possible ambiguities. Moreover, throughout the chapter we denote by $\|\cdot\|$ the Euclidean norm.

The search directions considered in the algorithms proposed in the next sections have either a null continuous subvector or a null discrete subvector, meaning that we do not consider directions that update both continuous and discrete variables
simultaneously. First we report some definitions to define primitive vectors, which are used to characterize the subvectors of the search directions related to the discrete variables. Then we move on to the properties of the subvectors related to the continuous variables.

Definition 4.2.1 (Divisor) Given two integers a and $b$, we say that $a$ is divisor of $b$ if an integer $c$ exists such that $b=c a$.

Definition 4.2.2 (Greatest common divisor) Given $v \in \mathbb{Z}^{n}$, the greatest common divisor of its components $\left\{v_{1}, \ldots, v_{n}\right\}$, denoted as $G C D\left(v_{1}, \ldots, v_{n}\right)$, is a nonnegative integer $d$ such that $d$ is divisor of $\left\{v_{1}, \ldots, v_{n}\right\}$ (i.e., it is a common divisor) and all other common divisors of $\left\{v_{1}, \ldots, v_{n}\right\}$ are divisors of $d$.

Definition 4.2.3 (Primitive vector) A vector $v \in \mathbb{Z}^{n}$ is called primitive if $G C D\left(v_{1}, \ldots, v_{n}\right)=1$.

Since the objective and constraint functions of the problem considered are assumed to be nonsmooth, proving convergence to a stationary point requires particular subsequences of the continuous subvectors of the search directions to be provided with the density property. In fact, since the feasible descent directions can form an arbitrarily narrow cone (see, e.g., [20] and [5]), a finite number of search directions is not sufficient. Denoted the unit sphere with center in the origin as $S(0,1)=\left\{s \in \mathbb{R}^{n}:\left\|s_{c}\right\|=1\right.$ and $\left.\left\|s_{z}\right\|=0\right\}$, we extend to the mixed-integer case the definition of a dense subsequence of directions.

Definition 4.2.4 (Dense subsequence) Let $K$ be an infinite subset of indices (possibly $K=\{0,1, \ldots\}$ ). The subsequence of normalized directions $\left\{s_{k}\right\}_{K}$, with $\left(s_{k}\right)_{i}=0$ for all $i \in I^{z}$, is dense in the unit sphere $S(0,1)$ if for any $\bar{s} \in S(0,1)$ and for any $\epsilon>0$ an index $k \in K$ exists such that $\left\|s_{k}-\bar{s}\right\| \leq \epsilon$.

To provide necessary optimality conditions for Problem (4.1.2), we extend to the mixed-integer case the definition of generalized directional derivative, which is also called Clarke directional derivative, given in [49]. We also recall the definition of generalized gradient.

Definition 4.2.5 (Generalized direc. derivative and generalized gradient) Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a Lipschitz continuous function near $x \in \mathbb{R}^{n}$ with respect to its continuous variables $x_{c}$. The generalized directional derivative of $h$ at $x$ in the direction $s \in \mathbb{R}^{n}$, with $s_{i}=0$ for $i \in I^{z}$, is

$$
\begin{equation*}
h_{c}^{C l}(x ; s)=\limsup _{y_{c} \rightarrow x_{c}, y_{z}=x_{z}, t \downarrow 0} \frac{h(y+t s)-h(y)}{t} . \tag{4.2.1}
\end{equation*}
$$

The generalized gradient of $h$ at $x$ is

$$
\partial_{c} h(x)=\left\{v \in \mathbb{R}^{\left|I^{c}\right|}: h_{c}^{C l}(x ; s) \geq s^{T} v \text { for all } s \in \mathbb{R}^{n}, \text { with } s_{i}=0 \text { for } i \in I^{z}\right\} .
$$

Moreover, let us denote the orthogonal projection over the set $X$ as $[x]_{[l, u]}=$ $\max \{l, \min \{u, x\}\}$ and the interior of a set $\mathcal{C}$ as $\stackrel{\circ}{\mathcal{C}}$.

### 4.2.1 The bound constrained case

As a special case of Problem (4.1.1), we can consider the following bound constrained problem

$$
\begin{array}{cl}
\min & f(x) \\
\text { s.t. } & l \leq x \leq u, \\
& x_{i} \in \mathbb{R} \text { for all } i \in I^{c}, \\
& x_{i} \in \mathbb{Z} \text { for all } i \in I^{z},
\end{array}
$$

which can be reformulated as follows

$$
\begin{align*}
& \min f(x)  \tag{4.2.2}\\
& \text { s.t. } \quad x \in X \cap \mathcal{Z} .
\end{align*}
$$

The next definitions are related to directions that are feasible with respect to $X \cap \mathcal{Z}$.
Definition 4.2.6 (Set of feasible primitive discrete directions) Given $a$ point $x \in X \cap \mathcal{Z}$,

$$
\begin{gathered}
D^{z}(x)=\left\{d \in \mathbb{Z}^{n}: d_{z} \text { is a primitive vector, } d_{i}=0 \text { for all } i \in I^{c},\right. \text { and } \\
\\
x+d \in X \cap \mathcal{Z}\}
\end{gathered}
$$

is the set of feasible primitive discrete directions at $x$ with respect to $X \cap \mathcal{Z}$.

## Definition 4.2.7 (Union of the sets of feasible primitive discr. directions)

$$
\bar{D}=\bigcup_{x \in X \cap \mathcal{Z}} D^{z}(x)
$$

is the union of the sets of feasible primitive discrete directions with respect to $X \cap \mathcal{Z}$.
Proposition 4.2.8 The union of the sets of feasible primitive discrete directions $\bar{D}$ has a finite number of elements.

Proof Given $d \in \bar{D}$, it follows that $d \in D^{z}(x)$ for some $x \in X \cap \mathcal{Z}$. By the definition of $D^{z}(x)$, we have that $d_{i}=0$ for all $i \in I_{c}$ and $d_{z}$ is a primitive vector. Hence, by considering the boundedness of $X$, for all $x \in X \cap \mathcal{Z}$ the number of subvectors $d_{z}, d \in D^{z}(x)$, is finite. By the boundedness of $X$ and by $d_{i}=0 \in I_{c}$, it follows that the number of distinct $x_{z}$ is finite and that the number of distinct $D^{z}(x)$, with $x \in X \cap \mathcal{Z}$, is finite as well. Therefore, the union of subvectors $d_{z}$ from a finite number of distinct sets $D^{z}(x)$, with $x \in X \cap \mathcal{Z}$, has a finite number of elements.

The cone of feasible continuous directions is defined according to the following definition.

Definition 4.2.9 (Cone of feasible continuous directions) Given a point $x \in X \cap \mathcal{Z}$, the set

$$
\begin{aligned}
& D^{c}(x)=\left\{s \in \mathbb{R}^{n}: s_{i}=0 \text { for all } i \in I^{z},\right. \\
& s_{i} \geq 0 \text { for all } i \in I^{c} \text { and } x_{i}=l_{i}, \\
& s_{i} \leq 0 \text { for all } i \in I^{c} \text { and } x_{i}=u_{i} \text {, } \\
& \left.s_{i} \in \mathbb{R} \text { for all } i \in I^{c} \text { and } l_{i}<x_{i}<u_{i}\right\}
\end{aligned}
$$

is the cone of feasible continuous directions at $x$ with respect to $X \cap \mathcal{Z}$.

Now we report a technical proposition whose proof can be derived by minor modifications of [165, Proposition 2.3].

Proposition 4.2.10 Let $\left\{x_{k}\right\} \subset X \cap \mathcal{Z}$ for all $k$, and $\left\{x_{k}\right\} \rightarrow \bar{x} \in X \cap \mathcal{Z}$ for $k \rightarrow \infty$. Then, for $k$ sufficiently large,

$$
D^{c}(\bar{x}) \subseteq D^{c}\left(x_{k}\right)
$$

Moreover, we introduce two definitions of neighborhood with respect to discrete variables and we recall the definition of neighborhood with respect to continuous variables.

Definition 4.2 .11 (Discrete neighborhood) Given a point $\bar{x} \in X \cap \mathcal{Z}$, the discrete neighborhood of $\bar{x}$ is

$$
\mathcal{B}^{z}(\bar{x})=\left\{x \in X \cap \mathcal{Z}: \quad x=\bar{x}+d, \quad \text { with } \quad d \in D^{z}(\bar{x})\right\}
$$

Definition 4.2.12 (Weak discrete neighborhood) Given a point $\bar{x} \in X \cap \mathcal{Z}$, the weak discrete neighborhood of $\bar{x}$ is

$$
\mathcal{B}_{w}^{z}\left(\bar{x} ; \tilde{D}^{z}\right)=\left\{x \in X \cap \mathcal{Z}: \quad x=\bar{x}+d, \quad \text { with } \quad d \in \tilde{D}^{z}\right\}
$$

with $\tilde{D}^{z} \subset D^{z}(\bar{x})$.
Definition 4.2.13 (Continuous neighborhood) Given a point $\bar{x} \in X \cap \mathcal{Z}$ and a scalar $\rho$, the continuous neighborhood of $\bar{x}$ is

$$
\mathcal{B}^{c}(\bar{x} ; \rho)=\left\{x \in X: x_{z}=\bar{x}_{z} \text { and }\left\|x_{c}-\bar{x}_{c}\right\| \leq \rho\right\} .
$$

Two definitions of local minimum points are given below.
Definition 4.2 .14 (Local minimum point) A point $x^{*} \in X \cap \mathcal{Z}$ is a local minimum point of Problem (4.2.2) if, for some $\epsilon>0$,

$$
\begin{array}{ll}
f\left(x^{*}\right) \leq f(x) & \text { for all } x \in \mathcal{B}^{c}\left(x^{*} ; \epsilon\right) \\
f\left(x^{*}\right) \leq f(x) & \text { for all } x \in \mathcal{B}^{z}\left(x^{*}\right) \tag{4.2.4}
\end{array}
$$

Definition 4.2.15 (Weak local minimum point) A point $x^{*} \in X \cap \mathcal{Z}$ is a weak local minimum point of Problem (4.2.2) if, for some $\epsilon>0$ and some $\tilde{D}^{z} \subset D^{z}\left(x^{*}\right)$,

$$
\begin{array}{ll}
f\left(x^{*}\right) \leq f(x) & \text { for all } x \in \mathcal{B}^{c}\left(x^{*} ; \epsilon\right) \\
f\left(x^{*}\right) \leq f(x) & \text { for all } x \in \mathcal{B}_{w}^{z}\left(x^{*} ; \tilde{D}^{z}\right) \tag{4.2.5}
\end{array}
$$

Now we extend to the mixed-integer case the definition of Clarke-Jahn generalized directional derivative given in [123, Section 3.5]. As opposed to the Clarke directional derivative, in this definition the limit superior is considered only for points $y$ and $y+t s$ in $X \cap \mathcal{Z}$, thus requiring stronger assumptions.

Definition 4.2.16 (Clarke-Jahn generalized directional derivative) Given $a$ point $x \in X \cap \mathcal{Z}$ with continuous subvector $x_{c}$, the Clarke-Jahn generalized directional derivative of function $f$ along direction $s \in D^{c}(x)$ is given by

$$
\begin{equation*}
f_{c}^{\circ}(x ; s)=\limsup _{\substack{y_{c} \rightarrow x_{c}, y_{z}=x_{z}, y \in X \cap \mathcal{Z} \\ t \downarrow 0, y+t s \in X \cap \mathcal{Z}}} \frac{f(y+t s)-f(y)}{t} . \tag{4.2.6}
\end{equation*}
$$

We now report a proposition that provides necessary optimality conditions. A similar result can be stated for weak local minimum points as well.
Proposition 4.2.17 Let $x^{*} \in X \cap \mathcal{Z}$ be a local minimum point of Problem (4.2.2). Then

$$
\begin{array}{ll}
f_{c}^{\circ}\left(x^{*} ; s\right) \geq 0 & \text { for all } s \in D^{c}\left(x^{*}\right) \\
f\left(x^{*}\right) \leq f(x) & \text { for all } x \in \mathcal{B}^{z}\left(x^{*}\right) . \tag{4.2.8}
\end{array}
$$

Proof Since relation (4.2.8) is true by the definition of local minimum given in Definition 4.2.14, it remains to prove relation (4.2.7). In particular, by the definition of Clarke-Jahn directional derivative, we want to prove that

$$
f_{c}^{\circ}\left(x^{*} ; s\right) \geq 0 \text { for all } s \in D^{c}\left(x^{*}\right) .
$$

Proceeding by contradiction, we assume that a direction $\bar{s} \in D^{c}\left(x^{*}\right)$ exists such that

$$
f_{c}^{\circ}\left(x^{*} ; \bar{s}\right)<0 .
$$

Then, for every $y \in X \cap \mathcal{Z}$ with $y_{c}$ sufficiently close to $x_{c}^{*}$ and $y_{z}=x_{z}^{*}$, and for every $t>0$ sufficiently close to 0 , we would have that $y+t \bar{s} \in X \cap \mathcal{Z}$ and $f(y+t \bar{s})-f(y)<0$. In particular, setting $y_{c}=x_{c}^{*}$ and $y_{z}=x_{z}^{*}$ yields $f\left(x^{*}+t \bar{s}\right)-f\left(x^{*}\right)<0$, which contradicts the fact that $x^{*}$ is a local minimizer of $f$.

Proposition 4.2.18 Let $x^{*} \in X \cap \mathcal{Z}$ be a weak local minimum point of Problem (4.2.2). Then

$$
\begin{array}{ll}
f_{c}^{\circ}\left(x^{*} ; s\right) \geq 0 & \text { for all } s \in D^{c}\left(x^{*}\right), \\
f\left(x^{*}\right) \leq f(x) & \text { for all } x \in \mathcal{B}_{w}^{z}\left(x^{*} ; \tilde{D}^{z}\right), \tag{4.2.10}
\end{array}
$$

for some $\tilde{D}^{z} \subset D^{z}\left(x^{*}\right)$.
With reference to Problem (4.2.2), now we introduce the definitions of stationary point and weak stationary point based on the Clarke-Jahn generalized directional derivative. Then, we give the definition of stationary point based on the Clarke directional derivative and we prove a corollary stating that a stationary point according to the Clarke-Jahn definition is a stationary point according to the Clarke definition.

Definition 4.2.19 (Stationary point) $A$ point $x^{*} \in X \cap \mathcal{Z}$ is a stationary point of Problem (4.2.2) when it satisfies (4.2.7) and (4.2.8).
Definition 4.2.20 (Weak stationary point) $A$ point $x^{*} \in X \cap \mathcal{Z}$ is a weak stationary point of Problem (4.2.2) when it satisfies (4.2.9) and (4.2.10).
Definition 4.2.21 (Clarke stationary point) A point $x^{*} \in X \cap \mathcal{Z}$ is a Clarke stationary point of Problem (4.2.2) when it satisfies

$$
\begin{array}{lr}
f_{c}^{C l}\left(x^{*} ; s\right) \geq 0 & \text { for all } s \in D^{c}\left(x^{*}\right) \\
f\left(x^{*}\right) \leq f(x) & \text { for all } x \in \mathcal{B}^{z}\left(x^{*}\right) \tag{4.2.12}
\end{array}
$$

Corollary 4.2.22 Let $x^{*} \in X \cap \mathcal{Z}$ be a stationary point for Problem (4.2.2). Then $x^{*}$ is a Clarke stationary point.

Proof The proof easily follows by Proposition (4.2.17) and by the fact that the subsequences of feasible points for Problem (4.2.2) considered in Definition 4.2.16 satisfy also the more general conditions of the limit superior in Definition 4.2.5.

### 4.2.2 The nonsmooth nonlinearly constrained case

Now we turn our attention to the general case defined through Problem (4.1.2). A local minimum point for this problem is defined as follows.

Definition 4.2 .23 (Local minimum point) A point $x^{\star} \in \mathcal{F} \cap \mathcal{Z} \cap X$ is a local minimum point of Problem (4.1.2) if, for some $\epsilon>0$,

$$
\begin{array}{ll}
f\left(x^{\star}\right) \leq f(x) & \text { for all } x \in \mathcal{B}^{c}\left(x^{\star} ; \epsilon\right) \cap \mathcal{F},  \tag{4.2.13}\\
f\left(x^{\star}\right) \leq f(x) & \text { for all } x \in \mathcal{B}^{z}\left(x^{\star}\right) \cap \mathcal{F} .
\end{array}
$$

In order to prove some of the next results, we extend to the mixed-integer case the definition of Clarke stationary point for unconstrained problems.

Definition 4.2.24 (Clarke stationarity for unconstrained problems) Given the unconstrained problem

$$
\begin{array}{ll}
\min & f(x) \\
\text { s.t. } & x_{i} \in \mathbb{R} \text { for all } i \in I^{c},  \tag{4.2.14}\\
& x_{i} \in \mathbb{Z} \text { for all } i \in I^{z},
\end{array}
$$

a point $\bar{x}$ is a Clarke stationary point if $0 \in \partial_{c} f(\bar{x})$ and $f\left(x^{\star}\right) \leq f(x)$ for all $x$ such that $x_{i} \in \mathbb{R}$ for all $i \in I^{c}$ and $x_{i} \in \mathbb{Z}$ for all $i \in I^{z}$.

Proposition 4.2.25 (Fritz John Optimality Conditions) Let $x^{\star} \in \mathcal{F} \cap \mathcal{Z} \cap X$ be a local minimum point of Problem (4.1.2). Then, multipliers $\lambda_{0}^{\star}, \lambda_{1}^{\star}, \ldots, \lambda_{m}^{\star} \in \mathbb{R}$ not all zero exist, with

$$
\lambda_{0}^{\star} \geq 0, \quad \lambda_{i}^{\star} \geq 0 \quad \text { and } \quad \lambda_{i}^{\star} g_{i}\left(x^{\star}\right)=0 \text { for all } i \in\{1, \ldots, m\},
$$

such that for every $s \in D^{c}\left(x^{\star}\right)$

$$
\begin{equation*}
\max \left\{\xi^{\top} s: \xi \in \partial_{c} f\left(x^{\star}\right)+\sum_{i=1}^{m} \lambda_{i}^{\star} \partial_{c} g_{i}\left(x^{\star}\right)\right\} \geq 0 \tag{4.2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(x^{\star}\right) \leq f(x) \text { for all } x \in \mathcal{B}^{z}\left(x^{\star}\right) \cap \mathcal{F} . \tag{4.2.16}
\end{equation*}
$$

Proof Given a scalar $\rho$, let us define the continuous neighborhood of $x^{\star}$ as

$$
\hat{\mathcal{B}}^{c}\left(x^{\star} ; \rho\right)=\left\{x \in \mathbb{R}^{n}: x_{z}=x_{z}^{\star},\left\|x_{c}-x_{c}^{\star}\right\|_{2} \leq \rho\right\} .
$$

Since relation (4.2.16) is true by the definition of local minimum point given in Definition 4.2.23, we have to prove relation (4.2.15). The local optimality of $x^{\star}$ with respect to the continuous variables implies that a constant $\epsilon>0$ exists such that

$$
\begin{equation*}
f\left(x^{\star}\right) \leq f(x) \quad \text { for all } x \in \hat{\mathcal{B}}^{c}\left(x^{\star} ; \epsilon\right) \cap \mathcal{F} \cap X \tag{4.2.17}
\end{equation*}
$$

Let us define the following functional

$$
\begin{aligned}
\Phi(x)=\max \{ & f(x)-f\left(x^{\star}\right), g_{1}(x), \ldots, g_{m}(x) \\
& \left.\left(l_{1}-x_{1}\right), \ldots,\left(l_{n}-x_{n}\right),\left(x_{1}-u_{1}\right), \ldots,\left(x_{n}-u_{n}\right)\right\}
\end{aligned}
$$

It follows that $\Phi(x) \geq 0$ for all $x \in \hat{\mathcal{B}}^{c}\left(x^{\star} ; \rho\right)$. In fact, assume by contradiction that $\hat{x} \in \hat{\mathcal{B}}^{c}\left(x^{\star} ; \rho\right)$ exists such that $\Phi(\hat{x})<0$. This implies that $g(\hat{x})<0$ and $l<\hat{x}<u$, i.e. $\hat{x} \in \mathcal{F} \cap \mathcal{Z} \cap \mathcal{X}$, and that $f(\hat{x})<f\left(x^{\star}\right)$. The previous relation contradicts that $x^{\star}$ is a local minimum point.

Since $x^{\star} \in \mathcal{F} \cap \mathcal{Z} \cap \mathcal{X}$ and $\Phi\left(x^{\star}\right)=0, x^{\star}$ is a local minimum point of $\Phi(x)$ with respect to the continuous variables. Hence, by Definition 4.2.24 we have that

$$
0 \in \partial_{c} \Phi\left(x^{\star}\right)
$$

Considering [49, Proposition 2.3.12], it follows that

$$
\begin{equation*}
0 \in \tilde{\lambda}_{0} \partial_{c} f\left(x^{\star}\right)+\sum_{i \in I_{0}\left(x^{\star}\right)} \tilde{\lambda}_{i} \partial_{c} g_{i}\left(x^{\star}\right)-\sum_{j \in I_{l}\left(x^{\star}\right)} \tilde{\mu}_{j} e_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \tilde{\mu}_{h} e_{h} \tag{4.2.18}
\end{equation*}
$$

where:

- $I_{0}\left(x^{\star}\right)=\left\{i: g_{i}\left(x^{\star}\right)=0\right\}, I_{l}\left(x^{\star}\right)=\left\{j: x_{j}^{\star}=l_{j}\right\}$, and $I_{u}\left(x^{\star}\right)=\left\{h: x_{h}^{\star}=u_{h}\right\} ;$
- $\tilde{\lambda}_{0} \geq 0$ and $\tilde{\lambda}_{i} \geq 0$ for all $i \in I_{0}\left(x^{\star}\right), \tilde{\mu}_{j} \geq 0$ for all $j \in I_{l}\left(x^{\star}\right)$, and $\tilde{\mu}_{h} \geq 0$ for all $h \in I_{u}\left(x^{\star}\right)$, with

$$
\begin{equation*}
\tilde{\lambda}_{0}+\sum_{i \in I_{0}\left(x^{\star}\right)} \tilde{\lambda}_{i}+\sum_{j \in I_{l}\left(x^{\star}\right)} \tilde{\mu}_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \tilde{\mu}_{h}=1 . \tag{4.2.19}
\end{equation*}
$$

Now, the linear independence of the set $\left\{e_{j}: j \in I_{l}\left(x^{\star}\right)\right\} \cup\left\{e_{h}: h \in I_{u}\left(x^{\star}\right)\right\}$ implies that

$$
\tilde{\lambda}_{0}+\sum_{i \in I_{0}\left(x^{\star}\right)} \tilde{\lambda}_{i} \neq 0
$$

otherwise from relation (4.2.18) we would have

$$
0=-\sum_{j \in I_{l}\left(x^{\star}\right)} \tilde{\mu}_{j} e_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \tilde{\mu}_{h} e_{h}
$$

which is true only if $\tilde{\mu}_{j}$ and $\tilde{\mu}_{h}$ are all zero, resulting in a contradiction with (4.2.19).
We can now divide (4.2.18) by $\Lambda:=\tilde{\lambda}_{0}+\sum_{i \in I_{0}\left(x^{\star}\right)} \tilde{\lambda}_{i} \neq 0$. Calling

$$
\begin{aligned}
\lambda_{0} & :=\frac{\tilde{\lambda}_{0}}{\Lambda} \\
\lambda_{i} & :=\frac{\tilde{\lambda}_{i}}{\Lambda}, \forall i \in I_{0}\left(x^{\star}\right) \\
\mu_{j} & :=\frac{\tilde{\mu}_{j}}{\Lambda}, \forall j \in I_{l}\left(x^{\star}\right) \\
\mu_{h} & :=\frac{\tilde{\mu}_{h}}{\Lambda}, \forall h \in I_{u}\left(x^{\star}\right)
\end{aligned}
$$

we have

$$
\begin{equation*}
0 \in \lambda_{0} \partial_{c} f\left(x^{\star}\right)+\sum_{i \in I_{0}\left(x^{\star}\right)} \lambda_{i} \partial_{c} g_{i}\left(x^{\star}\right)-\sum_{j \in I_{l}\left(x^{\star}\right)} \mu_{j} e_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \mu_{h} e_{h} \tag{4.2.20}
\end{equation*}
$$

where $\lambda_{0} \geq 0$ and $\lambda_{i} \geq 0$ for all $i \in I_{0}\left(x^{\star}\right), \mu_{j} \geq 0$ for all $j \in I_{l}\left(x^{\star}\right)$, and $\mu_{h} \geq 0$ for all $h \in I_{u}\left(x^{\star}\right)$, with

$$
\begin{equation*}
\lambda_{0}+\sum_{i \in I_{0}\left(x^{\star}\right)} \lambda_{i}=1 \tag{4.2.21}
\end{equation*}
$$

From (4.2.20), we have that $\xi$ exists such that

$$
\xi \in \lambda_{0} \partial_{c} f\left(x^{\star}\right)+\sum_{i \in I_{0}\left(x^{\star}\right)} \lambda_{i} \partial_{c} g_{i}\left(x^{\star}\right)
$$

and

$$
0=\xi-\sum_{j \in I_{l}\left(x^{\star}\right)} \mu_{j} e_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \mu_{h} e_{h} .
$$

Then, from Definition 4.2.9 of $D^{c}\left(x^{\star}\right)$, we have

$$
\begin{equation*}
\xi^{\top} s \geq 0 \tag{4.2.22}
\end{equation*}
$$

for all $s \in D^{c}\left(x^{\star}\right)$. Thus, for all $s \in D^{c}\left(x^{\star}\right)$, we can write

$$
\max \left\{\xi^{\top} s: \xi \in \lambda_{0} \partial_{c} f\left(x^{\star}\right)+\sum_{i \in I_{0}\left(x^{\star}\right)} \lambda_{i} \partial_{c} g_{i}\left(x^{\star}\right)\right\} \geq 0
$$

with $\lambda_{0} \geq 0$ and $\lambda_{i} \geq 0$ for all $i \in I_{0}\left(x^{\star}\right)$ and, by (4.2.21), not all zero. Choosing $\lambda_{i}=0$ for all $i \notin I_{0}\left(x^{\star}\right)$ allows us to prove the proposition.

Taking into account the proof given above and, in particular, the inequality (4.2.22), the following result can be derived.

Lemma 4.2.26 Let $x^{\star} \in \mathcal{F} \cap \mathcal{Z} \cap X$ be a local minimum point of Problem (4.1.2). Then, multipliers $\lambda_{0}^{\star}, \lambda_{1}^{\star}, \ldots, \lambda_{m}^{\star} \in \mathbb{R}$ not all zero, with

$$
\lambda_{0}^{\star} \geq 0, \quad \lambda_{i}^{\star} \geq 0 \quad \text { and } \quad \lambda_{i}^{\star} g_{i}\left(x^{\star}\right)=0 \quad \text { for all } i \in\{1, \ldots, m\}
$$

and a vector $\bar{\xi} \in \lambda_{0}^{\star} \partial_{c} f\left(x^{\star}\right)+\sum_{i=1}^{m} \lambda_{i}^{\star} \partial_{c} g_{i}\left(x^{\star}\right)$ exist such that

$$
\bar{\xi}^{\top} s \geq 0
$$

for every $s \in D^{c}\left(x^{\star}\right)$.
Proposition 4.2.27 (KKT Necessary Optimality Conditions) Let $x^{\star} \in \mathcal{F} \cap \mathcal{Z} \cap X$ be a local minimum point of Problem (4.1.2) and assume that $a$ direction $s \in D^{c}\left(x^{\star}\right)$ exists such that, for all $i \in\left\{1, \ldots, m: g_{i}\left(x^{\star}\right)=0\right\}$,

$$
\begin{equation*}
\left(\xi^{g_{i}}\right)^{\top} s<0, \quad \forall \xi^{g_{i}} \in \partial_{c} g_{i}\left(x^{\star}\right) \tag{4.2.23}
\end{equation*}
$$

Then there exists a vector $\lambda^{\star} \in \mathbb{R}^{m}$ such that, for every $s \in D^{c}\left(x^{\star}\right)$

$$
\begin{align*}
& \max \left\{\xi^{\top} s: \xi \in \partial_{c} f\left(x^{\star}\right)+\sum_{i=1}^{m} \lambda_{i}^{\star} \partial_{c} g_{i}\left(x^{\star}\right)\right\} \geq 0  \tag{4.2.24}\\
& \left(\lambda^{\star}\right)^{T} g\left(x^{\star}\right)=0 \quad \text { and } \quad \lambda^{\star} \geq 0 \tag{4.2.25}
\end{align*}
$$

and

$$
\begin{equation*}
f\left(x^{\star}\right) \leq f(x) \text { for all } x \in \mathcal{B}^{z}\left(x^{\star}\right) \cap \mathcal{F} . \tag{4.2.26}
\end{equation*}
$$

Proof Since relation (4.2.26) is true by the definition of local minimum point given in Definition 4.2.23, we have to prove the remaining relations. In particular, by inequality (4.2.23), we know that $\bar{s} \in \mathbb{R}^{n}$ with $\bar{s}_{i}=0$ for $i \in I^{z}$ exists such that

$$
\left\{\begin{array}{l}
\left(\xi^{g_{i}}\right)^{\top} \bar{s}<0 \text { for all } \xi^{g_{i}} \in \partial_{c} g_{i}\left(x^{\star}\right) \text { and for all } i \in I_{0}\left(x^{\star}\right), \\
-e_{j}^{\top} \bar{s}<0 \text { for all } j \in I_{l}\left(x^{\star}\right), \\
e_{h}^{\top} \bar{s}<0 \text { for all } h \in I_{u}\left(x^{\star}\right),
\end{array}\right.
$$

where $I_{0}\left(x^{\star}\right)=\left\{i: g_{i}\left(x^{\star}\right)=0\right\}, I_{l}\left(x^{\star}\right)=\left\{j: x_{j}^{\star}=l_{j}\right\}$, and $I_{u}\left(x^{\star}\right)=\left\{h: x_{h}^{\star}=u_{h}\right\}$.
By the alternative theorem in [214, Theorem 2.3.4] and [122], there cannot exist multipliers $\tilde{\lambda}_{i} \geq 0$ for all $i \in I_{0}\left(x^{\star}\right), \tilde{\mu}_{j} \geq 0$ for all $j \in I_{l}\left(x^{\star}\right)$, and $\tilde{\mu}_{h} \geq 0$ for all $h \in I_{u}\left(x^{\star}\right)$, with

$$
\begin{equation*}
\sum_{i \in I_{0}\left(x^{\star}\right)} \tilde{\lambda}_{i}+\sum_{j \in I_{l}\left(x^{\star}\right)} \tilde{\mu}_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \tilde{\mu}_{h}=1, \tag{4.2.27}
\end{equation*}
$$

such that

$$
\begin{equation*}
0 \in \sum_{i \in I_{0}\left(x^{\star}\right)} \tilde{\lambda}_{i} \partial g_{i}\left(x^{\star}\right)-\sum_{j \in I_{l}\left(x^{\star}\right)} \tilde{\mu}_{j} e_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \tilde{\mu}_{h} e_{h} . \tag{4.2.28}
\end{equation*}
$$

Moreover, by the Fritz John optimality conditions stated in Proposition 4.2.25, there exist multipliers $\lambda_{0}^{\star} \geq 0$ and $\lambda_{i}^{\star} \geq 0$, with $\lambda_{i}^{\star}=0$ when $g_{i}\left(x^{\star}\right)<0$, such that relation (4.2.24) holds.

Now, proceeding by contradiction, we assume that $\lambda_{0}^{\star}=0$. This implies that the multipliers $\lambda_{i}^{\star}$, with $i \in\{1, \ldots, m\}$, cannot be all zero, otherwise the corresponding hypothesis stated in Proposition 4.2.25 would be contradicted. Therefore, we can define new multipliers

$$
\bar{\lambda}_{i}=\lambda_{i}^{\star} / \beta, \quad i \in I_{0}\left(x^{\star}\right),
$$

where $\beta=\sum_{i \in I_{0}\left(x^{\star}\right)} \lambda_{i}^{\star}>0$. Thus, it follows that

$$
\begin{equation*}
\bar{\lambda}_{i} \geq 0 \quad \text { and } \quad \sum_{i \in I_{0}\left(x^{\star}\right)} \bar{\lambda}_{i}=1 \tag{4.2.29}
\end{equation*}
$$

By Lemma 4.2.26, there exists a vector

$$
\begin{equation*}
\bar{\xi} \in \sum_{i=1}^{m} \bar{\lambda}_{i} \partial_{c} g_{i}\left(x^{\star}\right) \tag{4.2.30}
\end{equation*}
$$

such that

$$
\begin{equation*}
\bar{\xi}^{\top} s \geq 0 \tag{4.2.31}
\end{equation*}
$$

for every $s \in D^{c}\left(x^{\star}\right)$. Furthermore, let us consider the following system

$$
\left\{\begin{aligned}
&-\bar{\xi}^{\top} s>0, \\
&-e_{j}^{\top} s \leq 0 \text { for all } j \in I_{l}\left(x^{\star}\right), \\
& e_{h}^{\top} s \leq 0 \text { for all } h \in I_{u}\left(x^{\star}\right),
\end{aligned}\right.
$$

where the last two sets of constraints imply that $s \in D^{c}\left(x^{\star}\right)$. By inequality (4.2.31), it follows that this system does not have solutions. Then, Farkas theorem (see, e.g., [181, Chapter 2]) implies that scalars not all zero $\alpha_{j} \geq 0$, with $j \in I_{l}\left(x^{\star}\right)$, and $\alpha_{h} \geq 0$, with $h \in I_{u}\left(x^{\star}\right)$, exist such that

$$
\begin{equation*}
-\bar{\xi}=-\sum_{j \in I_{l}\left(x^{\star}\right)} \alpha_{j} e_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \alpha_{h} e_{h} . \tag{4.2.32}
\end{equation*}
$$

Moreover, by the conditions in (4.2.29) it follows that

$$
\sigma:=\sum_{i \in I_{0}\left(x^{\star}\right)} \bar{\lambda}_{i}+\sum_{j \in I_{l}\left(x^{\star}\right)} \alpha_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \alpha_{h} \geq 1 .
$$

Then, defining

$$
\begin{aligned}
\hat{\lambda}_{i}:=\frac{\bar{\lambda}_{i}}{\sigma}, & \forall i \in I_{0}\left(x^{\star}\right), \\
\hat{\alpha}_{j}:=\frac{\alpha_{j}}{\sigma}, & \forall j \in I_{l}\left(x^{\star}\right), \\
\hat{\alpha}_{h}:=\frac{\alpha_{h}}{\sigma}, & \forall h \in I_{u}\left(x^{\star}\right),
\end{aligned}
$$

we have that

$$
\begin{equation*}
\sum_{i \in I_{0}\left(x^{\star}\right)} \hat{\lambda}_{i}+\sum_{j \in I_{l}\left(x^{\star}\right)} \hat{\alpha}_{j}+\sum_{h \in I_{u}\left(x^{\star}\right)} \hat{\alpha}_{h}=1 . \tag{4.2.33}
\end{equation*}
$$

Relation (4.2.30) and equations (4.2.32) and (4.2.33) contradict the fact that multipliers satisfying the conditions (4.2.27) and (4.2.28) cannot exist.

As regards the stationarity conditions for Problem (4.1.2), we report the following definition by taking into account the above results.

Definition 4.2.28 (Stationary point) A point $x^{*} \in \mathcal{F} \cap \mathcal{Z} \cap X$ is a stationary point of Problem (4.1.2) if there exists a vector $\lambda^{\star} \in \mathbb{R}^{m}$ such that, for every $s \in D^{c}\left(x^{\star}\right)$, the pair $\left(x^{*}, \lambda^{*}\right)$ satisfies (4.2.24), (4.2.25), (4.2.26).

### 4.3 Algorithms for bound constrained problems

In this section we propose different algorithms for solving the mixed-integer bound constrained problem defined through Problem (4.2.2) and we analyze their convergence properties. In particular, we propose four algorithms that differ in terms of convergence guarantees and computational burden. As expected, the stronger convergence results correspond to the most computationally expensive algorithms.

In all the algorithms described, the minimization over the continuous and discrete variables is performed by two local searches. The local search used to handle the minimization over the continuous variables is the same for each algorithm, while different types of local searches are adopted to tackle the discrete variables. The two line-search algorithms used within the local searches to explore the feasible search directions are similar to the procedures proposed in [177, 169, 170, 75]. In particular, the Projected Continuous Search described in Algorithm 1 and the Discrete Search described in Algorithm 2 are the methods adopted in this work to investigate the directions associated with the continuous and discrete variables, respectively. The idea behind the line searches is to return a positive stepsize $\alpha$, namely to update the current iterate, whenever a point providing a sufficient reduction of the objective function is found. In Algorithm 1 the sufficient decrease is controlled by $\alpha$, while in Algorithm 2 the same role is played by a parameter $\xi$. Once such a point is determined, an expansion step is performed in order to explore if the sufficient reduction may be achieved with a larger stepsize.

```
Algorithm 1 Projected Continuous Search ( \(\tilde{\alpha}, w, p ; \alpha, \tilde{p})\)
    Data. \(\gamma>0, \delta \in(0,1)\).
    Step 0. Set \(\alpha=\tilde{\alpha}\).
    Step 1. If \(f\left([w+\alpha p]_{[l, u]}\right) \leq f(w)-\gamma \alpha^{2}\) then set \(\tilde{p}=p\) go to Step 4 .
    Step 2. If \(f\left([w-\alpha p]_{[l, u]}\right) \leq f(w)-\gamma \alpha^{2}\) then set \(\tilde{p}=-p\) and go to Step 4 .
    Step 3. Set \(\alpha=0\), return \(\alpha\) and \(\tilde{p}=p\).
    Step 4. Let \(\beta=\alpha / \delta\).
    Step 5. If \(f\left([w+\beta \tilde{p}]_{[l, u]}\right)>f(w)-\gamma \beta^{2}\) return \(\alpha, \tilde{p}\).
    Step 6. Set \(\alpha=\beta\) and go to Step 4.
```

```
Algorithm 2 Discrete Search ( \(\tilde{\alpha}, w, p, \xi ; \alpha\) )
    Data. \(\gamma>0\).
    Step 0. Compute the largest \(\bar{\alpha}\) such that \(w+\bar{\alpha} p \in X \cap \mathcal{Z}\).
        Set \(\alpha=\min \{\bar{\alpha}, \tilde{\alpha}\}\).
    Step 1. If \(\alpha>0\) and \(f(w+\alpha p) \leq f(w)-\xi\) then go to Step 2.
        Else Set \(\alpha=0\), return \(\alpha\).
    Step 2. Set \(\beta=\min \{\bar{\alpha}, 2 \alpha\}\).
    Step 3. If \(f(w+\beta p)>f(w)-\xi\), return \(\alpha\).
    Step 4. Set \(\alpha=\beta\) and go to Step 2.
```


### 4.3.1 An algorithm with simple decrease over the discrete variables

The first algorithm we report (see Algorithm 3 for the algorithmic scheme) shows strong convergence properties, since it is possible to prove that every limit point of the sequence of points yielded by the algorithm is a stationary point. However, achieving this result requires a high computational cost.

The algorithm is divided into two phases. Starting from a point $x_{0} \in X \cap \mathcal{Z}$, in Phase 1 the minimization over the continuous variables is performed by using the Projected Continuous Search (Step 7). If the line search fails, i.e., $\alpha_{k}^{c}=0$, the tentative step for continuous search directions is reduced (Step 9), otherwise the current iterate is updated (Step 11). Then, in Phase 2, every feasible primitive discrete direction in the set $D^{z}\left(\tilde{x}_{k}\right)$, where $\tilde{x}_{k}$ is the current iterate obtained at the end of Phase 1, is investigated through the Discrete Search (Step 16), which aims to find the point that produces the largest reduction in the objective function. We point out that in this case the Discrete Search requires only a simple reduction in the objective function since $\xi=0$. If the stepsize returned by the line search performed along a given primitive direction is 0 , the corresponding tentative step is halved (Step 19), otherwise the current iterate is updated (Step 21). The directions in $D$ are explored until $D$ becomes empty.

To achieve the strong convergence properties accomplished by this algorithm, it is fundamental that the set $D$ of search directions explored at each iteration is equal
to $D^{z}\left(\tilde{x}_{k}\right)$ (see Step 13). Since the set $D^{z}\left(\tilde{x}_{k}\right)$ may have a large cardinality, this is a strong requirement which may not be implementable in practice. In light of this issue, Algorithms 5 and 6 are proposed to provide algorithms that may work more efficiently.

The condition at Step 16 allows us to prove the main convergence result by ensuring that every point in the discrete neighborhood (see Definition 4.2.11) of the optimal point can be reached by exploring a proper direction in the set of feasible primitive discrete directions. Since the convergence result is based on a proof by contradiction, the latter statement ensures that the point leading to the contradiction can be eventually visited by the algorithm, as described in the proof of Proposition 4.3.6.

The following propositions guarantee that the algorithm is well-defined.
Proposition 4.3.1 The Projected Continuous Search cannot infinitely cycle between Step 4 and Step 6.

Proof We assume by contradiction that in the Projected Continuous Search an infinite monotonically increasing sequence of positive numbers $\left\{\beta_{j}\right\}$ exists such that $\beta_{j} \rightarrow \infty$ for $j \rightarrow \infty$ and

$$
f\left(\left[w+\beta_{j} p\right]_{[l, u]}\right) \leq f(w)-\gamma \beta_{j}^{2} .
$$

Since by the instructions of the procedures we have that $\left[w+\beta_{j} p\right]_{[l, u]} \in X \cap \mathcal{Z}$, the previous relation is in contrast with the compactness of $X$, by definition of compact set, and with the continuity of function $f$. These arguments conclude the proof.

Proposition 4.3.2 The Discrete Search cannot infinitely cycle between Step 2 and Step 4.

Proof We assume by contradiction that in the Discrete Search an infinite monotonically increasing sequence of positive numbers $\left\{\beta_{j}\right\}$ exists such that $\beta_{j} \rightarrow \infty$ for $j \rightarrow \infty$ and

$$
f\left(w+\beta_{j} p\right) \leq f(w)-\xi
$$

Since by the instructions of the procedures we have that $w+\beta_{j} p \in X \cap \mathcal{Z}$, the previous relation is in contrast with the compactness of $X$, by definition of compact set. This argument concludes the proof.

In the following proposition, we prove that Algorithm 3 returns stepsizes that eventually go to zero.

Proposition 4.3.3 Let $\left\{\alpha_{k}^{c}\right\}$ and $\left\{\tilde{\alpha}_{k}^{c}\right\}$ be the sequences yielded by Algorithm 3 for each $s_{k}$. Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \max \left\{\alpha_{k}^{c}, \tilde{\alpha}_{k}^{c}\right\}=0 \tag{4.3.1}
\end{equation*}
$$

Proof The iteration sequence $\{k\}$ can be split into two sets $K_{1}, K_{2}$, with $K_{1} \cup K_{2}=$ $\{k\}$ and $K_{1} \cap K_{2}=\emptyset$. For each $s_{k}$, we denote by

- $K_{1}$ the set of iterations such that $\tilde{\alpha}_{k+1}^{c}=\alpha_{k}^{c}$;
- $K_{2}$ the set of iterations such that $\tilde{\alpha}_{k+1}^{c}=\theta \tilde{\alpha}_{k}^{c}$ and $\alpha_{k}^{c}=0$.


## Algorithm 3 DFNDFL 1

## DATA

Let $x_{0} \in X \cap \mathcal{Z}$ and $\theta \in(0,1)$;
let $\left\{s_{k}\right\}$ be a sequence such that $s_{k} \in D^{c}\left(x_{0}\right)$ and $\left\|s_{k}\right\|=1$ for all $k$;
let $\tilde{\alpha}_{0}^{c}=1$ be the initial stepsize along $s_{k}$ and let $\alpha_{\text {threshold }}>0$;
let $D=D^{z}\left(x_{0}\right)$ be the set of the feasible primitive discrete directions at point $x_{0}$;
let $\tilde{\alpha}_{0}^{(d)}=1$ be the initial stepsizes along $d \in D$.
For $k=0,1, \ldots$

## PHASE 1 - Explore continuous variables

Compute $\alpha_{k}^{c}$ and $\tilde{s}_{k}$ by the Projected Continuous $\operatorname{Search}\left(\tilde{\alpha}_{k}^{c}, x_{k}, s_{k} ; \alpha_{k}^{c}, \tilde{s}_{k}\right)$.
If $\left(\alpha_{k}^{c}=0\right)$ then
$\tilde{\alpha}_{k+1}^{c}=\theta \tilde{\alpha}_{k}^{c}$ and $\tilde{x}_{k}=x_{k}$,
else
$\tilde{\alpha}_{k+1}^{c}=\alpha_{k}^{c}$ and $\tilde{x}_{k}=\left[x_{k}+\alpha_{k}^{c} \tilde{s}_{k}\right]_{[l, u]}$.
End If

## PHASE 2-Explore discrete variables

Set $y^{+}=\tilde{x}_{k}, y=y^{+}$, and $D=D^{z}\left(\tilde{x}_{k}\right)$.
While $D \neq \emptyset$ do
Choose $d \in D$, set $D=D \backslash\{d\}$.
If $\tilde{\alpha}_{k}^{c}<\alpha_{\text {threshold }}$ then Set $\tilde{\alpha}_{k}^{(d)}=1$.
Compute $\alpha$ by the Discrete $\operatorname{Search}\left(\tilde{\alpha}_{k}^{(d)}, y, d, 0 ; \alpha\right)$.
If $\alpha=0$ then
Set $y^{*}=y \quad$ and $\quad \tilde{\alpha}_{k+1}^{(d)}=\max \left\{1,\left\lfloor\tilde{\alpha}_{k}^{(d)} / 2\right\rfloor\right\}$,
else
Set $y^{*}=y+\alpha d \quad$ and $\tilde{\alpha}_{k+1}^{(d)}=\alpha$.
End If
If $f\left(y^{*}\right)<f\left(y^{+}\right)$then $y^{+}=y^{*}$.
End While

## PHASE 3 - Update iterates

Find $x_{k+1} \in X \cap \mathcal{Z}$ such that $f\left(x_{k+1}\right) \leq f\left(y^{+}\right)$.
26: End For

Since $K_{1}$ and $K_{2}$ cannot be both finite, the following three cases are considered: (i) $K_{1}$ infinite and $K_{2}$ finite, (ii) $K_{1}$ finite and $K_{2}$ infinite, and (iii) both $K_{1}$ and $K_{2}$ infinite.

By the instructions of the algorithm and the Projected Continuous Search, for $k \in K_{1}$,

$$
\begin{equation*}
f\left(x_{k+1}\right) \leq f\left(\left[x_{k}+\alpha_{k}^{c} \tilde{s}_{k}\right]_{[l, u]}\right) \leq f\left(x_{k}\right)-\gamma\left(\alpha_{k}^{c}\right)^{2} . \tag{4.3.2}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
f\left(x_{k+1}\right) \leq f\left(x_{k}\right)-\gamma\left(\alpha_{k}^{c}\right)^{2} \tag{4.3.3}
\end{equation*}
$$

Since $X$ is compact and $f$ is continuous, the previous relation implies that $\left\{f\left(x_{k}\right)\right\}$ tends to a limit $f^{*}$. Then, we get from (4.3.3) that

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K_{1}} \alpha_{k}^{c}=0, \tag{4.3.4}
\end{equation*}
$$

and, accordingly,

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K_{1}} \tilde{\alpha}_{k}^{c}=0 . \tag{4.3.5}
\end{equation*}
$$

Relations (4.3.4) and (4.3.5) conclude the proof for case (i).
Regardless of $K_{1}$, when $K_{2}$ is infinite, we get by definition that $\alpha_{k}^{c}=0, k \in K_{2}$, and, as a trivial implication,

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K_{2}} \alpha_{k}^{c}=0 \tag{4.3.6}
\end{equation*}
$$

Moreover, when $k \in K_{2}$ (whether infinite or finite), by the instructions of the algorithm, it follows

$$
\begin{equation*}
\tilde{\alpha}_{k+1}^{c}=\theta^{k-m_{k}} \tilde{\alpha}_{m_{k}}^{c}, \tag{4.3.7}
\end{equation*}
$$

where $m_{k}<k$ is the largest integer such that $m_{k} \in K_{1}$ (if $K_{1}$ is empty, we assume $m_{k}=0$ ).

In case (ii), $K_{1}$ finite and $K_{2}$ infinite imply $\left(k-m_{k}\right) \rightarrow \infty$. This limit along with (4.3.7) and $\theta \in(0,1)$ gives

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K_{2}} \tilde{\alpha}_{k}^{c}=0 . \tag{4.3.8}
\end{equation*}
$$

Relations (4.3.6) and (4.3.8) conclude the proof for case (ii).
In case (iii), $K_{1}$ infinite implies $m_{k} \rightarrow \infty$. This limit along with (4.3.7) and (4.3.5) leads to (4.3.8). Relations (4.3.4), (4.3.5), (4.3.6) and (4.3.8) conclude the proof for this last case.

The previous result is used to prove the next lemma, which in turn is essential to prove the global convergence result with respect to the continuous variables. This lemma states that the asymptotic convergence properties of the sequence $\left\{s_{k}\right\}$ still hold when the projection operator is adopted. Its proof closely resembles the proof in [75, Lemma 2.6].
Lemma 4.3.4 Let $\left\{x_{k}\right\}$ and $\left\{s_{k}\right\}$ be the sequence of points and the sequence of directions yielded by Algorithm 3, respectively, and $\left\{\eta_{k}\right\}$ be a sequence such that $\eta_{k}>0$, for all $k$. Further, let $K$ be a subset of indices such that

$$
\begin{align*}
& \lim _{k \rightarrow \infty, k \in K} x_{k}=\bar{x},  \tag{4.3.9}\\
& \lim _{k \rightarrow \infty, k \in K} s_{k}=\bar{s},  \tag{4.3.10}\\
& \lim _{k \rightarrow \infty, k \in K} \eta_{k}=0 . \tag{4.3.11}
\end{align*}
$$

with $\bar{x} \in X \cap \mathcal{Z}$ and $\bar{s} \in D^{c}(\bar{x}), \bar{s} \neq 0$. Then,
(i) for all $k \in K$ sufficiently large,

$$
\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]} \neq x_{k}
$$

(ii) the following limit holds

$$
\lim _{k \rightarrow \infty, k \in K} v_{k}=\bar{s},
$$

where

$$
\begin{equation*}
v_{k}=\frac{\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]}-x_{k}}{\eta_{k}} \tag{4.3.12}
\end{equation*}
$$

Proof Recalling that

$$
\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]}=\max \left\{l, \min \left\{u,\left(x_{k}+\eta_{k} s_{k}\right)\right\}\right\}
$$

we want to prove that for $k \in K$ sufficiently large we have

$$
\begin{equation*}
\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]} \neq x_{k} \tag{4.3.13}
\end{equation*}
$$

By contradiction, we assume that for $k \in K$ sufficiently large

$$
\begin{equation*}
\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]}=x_{k} \tag{4.3.14}
\end{equation*}
$$

Since $\bar{s} \neq 0$ by hypothesis, an index $i$ with $\bar{s}_{i} \neq 0$ exists. Moreover, one of the following three cases holds:

1) $\bar{x}_{i}=l_{i}\left(\right.$ hence $\left.\bar{s}_{i}>0\right):$ we can write

$$
\left(\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]}\right)_{i}=\max \left\{l_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}
$$

from the fact that $x_{k}$ is feasible and from (4.3.10), for $k$ sufficiently large we have

$$
\max \left\{l_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}>\max \left\{l_{i},\left(x_{k}+\frac{\eta_{k}}{2} \bar{s}\right)_{i}\right\}
$$

Therefore, by (4.3.11) and $\eta_{k}>0$, we get

$$
\begin{equation*}
\max \left\{l_{i},\left(x_{k}+\frac{\eta_{k}}{2} \bar{s}\right)_{i}\right\}=\left(x_{k}+\frac{\eta_{k}}{2} \bar{s}\right)_{i} \neq\left(x_{k}\right)_{i} \tag{4.3.15}
\end{equation*}
$$

2) $\bar{x}_{i}=u_{i}$ (hence $\bar{s}_{i}<0$ ): we can write

$$
\left(\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]}\right)_{i}=\min \left\{u_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}
$$

from the fact that $y_{k}$ is feasible and from (4.3.10), for $k$ sufficiently large we have

$$
\min \left\{u_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}<\min \left\{u_{i},\left(x_{k}+\frac{\eta_{k}}{2} \bar{s}\right)_{i}\right\}
$$

Therefore, by (4.3.11) and $\eta_{k}>0$, we get

$$
\begin{equation*}
\min \left\{u_{i},\left(x_{k}+\frac{\eta_{k}}{2} \bar{s}\right)_{i}\right\}=\left(x_{k}+\frac{\eta_{k}}{2} \bar{s}\right)_{i} \neq\left(x_{k}\right)_{i} \tag{4.3.16}
\end{equation*}
$$

3) $l_{i}<\bar{x}_{i}<u_{i}$ (hence $\left.\bar{s}_{i} \neq 0\right)$ : we can write

$$
\left(\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]}\right)_{i}=\left(x_{k}+\eta_{k} s_{k}\right)_{i}
$$

from the fact that $x_{k}$ is feasible and from (4.3.10), for $k$ sufficiently large we have

$$
\begin{equation*}
\left(x_{k}+\eta_{k} s_{k}\right)_{i} \neq\left(x_{k}\right)_{i} . \tag{4.3.17}
\end{equation*}
$$

Therefore, (4.3.15), (4.3.16), and (4.3.17) are in contrast with (4.3.14). This argument proves (i).

Recalling definition (4.3.12), notice that the vector $v_{k}$ is eventually nonzero by (4.3.13). For the $i-$ th component of the vector $v_{k}$, we can write by its definition that

$$
\begin{align*}
\left(v_{k}\right)_{i} & =\frac{\max \left\{l_{i}, \min \left\{u_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}\right\}-\left(x_{k}\right)_{i}}{\eta_{k}}  \tag{4.3.18}\\
& =\frac{\min \left\{u_{i}, \max \left\{l_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}\right\}-\left(x_{k}\right)_{i}}{\eta_{k}} \tag{4.3.19}
\end{align*}
$$

Now we can consider three cases for $k$ sufficiently large and $k \in K$ :

1) $\bar{x}_{i}=l_{i}$ : by (4.3.18) we have

$$
\left(v_{k}\right)_{i}=\frac{\max \left\{l_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}-\left(x_{k}\right)_{i}}{\eta_{k}} .
$$

When $\bar{x}_{i}=l_{i}$, we have that $\bar{s}_{i} \geq 0$ and
a) if $\bar{s}_{i}>0$, then $\left(v_{k}\right)_{i}=\max \left\{\frac{l_{i}-\left(x_{k}\right)_{i}}{\eta_{k}},\left(s_{k}\right)_{i}\right\}=\left(s_{k}\right)_{i}$;
b) if $\bar{s}_{i}=0$, then

$$
\lim _{k \rightarrow \infty, k \in K}\left(v_{k}\right)_{i}=\lim _{k \rightarrow \infty, k \in K} \max \left\{\frac{l_{i}-\left(x_{k}\right)_{i}}{\eta_{k}},\left(s_{k}\right)_{i}\right\}=0=(\bar{s})_{i}
$$

2) $\bar{x}_{i}=u_{i}$ : by (4.3.19) we have

$$
\left(v_{k}\right)_{i}=\frac{\min \left\{u_{i},\left(x_{k}+\eta_{k} s_{k}\right)_{i}\right\}-\left(x_{k}\right)_{i}}{\eta_{k}}
$$

When $\bar{x}_{i}=u_{i}$, we have that $\bar{s}_{i} \leq 0$ and
a) if $\bar{s}_{i}<0$, then $\left(v_{k}\right)_{i}=\min \left\{\frac{u_{i}-\left(x_{k}\right)_{i}}{\eta_{k}},\left(s_{k}\right)_{i}\right\}=\left(s_{k}\right)_{i}$;
b) if $\bar{s}_{i}=0$, then

$$
\lim _{k \rightarrow \infty, k \in K}\left(v_{k}\right)_{i}=\lim _{k \rightarrow \infty, k \in K} \min \left\{\frac{u_{i}-\left(x_{k}\right)_{i}}{\eta_{k}},\left(s_{k}\right)_{i}\right\}=0=(\bar{s})_{i}
$$

3) $l_{i}<\bar{x}_{i}<u_{i}$ : by (4.3.18) or (4.3.19) we have $\left(v_{k}\right)_{i}=\left(x_{k}+\eta_{k} s_{k}-x_{k}\right)_{i} / \eta_{k}=$ $\left(s_{k}\right)_{i}$.

Since from this argument it follows that $\lim _{k \rightarrow \infty, k \in K} v_{k}=\bar{s},(i i)$ is proved.
The main convergence result with respect to the continuous variables, which states that every limit point of the sequence yielded by Algorithm 3 is a stationary point with respect to the continuous variables, is proved in the next proposition.
Proposition 4.3.5 Let $\left\{x_{k}\right\}$ be the sequence of points produced by Algorithm 3. Let $\bar{x} \in X \cap \mathcal{Z}$ be any limit point of $\left\{x_{k}\right\}$ and $K$ be the subset of indices such that

$$
\lim _{k \rightarrow \infty, k \in K} x_{k}=\bar{x}
$$

If the subsequence $\left\{s_{k}\right\}_{K}$, with $\left(s_{k}\right)_{i}=0$ for $i \in I^{z}$, is dense in the unit sphere (see Definition 4.2.4), then $\bar{x}$ satisfies

$$
f_{c}^{\circ}(\bar{x} ; s) \geq 0 \quad \text { for all } s \in D^{c}(\bar{x})
$$

Proof Proceeding by contradiction, we assume that a direction $\bar{s} \in D^{c}(\bar{x}) \cap S(0,1)$ exists such that

$$
\begin{equation*}
f_{c}^{\circ}(\bar{x} ; \bar{s})<0 . \tag{4.3.20}
\end{equation*}
$$

By the instructions of the Projected Continuous Search, satisfying the condition at Step 1 implies $\alpha_{k}^{c}>0$ and

$$
\begin{equation*}
f\left(\left[x_{k}+\left(\alpha_{k}^{c} / \delta\right) s_{k}\right]_{[l, u]}\right)>f\left(x_{k}\right)-\gamma\left(\alpha_{k}^{c} / \delta\right)^{2} \tag{4.3.21}
\end{equation*}
$$

otherwise (i.e., the condition at Step 1 is not satisfied)

$$
\begin{equation*}
f\left(\left[x_{k}+\tilde{\alpha}_{k}^{c} s_{k}\right]_{[l, u]}\right)>f\left(x_{k}\right)-\gamma\left(\tilde{\alpha}_{k}^{c}\right)^{2} . \tag{4.3.22}
\end{equation*}
$$

Now, after setting

$$
\eta_{k}= \begin{cases}\alpha_{k}^{c} / \delta & \text { if (4.3.21) holds } \\ \tilde{\alpha}_{k}^{c} & \text { if (4.3.22) holds },\end{cases}
$$

for every index $k \in K$, let us define $v_{k}$ as in relation (4.3.12) of Lemma 4.3.4, that is

$$
v_{k}=\frac{\left[x_{k}+\eta_{k} s_{k}\right]_{[l, u]}-x_{k}}{\eta_{k}} .
$$

By the instructions of Algorithm 3 and by the definition of $\eta_{k}$, it follows that $\eta_{k}>0$, for all $k \in K$. Moreover, by Proposition 4.3.3,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \eta_{k}=0 \tag{4.3.23}
\end{equation*}
$$

By Definition 4.2.4, it follows that a subset $\bar{K} \subseteq K$ exists such that

$$
\begin{array}{r}
\lim _{k \rightarrow \infty, k \in \bar{K}} x_{k}=\bar{x}, \\
\lim _{k \rightarrow \infty, k \in \bar{K}} s_{k}=\bar{s} . \tag{4.3.25}
\end{array}
$$

Therefore, (4.3.23), (4.3.24) and (4.3.25) satisfy the assumptions of Lemma 4.3.4. In particular, from point $(i)$ it follows that $v_{k} \neq 0$ for $k \in \bar{K}$ sufficiently large, and from point (ii) we have

$$
\lim _{k \rightarrow \infty, k \in K} v_{k}=\bar{s} .
$$

Accordingly, relations (4.3.21) and (4.3.22) can be equivalently expressed as

$$
f\left(x_{k}+\eta_{k} v_{k}\right)>f\left(x_{k}\right)-\gamma \eta_{k}^{2} .
$$

Since $\eta_{k}>0$, for $k \in \bar{K}$ and sufficiently large we have

$$
\begin{equation*}
\frac{f\left(x_{k}+\eta_{k} v_{k}\right)-f\left(x_{k}\right)}{\eta_{k}}>-\gamma \eta_{k} . \tag{4.3.26}
\end{equation*}
$$

Then we can write

$$
\begin{aligned}
& f_{c}^{\circ}(\bar{x} ; \bar{s})=\limsup _{\substack{\left(x_{k}\right)_{c} \rightarrow \bar{x}_{c},\left(x_{k}\right)_{z}=\bar{x}_{z}, x_{k} \in X \cap \mathcal{Z} \\
t \downarrow 0, x_{k}+\bar{s} \in X \cap \mathcal{Z}}} \frac{f\left(x_{k}+t \bar{s}\right)-f\left(x_{k}\right)}{t} \geq \\
& \limsup _{k \rightarrow \infty, k \in \bar{K}} \frac{f\left(x_{k}+\eta_{k} \bar{s}\right)-f\left(x_{k}\right)}{\eta_{k}}= \\
& \limsup _{k \rightarrow \infty, k \in \bar{K}} \frac{f\left(x_{k}+\eta_{k} \bar{s}\right)+f\left(x_{k}+\eta_{k} v_{k}\right)-f\left(x_{k}+\eta_{k} v_{k}\right)-f\left(x_{k}\right)}{\eta_{k}} \geq \\
& \limsup _{k \rightarrow \infty, k \in \bar{K}} \frac{f\left(x_{k}+\eta_{k} v_{k}\right)-f\left(x_{k}\right)}{\eta_{k}}-L\left\|\bar{s}-v_{k}\right\|,
\end{aligned}
$$

where $L$ is the Lipschitz constant of $f$. From the former relation, it follows by (4.3.26) and (ii) of Lemma 4.3.4 that

$$
f_{c}^{\circ}(\bar{x} ; \bar{s}) \geq 0,
$$

which contradicts (4.3.20) and concludes the proof.
The next proposition states that every limit point of the sequence yielded by Algorithm 3 is a stationary point also with respect to the discrete variables (see Definition 4.2.19).
Proposition 4.3.6 Let $\left\{x_{k}\right\}$ be the sequence of points produced by Algorithm 3 and $x^{*} \in X \cap \mathcal{Z}$ be an accumulation point. Then,

$$
f\left(x^{*}\right) \leq f(\bar{x}),
$$

for all $\bar{x} \in \mathcal{B}^{z}\left(x^{*}\right)$.
Proof Let $K$ be an index set such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K} x_{k}=x^{*} \tag{4.3.27}
\end{equation*}
$$

By the instructions of Algorithm 3, it follows that the sequence $\left\{f\left(x_{k}\right)\right\}$ is monotonically nonincreasing. Since $X$ is compact and $f$ is continuous, $f$ is bounded from below and $\left\{f\left(x_{k}\right)\right\}$ is convergent to a limit $f^{*}$. Then, we have that

$$
\lim _{k \rightarrow \infty, k \in K} f\left(x_{k}\right)=f\left(x^{*}\right)=f^{*}
$$

Let us assume by contradiction that a point $\bar{x} \in \mathcal{B}^{z}\left(x^{*}\right)$ exists such that

$$
\begin{equation*}
f(\bar{x})<f\left(x^{*}\right) . \tag{4.3.28}
\end{equation*}
$$

By definition of discrete neighborhood $\mathcal{B}^{z}\left(x^{*}\right)$, a direction $\bar{d} \in D^{z}\left(x^{*}\right)$ exists such that

$$
\bar{x}=x^{*}+\bar{d}
$$

We denote by $\delta>0$ the constant that satisfies

$$
\begin{equation*}
f\left(x^{*}+\bar{d}\right)=f\left(x^{*}\right)-\delta<f\left(x^{*}\right) \tag{4.3.29}
\end{equation*}
$$

and by $\epsilon>0$ the radius of the neighborhood $\mathcal{B}^{c}\left(x^{*} ; \epsilon\right)$ such that

$$
\begin{aligned}
& \left|f(x)-f\left(x^{*}\right)\right| \leq \delta / 2 \\
& \left|f(x+\bar{d})-f\left(x^{*}+\bar{d}\right)\right| \leq \delta / 2
\end{aligned}
$$

for all $x \in \mathcal{B}^{c}\left(x^{*} ; \epsilon\right)$. By considering (4.3.27) and Proposition 4.3.3, we have that

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K} \tilde{x}_{k}=x^{*} \tag{4.3.30}
\end{equation*}
$$

Hence, for $k \in K$ and sufficiently large, we have

$$
\begin{aligned}
& \left(\tilde{x}_{k}\right)_{z}=\left(x^{*}\right)_{z} \\
& \tilde{x}_{k} \in \mathcal{B}^{c}\left(x^{*} ; \epsilon\right) \\
& \tilde{x}_{k}+\bar{d} \in \mathcal{B}^{c}\left(x^{*}+\bar{d} ; \epsilon\right)
\end{aligned}
$$

Hence, $\bar{d} \in D^{z}\left(\tilde{x}_{k}\right)$. Moreover, by Proposition 4.3.3, the instructions of the algorithm imply that for $k \in K$ sufficiently large $\tilde{\alpha}^{(\bar{d})}=1$. Therefore

$$
\begin{equation*}
\left|f\left(\tilde{x}_{k}+\bar{d}\right)-f\left(x^{*}+\bar{d}\right)\right| \leq \delta / 2 \tag{4.3.31}
\end{equation*}
$$

By relation (4.3.29), we have that

$$
\begin{equation*}
f\left(x^{*}+\bar{d}\right)+f\left(\tilde{x}_{k}+\bar{d}\right)-f\left(\tilde{x}_{k}+\bar{d}\right)=f\left(x^{*}\right)-\delta \tag{4.3.32}
\end{equation*}
$$

The above relation along with (4.3.31) implies that

$$
f\left(\tilde{x}_{k}+\bar{d}\right) \leq f\left(x^{*}\right)-\delta / 2
$$

Then, Algorithm 3 would generate the new iterate $x_{k+1}$ such that

$$
\begin{equation*}
f\left(x_{k+1}\right) \leq f\left(\tilde{x}_{k}+\bar{d}\right) \leq f\left(x^{*}\right)-\delta / 2 \tag{4.3.33}
\end{equation*}
$$

thus contradicting the fact that $\left\{f\left(x_{k}\right)\right\}$ is convergent towards $f\left(x^{*}\right)=f^{*}$.
Now we can prove the main convergence result of the algorithm.
Theorem 4.3.7 Let $\left\{x_{k}\right\}$ be the sequence of points generated by Algorithm 3 and let $\left\{s_{k}\right\}$, with $\left(s_{k}\right)_{i}=0$ for $i \in I^{z}$, be a dense sequence in the unit sphere (see Definition 4.2.4). Then,
(i) a limit point of $\left\{x_{k}\right\}$ exists;
(ii) every limit point of $\left\{x_{k}\right\}$ is stationary for Problem (4.2.2).

Proof Point (i) can be proved by considering that $\left\{x_{k}\right\}$ belongs to the set $X \cap \mathcal{Z}$, which is compact by assumption. Proof of point (ii) is implied by Propositions 4.3.5 and 4.3.6.

### 4.3.2 Two algorithms with sufficient decrease

We now turn our attention to two algorithms that improve on the efficiency of Algorithm 3. In spite of their similar structure, these algorithms have different global convergence properties. Their general algorithmic framework is first reported in Algorithm 4, then this scheme is adapted to both algorithms (see Algorithms 5 and 6) by focusing on Phase 2.B. Notice that two differences are observed compared to Algorithm 3. The first difference is related to the data since the set $D$ is initialized as a subset of $D^{z}\left(x_{0}\right)$ in Algorithms 5 and 6 , and the set $\bar{D}$ is included among the inputs of Algorithm 5. This modification reflects the strategy, adopted for both algorithms, of gradually adding directions to the set $D$, as opposed to Algorithm 3 , in order to achieve the enhancement in terms of computational efficiency. The second difference is that the Discrete Search used in Phase 2.A requires a sufficient decrease in the objective function value by using the positive parameter $\xi_{k}$. This parameter has also another important role, which can be observed at Step 2 of both Algorithms 5 and 6 . In particular, $\xi_{k}$ is decreased every time the current iterate is not updated in Phase 1 and the Discrete Search fails with unitary tentative stepsize $\tilde{\alpha}_{k}^{(d)}$ along each direction in $D_{k}$, which is the set of the search directions generated up to the current iteration. The importance of $\xi_{k}$, along with the sufficient decrease, is to ensure that all the feasible primitive discrete directions at the current iterate are eventually investigated through the Discrete Search and that a potential descent direction at the current iterate is eventually detected. Instead, in Algorithm 3, the sufficient decrease condition is not required because all the feasible primitive discrete directions at the current iterate are supposed to be available and, by the instructions of the algorithm, all of them are explored accordingly.

As regards the convergence results, Algorithm 5 shares the same strong convergence properties as Algorithm 3 but, thanks to the gradual addition of directions in $D$, it requires a lower computational cost. As already noticed, to achieve this result, a sufficient decrease in the objective function is required also in the Discrete Search.

At each iteration, Algorithm 5 enriches $D_{k}$ with new feasible primitive discrete directions when both the current iterate is not updated in Phase 1 and the Discrete Search fails with unitary tentative step along each direction in $D_{k}$. If $\tilde{x}_{k}$ obtained at the end of Phase 1 is not modified in Phase 2.A or a direction in $D_{k}$ along which the Discrete Search does not fail with $\tilde{\alpha}_{k}^{(d)}=1$ exists, $D_{k+1}$ is set equal to $D_{k}$ and $D$ is set equal to $D_{k+1}$ (Step 10). Otherwise, $\xi_{k}$ is reduced (Step 2) and, if all the feasible primitive discrete directions at $\tilde{x}_{k}$ have been generated, $D_{k+1}$ and $D$ are not changed compared to the previous iteration (Step 4). Instead, when $D_{k} \subset D^{z}\left(\tilde{x}_{k}\right)$, $D_{k}$ is enriched with new feasible primitive discrete directions (Steps 6-7) and the initial tentative steps of the new directions are set equal to 1 .

With respect to Algorithm 5, a further reduction in the computational cost is possible if $D_{k}$ is enriched only with the primitive discrete directions that are feasible at the points where the Discrete Search fails with unitary stepsize, and not with all the feasible primitive discrete directions in $\bar{D}$. Introducing this modification leads to Algorithm 6 that, however, shows weaker convergence properties than both Algorithm 3 and Algorithm 5. Indeed, we can prove that only the limit points of a particular subsequence of iterates are stationary points. This is due to the fact that when there are directions in $\bar{D}$ that are not added to $D$, i.e., there are feasible primitive discrete directions that are not investigated, a thorough exploration of all the points in the discrete neighborhood of the current iterate is not guaranteed. As a consequence, there may exist subsequences of iterates such that potential descent directions are not detected by the algorithm. To achieve this convergence result, a sufficient decrease in the objective function is required in the Discrete Search, as in

```
Algorithm 4 Algorithmic scheme for DFNDFL 2 and DFNDFL 3
```


## DATA

```
Let \(x_{0} \in X \cap \mathcal{Z}, \quad \xi_{0}>0, \quad \theta \in(0,1)\);
let \(\left\{s_{k}\right\}\) be a sequence such that \(s_{k} \in D^{c}\left(x_{0}\right)\) and \(\left\|s_{k}\right\|=1\) for all \(k\);
let \(\tilde{\alpha}_{0}^{c}=1\) be the initial stepsize along \(s_{k}\) and let \(\alpha_{\text {threshold }}>0\);
let \(D=D_{0} \subset D^{z}\left(x_{0}\right)\) be a set of initial feasible primitive discrete directions at point \(x_{0}\);
let \(\bar{D}\) be the union of the sets of feasible primitive discrete directions (see Definition 4.2.7), used in DFNDFL 2;
let \(\tilde{\alpha}_{0}^{(d)}=1\) be the initial stepsizes along \(d \in D\).
For \(k=0,1, \ldots\)
```


## PHASE 1-Explore continuous variables

Compute $\alpha_{k}^{c}$ and $\tilde{s}_{k}$ by the Projected Continuous $\operatorname{Search}\left(\tilde{\alpha}_{k}^{c}, x_{k}, s_{k} ; \alpha_{k}^{c}, \tilde{s}_{k}\right)$.
If $\left(\alpha_{k}^{c}=0\right)$ then
$\tilde{\alpha}_{k+1}^{c}=\theta \tilde{\alpha}_{k}^{c}$ and $\tilde{x}_{k}=x_{k}$,
else
$\tilde{\alpha}_{k+1}^{c}=\alpha_{k}^{c}$ and $\tilde{x}_{k}=\left[x_{k}+\alpha_{k}^{c} \tilde{s}_{k}\right]_{[l, u]}$.
End If
PHASE 2.A - Explore discrete variables
Set $y^{+}=\tilde{x}_{k}$ and $y=y^{+}$.
While $D \neq \emptyset$ do
Choose $d \in D$, set $D=D \backslash\{d\}$.
If $\tilde{\alpha}_{k}^{c}<\alpha_{\text {threshold }}$ then Set $\tilde{\alpha}_{k}^{(d)}=1$.
Compute $\alpha$ by the Discrete $\operatorname{Search}\left(\tilde{\alpha}_{k}^{(d)}, y, d, \xi_{k} ; \alpha\right)$.
If $\alpha=0$ then
Set $y^{*}=y \quad$ and $\quad \tilde{\alpha}_{k+1}^{(d)}=\max \left\{1,\left\lfloor\tilde{\alpha}_{k}^{(d)} / 2\right\rfloor\right\}$,
else
Set $y^{*}=y+\alpha d \quad$ and $\tilde{\alpha}_{k+1}^{(d)}=\alpha$.
End If
If $f\left(y^{*}\right)<f\left(y^{+}\right)$then $y^{+}=y^{*}$.
End While
PHASE 2.B - Update the set of discrete search directions
See Algorithm 5 for DFNDFL 2 and Algorithm 6 for DFNDFL 3.
PHASE 3 - Update iterates
Find $x_{k+1} \in X \cap \mathcal{Z}$ such that $f\left(x_{k+1}\right) \leq f\left(y^{+}\right)$.

## End For

Algorithm 5.
Let us begin with the convergence results for Algorithm 5, which are reported in the following propositions.

```
Algorithm 5 DFNDFL 2
    See Algorithm 4 for DATA PHASE 1 PHASE 2.A
        PHASE 2.B - Update the set of discrete search directions
        If \(y^{+}=\tilde{x}_{k}\) and Discrete Search fails with \(\tilde{\alpha}_{k}^{(d)}=1\) for all \(d \in D_{k}\) then
            Set \(\xi_{k+1}=\theta \xi_{k}\).
            If \(D_{k}=\bar{D}\) then
                Set \(D_{k+1}=D_{k}\) and \(D=D_{k+1}\).
            else
            Generate \(D_{k+1}\) such that \(D_{k+1} \subseteq \bar{D}\) and \(D_{k+1} \supset D_{k}\), set \(D=D_{k+1}\).
            Set \(\tilde{\alpha}_{k+1}^{(d)}=1\) for all \(d \in D_{k+1} \backslash D_{k}\).
            End If
        else
            Set \(D_{k+1}=D_{k}\) and \(D=D_{k+1}\).
            End If
    See Algorithm 4 for PHASE 3
```

Proposition 4.3.8 Let $\left\{x_{k}\right\},\left\{\tilde{x}_{k}\right\},\left\{\xi_{k}\right\},\left\{\alpha_{k}^{c}\right\}$ and $\left\{\tilde{\alpha}_{k}^{c}\right\}$ be the sequences yielded by Algorithm 5. Then
(i) Algorithm 5 is well-defined;
(ii)

$$
\lim _{k \rightarrow \infty} \max \left\{\alpha_{k}^{c}, \tilde{\alpha}_{k}^{c}\right\}=0
$$

(iii)

$$
\lim _{k \rightarrow \infty} \xi_{k}=0
$$

Proof To prove point ( $i$, we have to show that the Projected Continuous Search and Discrete Search cannot infinitely cycle between Step 4 and Step 6 and between Step 2 and Step 4, respectively. This is proved in Propositions 4.3.1 and 4.3.2. Proof of statement (ii) follows the same steps used to prove Proposition 4.3.3.

Now we prove assertion (iii). By the instruction of Algorithm 5, it follows that $0<\xi_{k+1} \leq \xi_{k}$ for all $k$, meaning that the sequence $\left\{\xi_{k}\right\}$ is monotonically nonincreasing. Hence, $\left\{\xi_{k}\right\}$ converges to a limit $M \geq 0$. Suppose, by contradiction, that $M>0$. This implies that an index $\bar{k}>0$ exists such that $\xi_{k+1}=\xi_{k}=M$ for all $k \geq \bar{k}$. Moreover, for every index $k \geq \bar{k}$, a direction $d \in D^{z}\left(\tilde{x}_{k}\right)$ exists such that

$$
\begin{equation*}
f\left(x_{k+1}\right) \leq f\left(\tilde{x}_{k}+\alpha_{k}^{(d)} d\right) \leq f\left(\tilde{x}_{k}\right)-M \leq f\left(x_{k}\right)-M \tag{4.3.34}
\end{equation*}
$$

In fact, if such an index did not exist, the algorithm would set $\xi_{k+1}=\theta \xi_{k}$. Relation (4.3.34) implies $f\left(x_{k}\right) \rightarrow-\infty$, which is in contrast with the assumption that $f$ is continuous on the compact set $X$. This concludes the proof.

We point out that the hypotheses of Lemma 4.3.4 and Proposition 4.3.5 hold also for Algorithm 5. Therefore, it is possible to prove the following convergence result with respect to the continuous variables.

Proposition 4.3.9 Let $\left\{x_{k}\right\}$ be the sequence of points produced by Algorithm 5. Let $\bar{x} \in X \cap \mathcal{Z}$ be any limit point of $\left\{x_{k}\right\}$ and $K$ be the subset of indices such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K} x_{k}=\bar{x} \tag{4.3.35}
\end{equation*}
$$

If the subsequence $\left\{s_{k}\right\}_{K}$, with $\left(s_{k}\right)_{i}=0$ for $i \in I^{z}$, is dense in the unit sphere (see Definition 4.2.4), then $\bar{x}$ is a stationary point for Problem (4.2.2).

Proof The proof follows by reasoning as in Lemma 4.3.4 and Proposition 4.3.5.
The convergence result with respect to the discrete variables is represented by the following proposition, which follows the reasoning used in Proposition 4.3.6.

Proposition 4.3.10 Let $\left\{x_{k}\right\}$ be the sequence of points produced by Algorithm 5 and $x^{*} \in X \cap \mathcal{Z}$ be an accumulation point. Then,

$$
f\left(x^{*}\right) \leq f(\bar{x})
$$

for all $\bar{x} \in \mathcal{B}^{z}\left(x^{*}\right)$.
Proof By point (iii) of Proposition 4.3 .8 and by the instructions of the algorithm, it follows that, for $k$ sufficiently large, in Phase 2.B of the algorithm we have either $D_{k}=\bar{D}$ or $D_{k} \subset \bar{D}$. If by contradiction the latter relation holds for any $k$, we have that at each iteration a set $D_{k+1}$ is generated such that $D_{k+1} \supset D_{k}$. This is in contrast with Proposition 4.2.8, which implies that $\bar{D}$ has a finite number of directions. Hence, an index $\bar{k}$ exists such that $D_{k}=\bar{D}$ for all $k \geq \bar{k}$. By reasoning as in the proof of Proposition 4.3.6, the previous observation guarantees that, for $k$ sufficiently large, $D_{k} \supseteq D^{z}\left(x^{*}\right)$ and that the algorithm eventually selects the direction $\bar{d} \in D^{z}\left(x^{*}\right)$ leading to point $\bar{x}$, used to obtain the contradiction.

We can now state the main convergence result for Algorithm 5, which shows that every limit point of the sequence of iterates is stationary for Problem (4.2.2). This convergence result is the same as the one proved for Algorithm 3.

Theorem 4.3.11 Let $\left\{x_{k}\right\}$ be the sequence of points generated by Algorithm 5. Then,
(i) a limit point of $\left\{x_{k}\right\}$ exists;
(ii) every limit point of $\left\{x_{k}\right\}$ is stationary for Problem (4.2.2).

The convergence results for Algorithm 6 are reported in the following propositions.

Proposition 4.3.12 Let $\left\{x_{k}\right\},\left\{\tilde{x}_{k}\right\},\left\{\xi_{k}\right\},\left\{\alpha_{k}^{c}\right\}$ and $\left\{\tilde{\alpha}_{k}^{c}\right\}$ be the sequences yielded by Algorithm 6. Then
(i) Algorithm 6 is well-defined;
(ii)

$$
\lim _{k \rightarrow \infty} \max \left\{\alpha_{k}^{c}, \tilde{\alpha}_{k}^{c}\right\}=0
$$

```
Algorithm 6 DFNDFL 3
    See Algorithm 4 for DATA PHASE 1 PHASE 2.A
            PHASE 2.B - Update the set of discrete search directions
            If \(y^{+}=\tilde{x}_{k}\) and Discrete Search fails with \(\tilde{\alpha}_{k}^{(d)}=1\) for all \(d \in D_{k}\) then
                Set \(\xi_{k+1}=\theta \xi_{k}\).
                If \(D_{k} \supseteq D^{z}\left(\tilde{x}_{k}\right)\) then
                    Set \(D_{k+1}=D_{k}\) and \(D=D_{k+1}\),
            else
                    Generate \(D_{k+1}\) such that \(D_{k+1} \subseteq D^{z}\left(\tilde{x}_{k}\right)\) and \(D_{k+1} \supset D_{k}\).
                    Set \(D=D_{k+1}\).
                    Set \(\tilde{\alpha}_{k+1}^{(d)}=1\) for all \(d \in D_{k+1} \backslash D_{k}\).
            End If
        else
            Set \(D_{k+1}=D_{k}\) and \(D=D_{k+1}\).
            End If
    See Algorithm 4 for PHASE 3
```

        (iii)
    $$
\lim _{k \rightarrow \infty} \xi_{k}=0
$$

Proof The proof follows by reasoning as in Proposition 4.3.8.
Remark 1 By point (iii) of the preceding proposition and the updating rule of the parameter $\xi_{k}$ used in Algorithm 6, it follows that the set

$$
H=\left\{k: \xi_{k+1}<\xi_{k}\right\}
$$

is infinite.
Proposition 4.3.13 Let $\left\{x_{k}\right\}$ be the sequence of points produced by Algorithm 6 . Let $H \subseteq\{1,2, \ldots\}$ be defined as in Remark 1 and let $x^{*} \in X \cap \mathcal{Z}$ be any accumulation point of $\left\{x_{k}\right\}_{H}$. If the subsequence $\left\{s_{k}\right\}_{H}$, with $\left(s_{k}\right)_{i}=0$ for $i \in I^{z}$, is dense in the unit sphere (see Definition 4.2.4), then $x^{*}$ is a stationary point for Problem (4.2.2), i.e.

$$
\begin{equation*}
f_{c}^{\circ}\left(x^{*} ; s\right) \geq 0, \quad \text { for all } s \in D^{c}\left(x^{*}\right) \tag{4.3.36}
\end{equation*}
$$

Proof For any accumulation point $x^{*}$ of $\left\{x_{k}\right\}_{H}$, let $K \subseteq H$ be an index set such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K} x_{k}=x^{*} . \tag{4.3.37}
\end{equation*}
$$

Notice that, for all $k \in K,\left(\tilde{x}_{k}\right)_{z}=\left(x_{k}\right)_{z}$ and $\tilde{\alpha}_{k}^{(d)}=1, d \in D_{k}$, by the instructions of Algorithm 6. Hence, for all $k \in K$, by recalling (4.3.37), the discrete variables are no longer updated. Then the proof follows by analogous reasoning as in Lemma 4.3.4 and Proposition 4.3.5.

Proposition 4.3.14 Let $\left\{x_{k}\right\},\left\{\tilde{x}_{k}\right\}$, and $\left\{\xi_{k}\right\}$ be the sequences produced by Algorithm 6. Let $H \subseteq\{1,2, \ldots\}$ be defined as in Remark 1 and $x^{*}$ be any accumulation point of $\left\{x_{k}\right\}_{H}$, then

$$
f\left(x^{*}\right) \leq f(\bar{x}), \quad \text { for all } \bar{x} \in \mathcal{B}^{z}\left(x^{*}\right)
$$

Proof Let $K \subseteq H$ be an index set such that

$$
\lim _{k \rightarrow \infty, k \in K} x_{k}=x^{*} .
$$

For every $k \in H$, we have

$$
\begin{aligned}
\left(\tilde{x}_{k}\right)_{z} & =\left(x_{k}\right)_{z}, \\
\tilde{\alpha}_{k}^{(d)} & =1, \quad d \in D_{k},
\end{aligned}
$$

meaning that the discrete variables are no longer updated by the Discrete Search.
Let us consider any point $\bar{x} \in \mathcal{B}^{z}\left(x^{*}\right)$. By the definition of discrete neighborhood $\mathcal{B}^{z}\left(x^{*}\right)$, a direction $\bar{d} \in D^{z}\left(x^{*}\right)$ exists such that

$$
\begin{equation*}
\bar{x}=x^{*}+\bar{d} \tag{4.3.38}
\end{equation*}
$$

Recalling the steps of Algorithm 6, we have, for all $k \in H$ and sufficiently large, that

$$
\left(x^{*}\right)_{z}=\left(x_{k}\right)_{z}=\left(\tilde{x}_{k}\right)_{z} .
$$

Further, by Proposition 4.3.12, we have

$$
\lim _{k \rightarrow \infty, k \in K} \tilde{x}_{k}=x^{*} .
$$

Then, for all $k \in K$ and sufficiently large, (4.3.38) implies

$$
\left(x_{k}+\bar{d}\right)_{z}=\left(\tilde{x}_{k}+\bar{d}\right)_{z}=\left(x^{*}+\bar{d}\right)_{z}=(\bar{x})_{z}
$$

Hence, for all $k \in K$ and sufficiently large, by the definition of discrete neighborhood we have $\bar{d} \in D^{z}\left(\tilde{x}_{k}\right)$ and

$$
\tilde{x}_{k}+\bar{d} \in X \cap \mathcal{Z} .
$$

Then, since $k \in H$, by the definition of $H$ we have

$$
\begin{equation*}
f\left(\tilde{x}_{k}+\bar{d}\right)>f\left(\tilde{x}_{k}\right)-\xi_{k} . \tag{4.3.39}
\end{equation*}
$$

Now, by (iii) of Proposition 4.3.12, and taking the limit for $k \rightarrow \infty$, with $k \in K$, in (4.3.39), the result follows.

Theorem 4.3.15 Let $\left\{x_{k}\right\}$ be the sequence of points generated by Algorithm 6. Let $H \subseteq\{1,2, \ldots\}$ be defined as in Remark 1 and let $\left\{s_{k}\right\}_{H}$, with $\left(s_{k}\right)_{i}=0$ for $i \in I^{z}$, be a dense subsequence in the unit sphere (see Definition 4.2.4). Then,
(i) a limit point of $\left\{x_{k}\right\}_{H}$ exists;
(ii) every limit point $x^{*}$ of $\left\{x_{k}\right\}_{H}$ is stationary for Problem 4.2.2.

Proof As regards point (i), since $\left\{x_{k}\right\}_{H}$ belongs to the compact set $X \cap \mathcal{Z}$, it admits limit points. The proof of point (ii) follows by considering Propositions 4.3.13 and 4.3.14.

### 4.3.3 A computationally efficient algorithm with sufficient decrease

The last algorithm we propose performs a distributed minimization along both the continuous and discrete variables (see Algorithm 7 for a detailed scheme). The convergence result is established only for a particular subsequence of iterates, as for Algorithm 6, but, in contrast with this, Algorithm 7 is computationally cheaper. Indeed, the current iterate is updated as soon as a point leading to a sufficient decrease in the objective function is found.

Proposition 4.3.16 Let $\left\{x_{k}\right\},\left\{\tilde{x}_{k}\right\},\left\{\xi_{k}\right\},\left\{\alpha_{k}^{c}\right\},\left\{\tilde{\alpha}_{k}^{c}\right\}$ be the sequences produced by Algorithm 7. Then,
(i) Algorithm 7 is well-defined;
(ii)

$$
\lim _{k \rightarrow \infty} \max \left\{\alpha_{k}^{c}, \tilde{\alpha}_{k}^{c}\right\}=0
$$

(iii)

$$
\lim _{k \rightarrow \infty} \xi_{k}=0
$$

Proof The proof follows the same steps used to prove Proposition 4.3.8.

Remark 2 By point (iii) of the preceding proposition and the updating rule of the parameter $\xi_{k}$ used in Algorithm 7, it follows that the set

$$
H=\left\{k: \xi_{k+1}<\xi_{k}\right\}
$$

is infinite.
Proposition 4.3.17 Let $\left\{x_{k}\right\}$ be the sequence of points produced by Algorithm 7. Let $H \subseteq\{1,2, \ldots\}$ be defined as in Remark 1 and let $x^{*} \in X \cap \mathcal{Z}$ be any accumulation point of $\left\{x_{k}\right\}_{H}$. If the subsequence $\left\{s_{k}\right\}_{H}$, with $\left(s_{k}\right)_{i}=0$ for $i \in I^{z}$, is dense in the unit sphere (see Definition 4.2.4), then $x^{*}$ is a stationary point for Problem (4.2.2), i.e.

$$
\begin{equation*}
f_{c}^{\circ}\left(x^{*} ; s\right) \geq 0, \quad \text { for all } s \in D^{c}\left(x^{*}\right) \tag{4.3.40}
\end{equation*}
$$

Proof For any accumulation point $x^{*}$ of $\left\{x_{k}\right\}_{H}$, let $K \subseteq H$ be an index set such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty, k \in K} x_{k}=x^{*} \tag{4.3.41}
\end{equation*}
$$

Notice that, for all $k \in K,\left(\tilde{x}_{k}\right)_{z}=\left(x_{k}\right)_{z}$ and $\tilde{\alpha}_{k}^{(d)}=1, d \in D_{k}$, by the instructions of Algorithm 7. Hence, for all $k \in K$, by recalling (4.3.41), the discrete variables are no longer updated. Then the proof follows by analogous reasoning as in Lemma 4.3.4 and Proposition 4.3.5.

Proposition 4.3.18 Let $\left\{x_{k}\right\},\left\{\tilde{x}_{k}\right\}$, and $\left\{\xi_{k}\right\}$ be the sequences produced by Algorithm 7. Let $H \subseteq\{1,2, \ldots\}$ be defined as in Remark 1 and $x^{*} \in X \cap \mathcal{Z}$ be any accumulation point of $\left\{x_{k}\right\}_{H}$, then

$$
f\left(x^{*}\right) \leq f(\bar{x}), \quad \text { for all } \bar{x} \in \mathcal{B}^{z}\left(x^{*}\right)
$$

```
Algorithm 7 DFNDFL 4
```


## DATA

```
Let \(x_{0} \in X \cap \mathcal{Z}, \quad \xi_{0}>0, \quad \theta \in(0,1)\);
let \(\left\{s_{k}\right\}\) be a sequence such that \(s_{k} \in D^{c}\left(x_{0}\right)\) and \(\left\|s_{k}\right\|=1\) for all \(k\);
let \(\tilde{\alpha}_{0}^{c}=1\) be the initial stepsize along \(s_{k}\);
let \(D=D_{0} \subset D^{z}\left(x_{0}\right)\) be a set of initial feasible primitive discrete directions at point \(x_{0}\);
let \(\tilde{\alpha}_{0}^{(d)}=1\) be the initial stepsizes along \(d \in D\).
For \(k=0,1, \ldots\)
```


## PHASE 1 - Explore continuous variables

Compute $\alpha_{k}^{c}$ and $\tilde{s}_{k}$ by the Projected Continuous Search $\left(\tilde{\alpha}_{k}^{c}, x_{k}, s_{k} ; \alpha_{k}^{c}, \tilde{s}_{k}\right)$.
If $\left(\alpha_{k}^{c}=0\right)$ then
$\tilde{\alpha}_{k+1}^{c}=\theta \tilde{\alpha}_{k}^{c}$ and $\tilde{x}_{k}=x_{k}$,
else
$\tilde{\alpha}_{k+1}^{c}=\alpha_{k}^{c}$ and $\tilde{x}_{k}=\left[x_{k}+\alpha_{k}^{c} \tilde{s}_{k}\right]_{[l, u]}$.
End If
PHASE 2.A - Explore discrete variables
Set $y^{+}=\tilde{x}_{k}$.
While $D \neq \emptyset$ and $y^{+}=\tilde{x}_{k}$ do
Choose $d \in D$, set $D=D \backslash\{d\}$ and $y=y^{+}$.
Compute $\alpha$ by the Discrete $\operatorname{Search}\left(\tilde{\alpha}_{k}^{(d)}, y, d, \xi_{k} ; \alpha\right)$.
If $\alpha=0$ then
Set $y^{+}=y \quad$ and $\quad \tilde{\alpha}_{k+1}^{(d)}=\max \left\{1,\left\lfloor\tilde{\alpha}_{k}^{(d)} / 2\right\rfloor\right\}$,
else
Set $y^{+}=y+\alpha d \quad$ and $\tilde{\alpha}_{k+1}^{(d)}=\alpha$.
End If
End While
PHASE 2.B - Update the set of discrete search directions
If $y^{+}=\tilde{x}_{k}$ and Discrete Search fails with $\tilde{\alpha}_{k}^{(d)}=1$ for all $d \in D_{k}$ then
Set $\xi_{k+1}=\theta \xi_{k}$.
If $D_{k} \supseteq D^{z}\left(\tilde{x}_{k}\right)$ then
Set $D_{k+1}=D_{k}$ and $D=D_{k+1}$,
else
Generate $D_{k+1}$ such that $D_{k+1} \subseteq D^{z}\left(\tilde{x}_{k}\right)$ and $D_{k+1} \supset D_{k}$, set $D=D_{k+1}$.
Set $\tilde{\alpha}_{k+1}^{(d)}=1$ for all $d \in D_{k+1} \backslash D_{k}$.

## End If

else
Set $D_{k+1}=D_{k}$ and $D=D_{k+1}$.
End If
PHASE 3-Update iterates
Find $x_{k+1} \in X \cap \mathcal{Z}$ such that $f\left(x_{k+1}\right) \leq f\left(y^{+}\right)$.
: End For

Proof Let $K \subseteq H$ be an index set such that

$$
\lim _{k \rightarrow \infty, k \in K} x_{k}=x^{*} .
$$

For every $k \in H$, we have

$$
\begin{aligned}
\left(\tilde{x}_{k}\right)_{z} & =\left(x_{k}\right)_{z}, \\
\tilde{\alpha}_{k}^{(d)} & =1, \quad d \in D_{k},
\end{aligned}
$$

meaning that the discrete variables are no longer updated by the Discrete Search.
Let us consider any point $\bar{x} \in \mathcal{B}^{z}\left(x^{*}\right)$. By the definition of discrete neighborhood $\mathcal{B}^{z}\left(x^{*}\right)$, a direction $\bar{d} \in D^{z}\left(x^{*}\right)$ exists such that

$$
\begin{equation*}
\bar{x}=x^{*}+\bar{d} \tag{4.3.42}
\end{equation*}
$$

Recalling the steps of Algorithm 7, we have, for all $k \in H$ and sufficiently large, that

$$
\left(x^{*}\right)_{z}=\left(x_{k}\right)_{z}=\left(\tilde{x}_{k}\right)_{z} .
$$

Further, by Proposition 4.3.12, we have

$$
\lim _{k \rightarrow \infty, k \in K} \tilde{x}_{k}=x^{*} .
$$

Then, for all $k \in K$ and sufficiently large, (4.3.42) implies

$$
\left(x_{k}+\bar{d}\right)_{j}=\left(\tilde{x}_{k}+\bar{d}\right)_{j}=\left(x^{*}+\bar{d}\right)_{j}=(\bar{x})_{j}, \text { with } j \in I_{z} .
$$

Hence, for all $k \in K$ and sufficiently large, by the definition of discrete neighborhood we have $\bar{d} \in D^{z}\left(\tilde{x}_{k}\right)$.

$$
\tilde{x}_{k}+\bar{d} \in X \cap \mathcal{Z} .
$$

Then, since $k \in H$, by the definition of $H$ we have

$$
\begin{equation*}
f\left(\tilde{x}_{k}+\bar{d}\right)>f\left(\tilde{x}_{k}\right)-\xi_{k} . \tag{4.3.43}
\end{equation*}
$$

Now, by (iii) of Proposition 4.3.12, and taking the limit for $k \rightarrow \infty$, with $k \in K$, in (4.3.43), the result follows.

Theorem 4.3.19 Let $\left\{x_{k}\right\}$ be the sequence of points generated by Algorithm 7. Let $H \subseteq\{1,2, \ldots\}$ be defined as in Remark 2 and let $\left\{s_{k}\right\}_{H}$, with $\left(s_{k}\right)_{i}=0$ for $i \in I^{z}$, be a dense subsequence in the unit sphere (see Definition 4.2.4). Then,
(i) a limit point of $\left\{x_{k}\right\}_{H}$ exists;
(ii) every limit point $x^{*}$ of $\left\{x_{k}\right\}_{H}$ is stationary for Problem (4.2.2).

Proof As regards point (i), since $\left\{x_{k}\right\}_{H}$ belongs to the compact set $X \cap \mathcal{Z}$, it admits limit points. The prove of point (ii) follows by considering Propositions 4.3.17 and 4.3.18.

### 4.4 An algorithm for nonsmooth nonlinearly constrained problems

In this section, we consider the nonsmooth nonlinearly constrained problem defined in Problem 4.1.2. The nonlinear constraints are handled through a simple penalty approach (see, e.g., [75]). In particular, given a positive parameter $\varepsilon>0$, we introduce the following penalty function

$$
P(x ; \varepsilon)=f(x)+\frac{1}{\varepsilon} \sum_{i=1}^{m} \max \left\{0, g_{i}(x)\right\}
$$

which allows us to define the following bound constrained problem

$$
\begin{array}{ll}
\min & P(x ; \varepsilon) \\
\text { s.t. } & x \in X \cap \mathcal{Z} . \tag{4.4.1}
\end{array}
$$

Hence, only the nonlinear constraints are penalized and the minimization is performed over the set $X \cap \mathcal{Z}$. The algorithms described in Section 4.3 are thus suited for solving this problem, as highlighted in the following remark.

Remark 3 Observe that, for any $\varepsilon>0$, the structure and properties of Problem (4.4.1) are the same as Problem (4.2.2). The Lipschiz continuity (with respect to the continuous variables) of the penalty function $P(x ; \varepsilon)$ follows by the Lipschitz continuity of $f$ and $g_{i}$, with $i \in\{1, \ldots, m\}$. In particular, called $L_{f}$ and $L_{g_{i}}$ the Lipschitz constants of $f$ and $g_{i}$, respectively, we have that the Lipschitz constant of the penalty function $P(x ; \varepsilon)$ is

$$
L \leq L_{f}+\frac{1}{\varepsilon} \sum_{i=1}^{m} L_{g_{i}}
$$

To prove the equivalence between Problem (4.1.2) and Problem (4.4.1), we report an extended version of the Mangasarian-Fromowitz Constraint Qualification (EMFCQ) condition for Problem (4.1.2) by taking into account its mixed-integer structure. Indeed, this condition states that at a point that is infeasible for Problem (4.1.2), a direction feasible with respect to $X \cap \mathcal{Z}$ (according to Definitions 4.2.6 and 4.2.9) that guarantees a reduction in the constraint violation exists. This direction considers either the continuous or the discrete variables.

## Assumption 4.4.1 (EMFCQ for mixed-integer problems) Given

Problem (4.1.2), for any $x \in(X \cap \mathcal{Z}) \backslash \stackrel{\circ}{\mathcal{F}}$, one of the following conditions holds:
(i) a direction $s \in D^{c}(x)$ exists such that

$$
\left(\xi^{g_{i}}\right)^{\top} s<0
$$

for all $\xi^{g_{i}} \in \partial_{c} g_{i}(x)$ with $i \in\left\{h \in\{1, \ldots, m\}: g_{h}(x) \geq 0\right\}$;
(ii) a direction $\bar{d} \in D^{z}(x)$ exists such that

$$
\sum_{i=1}^{m} \max \left\{0, g_{i}(x+\bar{d})\right\}<\sum_{i=1}^{m} \max \left\{0, g_{i}(x)\right\}
$$

In particular, we first prove the equivalence between local minimum points and between global minimum points of the two problems. Then, we prove that any Clarke stationary point of Problem (4.4.1) (according to Definition 4.2.21) is a stationary point for Problem (4.1.2) (according to Definition 4.2.28).

Proposition 4.4.2 Let Assumption 4.4.1 hold. A threshold value $\varepsilon^{\star}>0$ exists such that the function $P(x ; \varepsilon)$ has no Clarke stationary points in $(X \cap \mathcal{Z}) \backslash \mathcal{F}$ for any $\varepsilon \in\left(0, \varepsilon^{\star}\right]$.

Proof We proceed by contradiction and assume that for any integer $k$, an $\varepsilon_{k} \leq 1 / k$ and a stationary point for Problem (4.4.1) $x_{k} \in(X \cap \mathcal{Z}) \backslash \mathcal{F}$ exist. Then, let us consider a limit point $\bar{x} \in(X \cap \mathcal{Z}) \backslash \stackrel{\circ}{\mathcal{F}}$ of the sequence $\left\{x_{k}\right\}$ and, without loss of generality, let us call the corresponding subsequence as $\left\{x_{k}\right\}$ as well.

First we assume that point (i) of Assumption 4.4.1 holds at $\bar{x}$. Therefore, a direction $\bar{s} \in D^{c}(\bar{x})$ exists such that

$$
\left(\xi^{g_{i}}\right)^{\top} \bar{s}<0 \text { for all } \xi^{g_{i}} \in \partial_{c} g_{i}(\bar{x}) \text { with } i \in\left\{h \in\{1, \ldots, m\}: g_{h}(\bar{x}) \geq 0\right\} .
$$

In particular, it follows that

$$
\begin{equation*}
\max _{\substack{\xi_{i} \xi_{i} \theta_{c} g_{i}(\bar{x}) \\ i \in I(\bar{x})}}\left(\xi^{g_{i}}\right)^{\top} \bar{s}=-\eta<0 \tag{4.4.2}
\end{equation*}
$$

where $I(\bar{x})=\left\{i \in\{1, \ldots, m\}: g_{i}(\bar{x})=\bar{\phi}(\bar{x})\right\}, \bar{\phi}(x)=\max \left\{0, g_{1}(x), \ldots, g_{m}(x)\right\}$ and $\eta$ is a positive scalar. Note that $\bar{x} \notin \mathcal{F}$ implies $\bar{\phi}(\bar{x})>0$.

By [165, Proposition 2.3], it follows that $\bar{s} \in D^{c}\left(x_{k}\right)$. Moreover, since $x_{k}$ satisfies the Definition 4.2.19 of stationary point, we have that

$$
\begin{equation*}
0 \leq P^{C l}\left(x_{k} ; \varepsilon, \bar{s}\right)=\max _{\xi \in \partial_{c} P\left(x_{k} ; \varepsilon\right)} \xi^{\top} \bar{s} \tag{4.4.3}
\end{equation*}
$$

By [49], we know that

$$
\begin{equation*}
\partial_{c} P\left(x_{k} ; \varepsilon\right) \subseteq \partial_{c} f\left(x_{k}\right)+\frac{1}{\varepsilon} \partial_{c}\left(\max \left\{0, g_{1}\left(x_{k}\right), \ldots, g_{m}\left(x_{k}\right)\right\}\right) \tag{4.4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial\left(\max \left\{0, g_{1}\left(x_{k}\right), \ldots, g_{m}\left(x_{k}\right)\right\}\right) \subseteq \operatorname{Co}\left(\left\{\partial_{c} g_{i}\left(x_{k}\right): i \in I\left(x_{k}\right)\right\}\right), \tag{4.4.5}
\end{equation*}
$$

where $\beta^{i} \geq 0$ for all $i \in I\left(x_{k}\right)$ and $C o(A)$ denotes the convex hull of a set $A$ (see [207, Theorem 3.3]).

Therefore, by (4.4.3)-(4.4.5), $\xi_{k}^{f} \in \partial_{c} f\left(x_{k}\right), \quad \xi_{k}^{g_{i}} \in \partial_{c} g_{i}\left(x_{k}\right)$ and $\beta_{k}^{i}$ with $i \in I\left(x_{k}\right)$ exist such that

$$
\begin{gather*}
\left(\xi_{k}^{f}+\frac{1}{\varepsilon_{k}} \sum_{i \in I\left(x_{k}\right)} \beta_{k}^{i} \xi_{k}^{g_{i}}\right)^{\top} \bar{s} \geq 0  \tag{4.4.6}\\
\sum_{i \in I\left(x_{k}\right)} \beta_{k}^{i}=1 \text { and } \beta_{k}^{i} \geq 0
\end{gather*}
$$

Since $m$ is a finite number, there exists a subsequence of $\left\{x_{k}\right\}$ such that $I\left(x_{k}\right)=\bar{I}$.

The local boundedness of the generalized gradient of the locally Lipschitz continuous functions $f$ and $g_{i}$ and the fact that $X \cap \mathcal{Z}$ can be covered by a finite number of local sets implies that the sequences $\xi_{k}^{f}$ and $\xi_{k}^{g_{i}}$, with $i \in \bar{I}$, are bounded. Hence, we get that

$$
\begin{align*}
& \xi_{k}^{f} \rightarrow \bar{\xi}^{f}  \tag{4.4.7a}\\
& \xi_{k}^{g_{i}} \rightarrow \bar{\xi}^{g_{i}} \text { for all } i \in \bar{I},  \tag{4.4.7b}\\
& \beta_{k}^{i} \rightarrow \bar{\beta}^{i} \text { for all } i \in \bar{I} \tag{4.4.7c}
\end{align*}
$$

Now the upper semicontinuity of $\partial_{c} f$ and $\partial_{c} g_{i}$, with $i \in \bar{I}$, at $\bar{x}$ (see Proposition 2.1.5 in [49]) implies that $\bar{\xi}^{f} \in \partial_{c} f(\bar{x})$ and $\bar{\xi}^{g_{i}} \in \partial_{c} g_{i}(\bar{x})$ for all $i \in \bar{I}$.

The continuity of the problem functions guarantees that for $k$ sufficiently large

$$
\left\{i: g_{i}(\bar{x})-\phi(\bar{x})<0\right\} \subseteq\left\{i: g_{i}\left(x_{k}\right)-\phi\left(x_{k}\right)<0\right\}
$$

and, in turn, this implies that for $k$ sufficiently large

$$
\left\{i: g_{i}\left(x_{k}\right)-\phi\left(x_{k}\right)=0\right\}=I\left(x_{k}\right) \subseteq I(\bar{x})=\left\{i: g_{i}(\bar{x})-\phi(\bar{x})=0\right\} .
$$

Since $I\left(x_{k}\right) \subseteq I(\bar{x})$, we have that

$$
\begin{equation*}
\bar{I} \subseteq I(\bar{x}) . \tag{4.4.8}
\end{equation*}
$$

Finally, for $k$ sufficiently large, (4.4.2), (4.4.7), and (4.4.8) imply

$$
\begin{equation*}
\left(\xi_{k}^{g_{i}}\right)^{\top} \bar{s} \leq-\frac{\eta}{2} \text { for all } i \in \bar{I} \tag{4.4.9}
\end{equation*}
$$

and (4.4.6), multiplied by $\varepsilon_{k}$, implies

$$
\begin{equation*}
\left(\varepsilon_{k} \xi_{k}^{f}+\sum_{i \in \bar{I}} \beta_{k}^{i} \xi_{k}^{g_{i}}\right)^{\top} \bar{s} \geq 0 \tag{4.4.10}
\end{equation*}
$$

Equations (4.4.9) and (4.4.10) yield

$$
0 \leq\left(\varepsilon_{k} \xi_{k}^{f}+\sum_{i \in \bar{I}} \beta_{k}^{i} \xi_{k}^{g_{i}}\right)^{\top} \bar{s} \leq\left(\varepsilon_{k} \xi_{k}^{f}\right)^{\top} \bar{s}-\frac{\eta}{2}
$$

which, by using (4.4.7), gives rise to a contradiction when $k \rightarrow \infty$ and, hence, $\varepsilon_{k} \rightarrow 0$.

Now we assume that point (ii) of Assumption 4.4.1 holds at $\bar{x}$. Let $\bar{d} \in D^{z}(\bar{x})$ be the direction such that

$$
\begin{equation*}
\sum_{i=1}^{m} \max \left\{0, g_{i}(\bar{x}+\bar{d})\right\}<\sum_{i=1}^{m} \max \left\{0, g_{i}(\bar{x})\right\} \tag{4.4.11}
\end{equation*}
$$

By minor modification of [165, Proposition 2.3], we have that for $k$ sufficiently large $D^{z}(\bar{x}) \subseteq D^{z}\left(x_{k}\right)$. Hence, it follows that $\bar{d} \in D^{z}\left(x_{k}\right)$. By definition of stationary point and discrete neighborhood, we have

$$
P\left(x_{k} ; \varepsilon_{k}\right) \leq P\left(x_{k}+\bar{d} ; \varepsilon_{k}\right), \quad \text { where } x_{k}+\bar{d} \in \mathcal{B}^{z}\left(x_{k}\right) .
$$

Hence,

$$
f\left(x_{k}\right)+\frac{1}{\varepsilon_{k}} \sum_{i=1}^{m} \max \left\{0, g_{i}\left(x_{k}\right)\right\} \leq f\left(x_{k}+\bar{d}\right)+\frac{1}{\varepsilon_{k}} \sum_{i=1}^{m} \max \left\{0, g_{i}\left(x_{k}+\bar{d}\right)\right\} .
$$

Multiplying by $\varepsilon$ and considering that $\varepsilon_{k} \rightarrow 0$, if we take the limit for $k \rightarrow \infty$ we have that

$$
\sum_{i=1}^{m} \max \left\{0, g_{i}(\bar{x})\right\} \leq \sum_{i=1}^{m} \max \left\{0, g_{i}(\bar{x}+\bar{d})\right\} .
$$

The latter equation is in contradiction with (4.4.11).
Now, we can prove that there exists a threshold value $\bar{\varepsilon}$ for the penalty parameter such that, for any $\varepsilon \in(0, \bar{\varepsilon})$, any local minimum of the penalized problem is also a local minimum of the original problem.

Proposition 4.4.3 Let Assumptions 4.4.1 hold. Given Problem (4.1.2) and considering Problem (4.4.1), a threshold value $\bar{\varepsilon}>0$ exists such that for every $\varepsilon \in(0, \bar{\varepsilon})$, any local minimum point $\bar{x}$ of Problem (4.4.1) is also a local minimum of Problem (4.1.2).

Proof The Definition 4.2 .14 of local minimum point implies that $\bar{x}$ satisfies the definition of stationary point given in Definition 4.2.19 (see Proposition 4.2.17). In particular, we have that relation (4.2.8) follows by (4.2.4) and that (4.2.7) follows by (4.2.3), which implies that $\bar{x}$ is an unconstrained local minimum point with respect to the continuous variables. By Corollary 4.2 .22 , we have that (4.2.11) and (4.2.12) hold as well. Therefore, any local minimum point of $P(x ; \varepsilon)$ is also a stationary point according to Clarke definition for the continuous variables.

Now Proposition 4.4.2 implies that a threshold value $\varepsilon^{\star}>0$ exists such that $\bar{x} \in \mathcal{F} \cap \mathcal{Z} \cap X$ for any $\varepsilon \in\left(0, \varepsilon^{\star}\right]$. Therefore, $P(\bar{x} ; \varepsilon)=f(\bar{x})$. This implies that any local minimum point of $P(x ; \varepsilon)$ in $\mathcal{F} \cap X \cap \mathcal{Z}$ is also a local minimum point for Problem 4.1.2.

Proposition 4.4.4 Let Assumption 4.4.1 hold. Given Problem (4.1.2) and considering Problem (4.4.1), a threshold value $\bar{\varepsilon}>0$ exists such that for every $\epsilon \in(0, \bar{\varepsilon})$, any global minimum point $\bar{x}$ of Problem (4.4.1) is also a global minimum point of Problem (4.1.2) and vice versa.

Proof We start by proving that any global minimum point of Problem (4.4.1) is also a global minimum point of Problem (4.1.2). Proceeding by contradiction, let us assume that for any integer k a positive scalar $\varepsilon_{k}<1 / k$ and a point $x_{k}$ exist such that $x_{k}$ is a global minimum point of $P\left(x_{k} ; \varepsilon_{k}\right)$ but it is not a global minimum point of $f(x)$. If we denote as $\hat{x}$ a global minimum point of $f(x)$, we have that

$$
\begin{equation*}
P\left(x_{k} ; \varepsilon_{k}\right) \leq P\left(\hat{x} ; \varepsilon_{k}\right)=f(\hat{x}) . \tag{4.4.12}
\end{equation*}
$$

Since $x_{k}$ are global minimum points, by Proposition 4.2.17 and by Corollary 4.2.22 they are also stationary points of $P\left(x_{k} ; \varepsilon_{k}\right)$ according to Clarke definition for the continuous variables. By Proposition 4.4.2 there exists a threshold value $\varepsilon^{\star}>0$ such that $x_{k} \in \mathcal{F} \cap X \cap \mathcal{Z}$ for any $\varepsilon_{k} \in\left(0, \varepsilon^{\star}\right]$. Therefore, $P\left(x_{k} ; \varepsilon_{k}\right)=f\left(x_{k}\right)$. By (4.4.12), it follows that $f\left(x_{k}\right) \leq f(\hat{x})$, contradicting the assumption that $x_{k}$ is not a global minimum point of $f(x)$.

Now we prove that any global minimum point $\bar{x}$ of Problem (4.1.2) is also a global minimum point of Problem (4.4.1) for any $\varepsilon \in(0, \bar{\varepsilon})$. Since $\bar{x} \in \mathcal{F} \cap \mathcal{Z} \cap X$, we have that $P(\bar{x} ; \varepsilon)=f(\bar{x})$. By the previous proof, a global minimizer $x_{\varepsilon}$ of $P(x ; \varepsilon)$ is feasible for Problem (4.1.2), hence $P\left(x_{\varepsilon} ; \varepsilon\right)=f\left(x_{\varepsilon}\right)$. Furthermore, it is also a global minimum point of Problem (4.1.2), thus we have $f\left(x_{\varepsilon}\right)=f(\bar{x})$. Therefore, since $P\left(x_{\varepsilon} ; \varepsilon\right)=f(\bar{x}), \bar{x}$ is also a global minimum point of $P(x ; \varepsilon)$.

In order to give stationarity results for Problem (4.4.1), we have the following proposition.

Proposition 4.4.5 Let Assumption 4.4.1 hold. For any $\varepsilon>0$, every stationary point $\bar{x}$ of problem (4.4.1) according to Clarke, such that $\bar{x} \in \mathcal{F} \cap \mathcal{Z} \cap X$, is also a stationary point of Problem (4.1.2).

Proof Since $\bar{x}$ is, by assumption, a stationary point of Problem (4.4.1) according to Clarke (see Corollary 4.2.22), then we have by definition of Clarke stationarity that for all $s \in D^{c}(\bar{x})$,

$$
\begin{equation*}
P^{C l}(\bar{x} ; \varepsilon)=\max \left\{\xi^{\top} s: \xi \in \partial_{c} P(\bar{x} ; \varepsilon)\right\} \geq 0 \tag{4.4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
P(\bar{x} ; \varepsilon) \leq P(x ; \varepsilon) \quad \text { for all } x \in \mathcal{B}^{z}(\bar{x}) . \tag{4.4.14}
\end{equation*}
$$

Hence, by 4.4.13, there exists $\xi_{s} \in \partial_{c} P(\bar{x} ; \varepsilon)$ such that $\left(\xi_{s}\right)^{\top} s \geq 0$ for all $s \in D^{c}(\bar{x})$. Now, we recall that

$$
\partial_{c} P(x ; \varepsilon) \subseteq \partial_{c} f(x)+\frac{1}{\varepsilon} \sum_{i \in I(x)} \beta_{i} \partial_{c} g_{i}(x),
$$

for some $\beta_{i}$, with $i \in I(x)$, such that $\sum_{i \in I(x)} \beta_{i}=1$ and $\beta_{i} \geq 0$ for all $i \in I(x)$. Hence, we have that $\xi_{s} \in \partial_{c} f(\bar{x})+\frac{1}{\varepsilon} \sum_{i \in I(\bar{x})} \beta_{i} \partial_{c} g_{i}(\bar{x})$. Then, denoting $\lambda_{i}=\beta_{i} / \varepsilon$ with $i \in I(\bar{x})$, and assuming $\lambda_{i}=0$ for all $i \notin I(x)$, we can write, for all $s \in D^{c}(\bar{x})$,

$$
\begin{align*}
& \max \left\{\xi^{\top} s: \xi \in \partial_{c} f(\bar{x})+\sum_{i=1}^{m} \lambda_{i} \partial_{c} g_{i}(\bar{x})\right\} \geq 0,  \tag{4.4.15}\\
& (\lambda)^{T} g(\bar{x})=0 \text { and } \lambda \geq 0 . \tag{4.4.16}
\end{align*}
$$

Since Proposition 4.4.2 implies that $\bar{x}$ is feasible for Problem (4.1.2), by (4.4.14) we have

$$
\begin{equation*}
f(\bar{x}) \leq f(x) \quad \text { for all } x \in \mathcal{B}^{z}(\bar{x}) \tag{4.4.17}
\end{equation*}
$$

Considering that $\bar{x} \in \mathcal{F} \cap \mathcal{Z} \cap X$, 4.4.15, 4.4.16, and 4.4.17 prove that $\bar{x}$ is a KKT stationary point for Problem (4.1.2), thus concluding the proof.

Proposition 4.4.6 Let Assumption 4.4.1 hold. Then, a threshold value $\varepsilon^{\star}>0$ exists such that, for every $\varepsilon \in\left(0, \varepsilon^{\star}\right]$, every stationary point $\bar{x}$ of Problem (4.4.1) is stationary (according to Definition 4.2.28) for Problem (4.1.2).

Proof Since $\bar{x}$ is stationary for Problem (4.4.1), we have by Definition 4.2.19 that

$$
\begin{equation*}
P^{\circ}(\bar{x} ; \varepsilon, s) \geq 0 \text { for all } s \in D^{c}(\bar{x}) \tag{4.4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
P(\bar{x} ; \varepsilon) \leq P(x ; \varepsilon) \quad \text { for all } x \in \mathcal{B}^{z}(\bar{x}) . \tag{4.4.19}
\end{equation*}
$$

Then, by Definitions 4.2.5 and 4.2.16, we have that for all $s \in D^{c}(\bar{x})$

$$
{\lim \sup _{y_{c} \rightarrow x_{c}, y_{z}=x_{z}, t \downarrow 0} \frac{P(y+t s ; \varepsilon)-P(y ; \varepsilon)}{t}=P^{C l}(\bar{x} ; \varepsilon, s) \geq P^{\circ}(\bar{x} ; \varepsilon, s) .} \text {. }
$$

By (4.4.18), it follows that

$$
P^{C l}(\bar{x} ; \varepsilon, s) \geq 0 \text { for all } s \in D^{c}(\bar{x}) .
$$

The proof follows by considering Propositions 4.4.2, 4.4.5 and 4.4.19.
As a result of the previous propositions, we can apply one of the four optimization algorithms proposed in Section 4.3 to solve Problem (4.4.1) provided that the penalty parameter is sufficiently small, as stated in the next proposition. Suppose to choose Algorithm 7. Algorithm 8 reports the scheme of the algorithm designed for solving Problem (4.1.2). It is obtained from Algorithm 7 by replacing $f(x)$ with $P(x ; \varepsilon)$, where $\varepsilon>0$ is a sufficiently small value. We point out that in Algorithm 8 both line-search procedures are performed by replacing $f(x)$ with $P(x ; \varepsilon)$ as well.

Proposition 4.4.7 Let Assumption 4.4.1 hold and let $\left\{x_{k}\right\}$ be the sequence produced by Algorithm 8. Let $\bar{x}$ be any limit point of $\left\{x_{k}\right\}$ and $K$ be the subset of indices such that

$$
\lim _{k \rightarrow \infty, k \in K} x_{k}=\bar{x} .
$$

If the subsequence $\left\{s_{k}\right\}_{K}$ is dense in the unit sphere (see Definition 4.2.4), then a threshold value $\varepsilon^{*}$ exists such that $\bar{x}$ is stationary for Problem (4.1.2) for all $\varepsilon \in\left(0, \varepsilon^{*}\right]$.

Proof The proof follows from Proposition 4.4.6 and Propositions 4.3.7, 4.3.11, 4.3.15 or 4.3.19 based on the algorithm chosen.

### 4.5 Numerical experiments

In this section we report the numerical experiments performed on a set of test bound constrained problems selected from the literature. The numerical experience on test problems with general constraints is left as future work. Among the four algorithms proposed in Section 4.3, only Algorithm 7 has been taken into account for these experiments since it is expected to show the best performance thanks to its low computational cost. Indeed, while the other algorithms are provided with stronger global convergence properties, on practical problems their performance in terms of efficiency may be affected by the higher computational cost required. In the sequel, Algorithm 7 is referred to as DFNDFL.

In this section, state-of-the-art solvers are used as benchmarks to test the efficiency and robustness of the algorithm proposed. In both cases, to improve the

```
Algorithm 8 DFNDFL-CON
```


## DATA

```
Let \(x_{0} \in X \cap \mathcal{Z}, \varepsilon>0\) sufficiently small, \(\xi_{0}>0, \quad \theta \in(0,1)\);
let \(\left\{s_{k}\right\}\) be a sequence such that \(s_{k} \in D^{c}\left(x_{0}\right)\) and \(\left\|s_{k}\right\|=1\) for all \(k\);
let \(\tilde{\alpha}_{0}^{c}=1\) be the initial stepsize along \(s_{k}\);
let \(D=D_{0} \subset D^{z}\left(x_{0}\right)\) be a set of initial feasible primitive discrete directions at point \(x_{0}\);
let \(\tilde{\alpha}_{0}^{(d)}=1\) be the initial stepsizes along \(d \in D\).
For \(k=0,1, \ldots\)
```


## PHASE 1 - Explore continuous variables

Compute $\alpha_{k}^{c}$ and $\tilde{s}_{k}$ by the Projected Continuous Search $\left(\tilde{\alpha}_{k}^{c}, x_{k}, s_{k} ; \alpha_{k}^{c}, \tilde{s}_{k}\right)$.
If $\left(\alpha_{k}^{c}=0\right)$ then
$\tilde{\alpha}_{k+1}^{c}=\theta \tilde{\alpha}_{k}^{c}$ and $\tilde{x}_{k}=x_{k}$,
else
$\tilde{\alpha}_{k+1}^{c}=\alpha_{k}^{c}$ and $\tilde{x}_{k}=\left[x_{k}+\alpha_{k}^{c} \tilde{s}_{k}\right]_{[l, u]}$.
End If
PHASE 2.A - Explore discrete variables
Set $y^{+}=\tilde{x}_{k}$.
While $D \neq \emptyset$ and $y^{+}=\tilde{x}_{k}$ do
Choose $d \in D$, set $D=D \backslash\{d\}$ and $y=y^{+}$.
Compute $\alpha$ by the Discrete $\operatorname{Search}\left(\tilde{\alpha}_{k}^{(d)}, y, d, \xi_{k} ; \alpha\right)$.
If $\alpha=0$ then
Set $y^{+}=y \quad$ and $\quad \tilde{\alpha}_{k+1}^{(d)}=\max \left\{1,\left\lfloor\tilde{\alpha}_{k}^{(d)} / 2\right\rfloor\right\}$,
else
Set $y^{+}=y+\alpha d \quad$ and $\tilde{\alpha}_{k+1}^{(d)}=\alpha$.
End If
End While
PHASE 2.B - Update set of discrete search directions
If $y^{+}=\tilde{x}_{k}$ and Discrete Search fails with $\tilde{\alpha}_{k}^{(d)}=1$ for all $d \in D_{k}$ then
Set $\xi_{k+1}=\theta \xi_{k}$.
If $D_{k} \supseteq D^{z}\left(\tilde{x}_{k}\right)$ then
Set $D_{k+1}=D_{k}$ and $D=D_{k+1}$,
else
Generate $D_{k+1}$ such that $D_{k+1} \subseteq D^{z}\left(\tilde{x}_{k}\right)$ and $D_{k+1} \supset D_{k}$, set $D=D_{k+1}$.
Set $\tilde{\alpha}_{k+1}^{(d)}=1$ for all $d \in D_{k+1} \backslash D_{k}$.

## End If

else
Set $D_{k+1}=D_{k}$ and $D=D_{k+1}$.
End If
PHASE 3-Update iterates
Find $x_{k+1} \in X \cap \mathcal{Z}$ such that $P\left(x_{k+1} ; \varepsilon\right) \leq P\left(y^{+} ; \varepsilon\right)$.
: End For
performance of DFNDFL from a numerical point of view, a modification to Phase 1 is introduced by drawing inspiration from the algorithm CS-DFN proposed in [75] for continuous nonsmooth problems. In particular, recalling that $I^{c} \cup I^{z}=\{1, \ldots, n\}$, the change consists in investigating the set of coordinate directions $\left\{ \pm e^{1}, \ldots, \pm e^{\left|I^{c}\right|}\right\}$ before exploring a direction from the sequence $\left\{s_{k}\right\}$. Since this set is constant over the iterations, the actual and tentative stepsizes $\alpha_{k}^{(i)}$ and $\tilde{\alpha}_{k}^{(i)}$ can be stored for each coordinate direction $i$, with $i \in I^{c}$. These stepsizes are reduced whenever the continuous line search (i.e., Algorithm 1 without the projection operator) does not determine any point that satisfies the sufficient decrease condition. When their values become sufficiently small, a direction from the dense sequence $s_{k}$ is explored. This improvement allows the algorithm to benefit from the presence of the stepsizes $\alpha_{k}^{(i)}$ and $\tilde{\alpha}_{k}^{(i)}$, whose values depend on the knowledge across the iterations of the sensitivity of the objective function over the coordinate directions. Therefore, the efficiency of the modified DFNDFL is expected to be higher.

The comparison between Algorithm 7 and some state-of-the-art solvers is reported for 44 bound constrained problems. The first 33 problems, which are related to minimax and nonsmooth unconstrained optimization problems, have been selected from [179, Sections 2 and 3], while the remaining 13 problems have been chosen from [187, 186, 185], which deal with mixed-integer bound constrained optimization. Such problems, which are listed in Table 4.1 along with their dimension, have a number of variables that ranges from 4 to 60 .

| Problem name | Source | $n$ | Problem name | Source | $n$ |
| :--- | ---: | ---: | :--- | :---: | ---: |
| oet5 | $[179]$ | 4 | steiner 2 | $[179]$ | 12 |
| oet6 | $[179]$ | 4 | shell dual | $[179]$ | 15 |
| gamma | $[179]$ | 4 | watson | $[179]$ | 20 |
| kowalik-osborne | $[179]$ | 4 | wong3 | $[179]$ | 20 |
| rosen-suzuki | $[179]$ | 4 | maxl | $[179]$ | 20 |
| polak 6 | $[179]$ | 4 | maxq | $[179]$ | 20 |
| davidon 2 | $[179]$ | 4 | tr48 | $[179]$ | 48 |
| shor | $[179]$ | 5 | mxhilb | $[179]$ | 50 |
| colville 1 | $[179]$ | 5 | l1hilb | $[179]$ | 50 |
| exp | $[179]$ | 5 | goffin | $[179]$ | 50 |
| pbc1 | $[179]$ | 5 | SOMI prob.10 | $[187]$ | 5 |
| hs78 | $[179]$ | 5 | SO-I prob. 2 | $[186]$ | 5 |
| evd61 | $[179]$ | 6 | SO-I prob. 7 | $[186]$ | 10 |
| elattar | $[179]$ | 6 | SO-I prob. 9 | $[186]$ | 12 |
| transformer | $[179]$ | 6 | SO-I prob.10 | $[186]$ | 30 |
| wong1 | $[179]$ | 7 | SO-I prob.13 | $[186]$ | 10 |
| filter | $[179]$ | 9 | SO-I prob.15 | $[186]$ | 12 |
| polak 2 | $[179]$ | 10 | SO-I prob.16 | $[186]$ | 8 |
| maxquad | $[179]$ | 10 | MISO prob. 6 | $[185]$ | 15 |
| gill | $[179]$ | 10 | MISO prob. 7 | $[185]$ | 2 |
| wong2 | $[179]$ | 10 | MISO prob. 8 | $[185]$ | 15 |
| polak 3 | $[179]$ | 11 | MISO prob. 9 | $[185]$ | 3 |
| osborne 2 | $[179]$ | 11 | MISO prob.10 | $[185]$ | 60 |
|  |  |  |  |  |  |

Table 4.1. Unconstrained and bound constrained test problems collection

In order for the original unconstrained problems selected from [179] to suit the
class of problems addressed in this chapter, the following bound constraints are considered for each variable

$$
\ell^{i}=\left(\tilde{x}_{0}\right)^{i}-10 \leq \tilde{x}^{i} \leq\left(\tilde{x}_{0}\right)^{i}+10=u^{i} \quad \text { for all } i \in\{1, \ldots, n\},
$$

where $\tilde{x}_{0}$ is the starting point. Since the original problems have only continuous variables, the rule applied to obtain mixed-integer problems is to consider a number of integer variables equal to $\left|I^{z}\right|=\lfloor n / 2\rfloor$ and a number of continuous variables equal to $\left|I^{c}\right|=\lceil n / 2\rceil$, where $n$ denotes the dimension of each original problem and $\lfloor\cdot\rfloor$ and $\lceil\cdot\rceil$ are the floor and ceil operators, respectively. In particular, let us consider both the continuous bound constrained optimization problems from [179] (the bound constraints are introduced as described above), whose formulation is

$$
\begin{array}{ll}
\min & \tilde{f}(\tilde{x}) \\
\text { s.t. } \ell^{i} \leq \tilde{x}^{i} \leq u^{i} & \text { for all } i \in\{1, \ldots, n\},  \tag{4.5.1}\\
\tilde{x}_{i} \in \mathbb{R} & \text { for all } i \in\{1, \ldots, n\},
\end{array}
$$

and the original mixed-integer bound constrained problems from [187, 186, 185], which can be stated as

$$
\begin{array}{ll}
\min & \tilde{f}(\tilde{x}) \\
\text { s.t. } \ell^{i} \leq \tilde{x}^{i} \leq u^{i} & \text { for all } i \in\{1, \ldots, n\},  \tag{4.5.2}\\
\quad x_{i} \in \mathbb{R} & \text { for all } i \in I^{c}, \\
x_{i} \in \mathbb{Z} & \text { for all } i \in I^{z} .
\end{array}
$$

The resulting mixed-integer problem can be formulated as follows

$$
\begin{array}{ll}
\min f(x) & \\
\text { s.t. } \ell^{i} \leq x^{i} \leq u^{i} & \text { for all } i \in I^{c}, \\
0 \leq x^{i} \leq 100 & \text { for all } i \in I^{z},  \tag{4.5.3}\\
\quad x_{i} \in \mathbb{R} & \text { for all } i \in I^{c}, \\
x_{i} \in \mathbb{Z} & \text { for all } i \in I^{z},
\end{array}
$$

where $f(x)=\tilde{f}(\tilde{x})$ with

$$
\tilde{x}^{i}=\left\{\begin{array}{lr}
x^{i}, & \text { for all } i \in I^{c}, \\
\ell^{i}+x^{i}\left(u^{i}-\ell^{i}\right) / 100, & \text { for all } i \in I^{z} .
\end{array}\right.
$$

Moreover, the starting point $x_{0}$ adopted for Problem (4.5.3) is

$$
\left(x_{0}\right)^{i}= \begin{cases}\left(\ell^{i}+u^{i}\right) / 2 & \text { for all } i \in I^{c}, \\ 50 & \text { for all } i \in I^{z} .\end{cases}
$$

## Algorithms for benchmarking

The algorithms selected as benchmarks for assessing the performance of DFNDFL are listed below.

- DFL box [169], a derivative-free linesearch algorithm for bound constrained problems.
- RBFOpt [53], an open-source library RBFOpt for solving black-box optimization problems with expensive function evaluations.
- NOMAD v.3.9.1 [4, 162], a software package which implements the mesh adaptive direct search algorithm.

All the algorithms reported above support mixed-integer problems, thus being suited for the comparison with DFNDFL. The maximum number of function evaluations allowed in each experiment is 5000 .

As regards the parameters used in both DFNDFL and DFL box, the values used in the experiments are $\gamma=10^{-6}, \delta=0.5, \xi_{0}=1$, and $\theta=0.5$. Moreover, the initial tentative steps along the coordinate directions $\pm e^{i}$ and $s_{k}$ of the modified DFNDFL are

$$
\begin{aligned}
\tilde{\alpha}_{0}^{i} & =\left(u^{i}-\ell^{i}\right) / 2 \quad \text { for all } i \in I^{c} \\
\tilde{\alpha}_{0} & =\frac{1}{n} \sum_{i=1}^{n} \tilde{\alpha}_{0}^{i}
\end{aligned}
$$

while for the discrete directions $d$ the initial tentative steps $\tilde{\alpha}_{0}^{(d)}$ are fixed to 1 . Another computational aspect that needs further discussion is the generation of the continuous and discrete directions. Indeed, in Phases 1 and 2 of DFNDFL (see Algorithm 7), new search directions may be generated to thoroughly explore neighborhoods of the current iterate. To this end, a dense sequence of directions $\left\{s_{k}\right\}$ is required in Phase 1 to explore the continuous variables. Similarly, new primitive discrete directions are generated when $D_{k+1} \supset D_{k}$. In Phase 1 , the sequence $s_{k}$ is obtained by the Sobol sequence [216, 39], which in [75] guarantees the algorithm with better performance than the Halton sequence [110] used, for instance, in NOMAD. Since Phase 1 is adapted from the algorithm proposed in [75], the Sobol sequence appears to be a reasonable choice. By contrast, the Halton sequence is used in Phase 2 to generate the primitive discrete directions as described in [171] for integer problems. This procedure has been adapted to the mixed-integer case.

As concerns the parameters used for running RBFOpt and NOMAD, while the former is executed by using the default values, for the latter two different algorithms are considered. The first one is based on the default settings, while the second one results from disabling the usage of models in the search phase, which precisely is performed by setting either MODEL_SEARCH No or DISABLE MODELS. This second version is denoted in the remainder of this document as NOMAD-NOMOD.

## Data and performance profiles

The performance difference among the algorithms considered is assessed by using data and performance profiles, which are benchmarking tools widely used in derivative-free optimization (see [192]). In particular, given a set $S$ of algorithms, a set $P$ of problems, and a convergence test, data and performance profiles provide complementary information to assess the relative performance among the different algorithms in $S$ when applied to solve problems in $P$. Specifically, data profiles allow gaining insight on the percentage of problems that are solved (according to the convergence test) by each algorithm within a given budget of function evaluations, while the performance profiles allow assessing how well an algorithm performs with respect to the other. For each $s \in S$ and $p \in P$, the number of function evaluations required by algorithm $s$ to satisfy the convergence condition on problem $p$ is denoted as $t_{p, s}$. Given a tolerance $0<\tau<1$ and denoted $f_{L}$ as the lowest objective function value computed by any algorithm on problem $p$ within a given number of function evaluations, the convergence test is

$$
f\left(x_{k}\right) \leq f_{L}+\tau\left(f\left(x_{0}\right)-f_{L}\right)
$$

which requires the best point to achieve a sufficient reduction from the value $f\left(x_{0}\right)$ of the objective function at the starting point. Note that the larger the value of the tolerance $\tau$ is, the higher accuracy is required at the best point. Performance and data profiles of solver $s$ can be formally defined as follows

$$
\begin{aligned}
\rho_{s}(\alpha) & =\frac{1}{|P|}\left|\left\{p \in P: \frac{t_{p, s}}{\min \left\{t_{p, s^{\prime}}: s^{\prime} \in S\right\}} \leq \alpha\right\}\right| \\
d_{s}(\kappa) & =\frac{1}{|P|}\left|\left\{p \in P: t_{p, s} \leq \kappa\left(n_{p}+1\right)\right\}\right|
\end{aligned}
$$

where $n_{p}$ is the dimension of problem $p$. While $\alpha$ indicates that the number of function evaluations required by algorithm $s$ to achieve the best solution is $\alpha$-times the number of function evaluations needed by the best algorithm, $k$ denotes the number of simplex gradient estimates, with $n_{p}+1$ being the number associated with one simplex gradient. Important features for the comparison are $\rho_{s}(1)$, which is a measure of the efficiency of the algorithm, since it is the percentage of problems for which the algorithm $s$ performs the best, and the height reached by each profile as the value of $\alpha$ or $k$ increases, which measures the robustness of the algorithm.

Figure 4.1 reports the performance profiles corresponding to two levels of accuracy, i.e., $\tau=10^{-1}$ and $\tau=10^{-3}$. It can be observed that in both cases DFNDFL and DFL box perform the best in terms of efficiency. Indeed, they are the best algorithms for almost $55 \%$ of the problems in case of lower accuracy and $45 \%$ of the problems when higher accuracy is required. The performance difference between the two algorithms grows and then levels off as the value of $\alpha$ increases. The similar percentage of problems solved for $\alpha=1$ is an important result for DFNDFL, since it shows that using more sophisticated directions than DFL box does not lead to a loss of efficiency. It is important to point out that the initial continuous and primitive search directions used by DFNDFL are the coordinate directions, which are employed in DFL box, thus leading to the same behavior of the algorithms in the first iterations. For each value of $\tau$, despite the remarkable efficiency, DFL box does not show a strong robustness, which is significantly improved by DFNDFL. As for the other solvers, although NOMAD performs the best on a lower percentage of problems than DFNDFL and DFL box, it shows a robustness that is slightly better than DFNDFL when $\tau=10^{-3}$. While NOMAD-NOMOD does not show a strong robustness when the level of accuracy is low, if $\tau=10^{-3}$ the same robustness as DFNDFL is achieved as the value of $\alpha$ largely increases. Finally, although the efficiency of RBFOpt is higher than NOMAD-NOMOD when $\tau=10^{-1}$, in case of higher accuracy, RBFOpt is outperformed by all the other algorithms.

Figure 4.2 reports the data profiles corresponding to the same levels of accuracy as before. Here, the behavior of the algorithms in terms of efficiency is similar. However, the percentage of problems solved by DFNDFL and DFL box grows rapidly as the number of simplex gradient estimates increases. If the user has a computational budget of simplex gradients greater than 25 , only DFNDFL and the NOMAD algorithms are competitive. In particular, in case of low accuracy, DFNDFL shows the best robustness, which is reversed when $\tau=10^{-3}$. However, in this latter case, DFNDFL is able to reach the same percentage of problems solved by NOMAD-NOMOD as the number of simplex gradients increases.

These numerical results show that DFNDFL demonstrates a remarkable efficiency and compares favorably to the state-of-the-art-solvers in terms of robustness, thus confirming and strengthening the properties of DFL box and providing a noticeable contribution to the derivative-free optimization solvers.


Figure 4.1. Performance profiles for the comparison among DFNDFL, DFL box, RBFOPT, NOMAD, and NOMAD-NOMOD on the 44 bound constrained problems.


Figure 4.2. Data profiles for the comparison among DFNDFL, DFL box, RBFOPT, NOMAD, and NOMAD-NOMOD on the 44 bound constrained problems.

## Chapter 5

## Simulation-based optimization problems for discrete event simulation models of emergency departments

Modeling the arrival process to an ED is the first step of all studies dealing with the patient flow within the ED. Since DES models are often adopted with the aim to assess solutions for reducing the impact of the overcrowding problem, proper nonstationary processes are taken into account to reproduce time-dependent arrivals. Accordingly, an accurate estimation of the unknown arrival rate is required to guarantee reliability of results. Moreover, DES models concerning EDs are frequently affected by data quality problems, thus requiring a proper estimation of the missing parameters.

In this chapter, SBO is used with a twofold goal: on the one hand, to determine the best piecewise constant approximation of the time-varying arrival rate function by finding the optimal partition of the 24 hours into a suitable number of nonequally spaced intervals; on the other hand, to estimate the incomplete data to be used for building the DES model by adopting a model calibration procedure. As regards the first goal, the objective function of the resulting problem includes a fitting error term, for attaining an accurate solution, and a penalty term, to select an adequate degree of regularity of the arrival rate estimated. Moreover, black-box constraints are adopted both to ensure the validity of the nonhomogeneous Poisson assumption on the arrival process, which is commonly adopted in the literature, and to prevent mixing overdispersed data for model estimation. As concerns the second goal, the objective function represents the deviation between simulation output and real data, while the constraints ensure that the response of the simulation is sufficiently accurate according to the precision required. Sections 5.1-5.2 illustrate the ideas underlying these two approaches. Experimental results are reported in Section 7.3 for the real case study considered.

### 5.1 Arrival process to an emergency department

The focus of this section is on a new modeling approach for ED patient arrival

[^5]process based on a piecewise constant approximation of the arrival rate accomplished with nonequally spaced intervals. This choice is suggested by the typical situation that occurs in EDs where the arrival rate is low and varying during the night hours, and it is higher and more stable in the daytime. It is worth noting that using a piecewise constant function for approximating the arrival rate function is usually required by the most common DES software packages when implementing ED patient arrivals process as a NHPP. To obtain an accurate representation of the arrival rate $\lambda(t)$ by a piecewise constant function $\lambda_{D}(t)$, a finer discretization of the time-domain is required during the night hours, as opposed to the daytime. For this reason, the method proposed aims to determine the best partition of the 24 hours into intervals that are not necessarily equally spaced.

The use of an optimization method for identifying stochastic processes characterizing the patient flow through an ED is not new in the literature, since the approaches developed in [153] and [106] are proposed to determine the optimal service time distribution parameters by using metaheuristics. However, the ED arrival process is not involved in the study and a significant margin of improvement is expected by the application of global convergent algorithm based on optimality guarantees. Therefore, to the best of the author's knowledge, the approach proposed in this section represents the first attempt to adopt an optimization method for determining the best stochastic model for the ED arrival process. In the previous work [59], a preliminary study is performed by following a similar approach. Here, with respect to [59], a significantly enhanced statistical model is considered and the better results on the case study reported in Section 7.3 confirm the effectiveness of the new methodology.

In building a statistical model of the ED patient arrivals, a natural way of defining a selection criterion is to evaluate the fitting error between $\lambda(t)$ and its approximation $\lambda_{D}(t)$. However, the true arrival rate is unknown. As opposed to the work by [139], in the approach proposed no analytical model is assumed for $\lambda(t)$, which is replaced by an "empirical arrival rate model" $\lambda_{F}(t)$ obtained by a sample approximation corresponding to the very fine uniform partition of the 24 hours into intervals of 15 minutes. On each of these intervals, the average arrival rate values are supposed to be estimated from experimental data obtained by collecting ED patient arrival times for the same day of the week over different weeks. Hence, any other $\lambda_{D}(t)$ corresponding to a grosser partition of the day must be compared to $\lambda_{F}(t)$. In other words, an optimization problem is solved to select the partition of the 24 hours that leads to the piecewise constant approximation of the arrival rate with the best fitting to the empirical model by using nonequally spaced intervals. This is accomplished through the fitting error term, which is included in the objective function of the resulting minimization problem. Moreover, an additional penalty term is included aiming to obtain a sufficient degree of regularity of the approximating function, the latter being measured by the sum of the squares of the jumps between the values of $\lambda_{D}(t)$ on adjacent intervals. The rationale behind this term is to avoid optimal partitions with an excessively rough behavior, namely few long intervals with high jumps.

To obtain reliable results, proper constraints must be considered. First, the length of each interval of the partition cannot be smaller than a fixed value (e.g., half an hour or one hour) to allow for a number of arrivals that is sufficient for statistical purposes. Moreover, for each interval,

- the CU KS test must be satisfied to support the NHPP hypothesis;

[^6]- the dispersion test must be satisfied to ensure that data over different weeks is not overdispersed and can be considered as a realization of the same process, without being affected by seasonal effects.

The resulting problem is a black-box constrained optimization problem ${ }^{2}$ and a method from the class of DFO is considered for determining its optimal solution. In particular, the algorithmic framework proposed in [171], which is suited for handling black-box problems with integer variables, is adopted.

In Section 5.1.1, the statistical model used in the approach is described. Section 5.1.2 states the optimization problem considered. Instead, the results of an extensive experimentation are reported in Section 7.3.1 for the specific case study considered.

### 5.1.1 Statistical model

The arrival process at EDs is usually characterized by a strong within-day variation both in the arrival rate and interarrival times: typically, experimental data shows rapid changes in the number of arrivals during the night hours, as opposed to a smoother profile in the daytime. For this reason, the ED arrival process is usually modeled as a NHPP.

Since no analytical model is available for the arrival rate $\lambda(t)$, a suitable representation of the unknown function is required. A realistic representation can be obtained by averaging the number of arrivals observed in experimental data on suitable intervals over the 24 hours of the day, not necessarily equally spaced. Let $\left\{T_{i}\right\}$ denote a partition $P$ of the observation period $T=[0,24]$ (hours) in $N$ intervals, and let $\left\{\lambda_{i}\right\}$ be the corresponding sample average rates. Then a piecewise constant approximation of $\lambda(t)$ is written as follows

$$
\begin{equation*}
\lambda_{D}(t)=\sum_{i=1}^{N} \lambda_{i} \mathbf{1}_{T_{i}}(t), \quad t \in T \tag{5.1.1}
\end{equation*}
$$

where $\mathbf{1}_{T_{i}}(t)$ is the indicator function of set $T_{i}$, i.e., it is 1 for $t \in T_{i}$ and 0 otherwise. Any partition $P$ gives rise to a different approximation $\lambda_{D}(t)$, depending on the number of intervals and their lengths. Therefore, a criterion is needed to select the best partition $P^{\star}$ with some desirable features.

First of all, it is important to ensure that the arrival data is not overdispersed through the commonly used dispersion test proposed in [132] and reported in [139]. If it is satisfied, then it is possible to combine arrivals for the same day of the week over different weeks. To this end, for any partition $P$, let $\left\{k_{i}^{r}\right\}$ denote the number of arrivals in the $i$-th partition interval $T_{i}$ in the $r$-th week, with $r \in\{1, \ldots, m\}$. Given the statistics

$$
D s_{i}=\frac{1}{\mu_{i}} \sum_{r=1}^{m}\left(k_{i}^{r}-\mu_{i}\right)^{2}, \text { with } i=\{1, \ldots, N\},
$$

[^7]where $\mu_{i}=\frac{1}{m} \sum_{r=1}^{m} k_{i}^{r}$ is the average number of arrivals in the given interval for the same day of the week over the $m$ weeks considered. Under the null hypothesis that the counts $\left\{k_{i}^{r}\right\}$ are a sample of $m$ independent Poisson random variables with the same mean count $\mu_{i}$ (i.e., no overdispersion), then $D s_{i}$ is distributed as $\chi_{m-1}^{2}$, the chi-squared distribution with $m-1$ degrees of freedom. Therefore, the null hypothesis is accepted with $1-\alpha$ confidence level if
\[

$$
\begin{equation*}
D s_{i} \leq \chi_{m-1, \alpha}^{2}, \text { with } i=\{1, \ldots, N\} \tag{5.1.2}
\end{equation*}
$$

\]

where $\chi_{m-1, \alpha}^{2}$ is the $\alpha$ level critical value of the $\chi_{m-1}^{2}$ distribution.
Furthermore, the partition is feasible if data is consistent with NHPP. Namely, if we denote by $k_{i}$ the number of arrivals in each interval $T_{i}=\left[a_{i}, b_{i}\right)$ obtained by considering data of the same weekday, in the same interval, over $m$ weeks, i.e., $k_{i}=\sum_{r=1}^{m} k_{i}^{r}$, with $i=\{1, \ldots, N\}$, the partition is feasible if each $k_{i}$ has a Poisson distribution with rate $\lambda_{i}$ obtained as $\mu_{i} /\left(b_{i}-a_{i}\right)$. To check the validity of the Poisson hypothesis, the CU KS test can be performed (see [41, 139]). It is preferable to use CU KS with respect to Lewis KS test since the latter is highly sensitive to rounding of the data and, moreover, the former has more power against alternative hypotheses involving exponential interarrival times (see [140] for a detailed comparison between the effectiveness of the two tests).

To perform CU KS test, for any interval $T_{i}=\left[a_{i}, b_{i}\right)$, let $t_{i j}$, with $j=\left\{1, \ldots, k_{i}\right\}$, be the arrival times within the $i$-th interval obtained as union over the $m$ weeks of the arrival times in each $T_{i}$. Now consider the rescaled arrival times defined by $\tau_{i j}=\frac{t_{i j}-a_{i}}{b_{i}-a_{i}}$. The rescaled arrival times, conditionally to the value $k_{i}$, are a collection of i.i.d. random variables uniformly distributed over $[0,1]$. Hence, in any interval the theoretical cumulative distribution function $F(t)=t$ is compared with the empirical cumulative distribution function

$$
F_{i}(t)=\frac{1}{k_{i}} \sum_{j=1}^{k_{i}} \mathbf{1}_{\left\{\tau_{i j} \leq t\right\}}, \quad 0 \leq t \leq 1
$$

The test statistic is defined as follows

$$
\begin{equation*}
D_{i}=\sup _{0 \leq t \leq 1}\left(\left|F_{i}(t)-t\right|\right) \tag{5.1.3}
\end{equation*}
$$

The critical value for this test is denoted as $T\left(k_{i}, \alpha\right)$ and its values can be found on the KS test critical values table. Accordingly, the Poisson hypothesis is accepted if

$$
\begin{equation*}
D_{i} \leq T\left(k_{i}, \alpha\right), \text { with } i \in\{1, \ldots, N\} \tag{5.1.4}
\end{equation*}
$$

This means that the CU KS test has to be satisfied on each interval $T_{i}$ to qualify the partition $P$ given by $\left\{T_{i}\right\}$ as feasible.

A further restriction is imposed on the feasible partitions. Given the experimental data, realistic partitions can not have a granularity too fine to avoid that some $k_{i}$ being too small may unduly determine the rejection of the CU KS test. To this end, a suited lower threshold value for the interval length must be chosen, taking into account the specific case study considered.

Now let us evaluate the feasible partitions also in terms of the characteristics of function $\lambda_{D}(t)$. It would be amenable to define a fitting error with respect to $\lambda(t)$, which unfortunately is unknown. The problem can be resolved by considering a piecewise constant approximation $\lambda_{F}(t)$ over a very fine partition $P_{F}$ of $T$. A
set of 96 equally space intervals of 15 minutes is considered and the corresponding average rates $\lambda_{i}^{F}$ are supposed to be estimated from data. The function $\lambda_{F}(t)$ can be considered as an empirical arrival rate model. Note that partition $P_{F}$ does not need to be feasible since it is only used to define the finest piecewise constant approximation of $\lambda(t)$. Therefore the following fitting error can be defined

$$
\begin{equation*}
E(P)=\sum_{j=1}^{N} \sum_{j=1}^{N_{j}}\left(\lambda_{j}-\lambda_{i_{j}}^{F}\right)^{2} \tag{5.1.5}
\end{equation*}
$$

where $N_{j}$ is the number of intervals of 15 minutes contained in $T_{j}$, which are identified by the set of indexes $\left\{i_{j}\right\} \subset\{1, \ldots, 96\}$.

Finally, it is also advisable to characterize the "smoothness" of any approximation $\lambda_{D}(t)$ to avoid very gross partitions with high jumps between adjacent intervals. This is accomplished by means of the mean squared error

$$
\begin{equation*}
S(P)=\sum_{j=2}^{N}\left(\lambda_{j}-\lambda_{j-1}\right)^{2} \tag{5.1.6}
\end{equation*}
$$

In Section 5.1.2, the model features illustrated above are organized in a proper optimization procedure that provides the selection of the best partition according to conflicting goals.

The approach proposed enables addressing the two issues, raised in [139], that arise when dealing with modeling ED patient arrivals, namely the choice of the intervals and the overdispersion. As concerns the third issue, the data rounding, it depends on the specific case study considered. In Section 7.3, the arrival times in the collected data are rounded to seconds (format $\mathrm{hh}: \mathrm{mm}: \mathrm{ss}$ ), and actually occurrences of simultaneous arrivals which would cause zero interarrival times are not present. Therefore, the unrounding procedure is not needed. Moreover, as already pointed out above, the CU KS test is not very sensitive to the data rounding.

### 5.1.2 Statement of the black-box optimization problem

Any partition $P=\left\{T_{i}\right\}$ of $T=[0,24]$ is characterized by the boundary points $\left\{x_{i}\right\}$ of its intervals and by their number $N$. Let us introduce a vector of variables $x \in \mathbb{Z}^{25}$ such that

$$
T_{i}=\left[x_{i}, x_{i+1}\right)
$$

with $i \in\{1, \ldots, 24\}, x_{1}=0$, and $x_{25}=24$.
Functions in (5.1.5) and (5.1.6) are indeed functions of $x$ and, therefore, will be denoted by $E(x)$ and $S(x)$, respectively. Therefore, the objective function that constitutes the selection criterion is given by

$$
\begin{equation*}
f(x)=E(x)+w S(x) \tag{5.1.7}
\end{equation*}
$$

where $w>0$ is a parameter that controls the weight of the smoothness penalty term with respect to the fitting error: the larger $w$, the smaller the difference between average arrival rates in adjacent intervals; this in turn implies that on a steep section of $\lambda_{F}(t)$, an increased number of shorter intervals is adopted to fill the gap with relatively small jumps.

The set $\mathcal{P}$ of feasible partitions is defined as follows:

$$
\begin{align*}
\mathcal{P}=\{ & \left\{x \in \mathbb{Z}^{25} \mid x_{1}=0, \quad x_{25}=24, \quad x_{i+1}-x_{i} \geq \ell_{i}, \quad g_{i}(x) \leq 0\right.  \tag{5.1.8}\\
& \left.h_{i}(x) \leq 0, \text { with } i \in\{1, \ldots, N\}\right\}
\end{align*}
$$

where

$$
\begin{align*}
\ell_{i} & = \begin{cases}0 & \text { if } x_{i}=x_{i+1} \\
\ell & \text { otherwise }\end{cases}  \tag{5.1.9}\\
g_{i}(x) & = \begin{cases}0 & \text { if } x_{i}=x_{i+1} \\
D_{i}-T\left(k_{i}, \alpha\right) & \text { otherwise }\end{cases}  \tag{5.1.10}\\
h_{i}(x) & =\left\{\begin{array}{lll}
0 & \text { if } x_{i}=x_{i+1} \\
D s_{i}-\chi_{m-1, \alpha}^{2} & \text { otherwise }
\end{array}\right. \tag{5.1.11}
\end{align*}
$$

with $i \in\{1, \ldots, N\}$. The value $\ell$ in (5.1.9) denotes the minimum interval length allowed and it is assumed that $\ell \geq 1 / 4$. Of course, constraints $g_{i}(x) \leq 0$ represent the satisfaction of the CU KS test in (5.1.4), while constraints $h_{i}(x) \leq 0$ concern the dispersion test in (5.1.2). Therefore, the best piecewise constant approximation $\lambda_{D}^{\star}(t)$ of the time-varying arrival rate $\lambda(t)$ is obtained by solving the following black-box optimization problem

$$
\begin{align*}
\max & f(x)  \tag{5.1.12}\\
\text { s.t. } & x \in \mathcal{P} .
\end{align*}
$$

It is worth pointing out that the idea of using as a constraint of the optimization problem a test to validate the underlying statistical hypothesis on data, along with a dispersion test, is completely novel in the framework of modeling ED patient arrivals. The only proposal that uses a similar approach is in the previous paper [59].

It is important to note that in (5.1.7) the objective function does not have an analytical structure with respect to the independent variables and it can only be computed by a data-driven procedure once the $x_{i}$ 's values are given. The same is true for the constraints $g_{i}(x)$ and $h_{i}(x)$ in (5.1.8). Therefore, the problem in hand is an integer nonlinear constrained black-box optimization problem, and both objective and constraint functions are relatively expensive to compute, thus giving rise to a problem difficult to be efficiently solved. In fact, classical optimization methods neither can be applied (since based on the analytic knowledge of the functions involved) nor they are efficient, especially when evaluating the functions is computationally expensive. Therefore, to tackle problem (5.1.12), the attention is turned to the class of DFO and black-box methods, as discussed in Section 7.3.

### 5.2 Model calibration of emergency department simulation models

The approach proposed in this section aims to handle a common problem that is caused by the way used to collect the data related to the patient flow within the ED, namely the problem of missing timestamps, which affects many simulation models dealing with EDs, as evidenced by the papers in the specific literature (see Section 2.4.4). Among the sources of noise affecting the quality of the input data necessary to build a reliable simulation model, the problem of missing timestamps has a strong impact on the overall accuracy of the simulation, since it prevents

[^8]the knowledge of the values used to derive appropriate probability distributions. Therefore, while other issues may be resolved by either carefully cleaning the dataset or introducing assumptions on how to interpret the data, the unavailability of timestamps requires more sophisticated procedures.

Compared to the other papers dealing with missing data in ED datasets, the approach discussed in this section aims both to propose a new formulation of the resulting optimization problem and to improve on the optimization strategies typically used in the literature. Since building a simulation model is a process that requires a considerable amount of effort and thus is not expected to be completed in a short time, an exact algorithm providing optimal solutions may be preferable to metaheuristic procedures, whose final solutions are returned faster but without optimality guarantees. However, although global convergent algorithms appear to be a reasonable choice, metaheuristics are the methods mainly adopted in the literature dedicated to missing data (see, e.g., [153, 106]). To fill this gap, in this section a SBO approach is developed both to propose an alternative version of the optimization problem used in [106] and to use an optimization strategy based on global convergence, which allows the algorithm to find an optimal solution with optimality guarantees. Similarly to [153] and differently from [106], Weibull distributions are adopted to generate the values of the activity service times associated with missing data. Indeed, this probability distribution is considered suitable when data is unavailable (see, e.g., [161]). Moreover, the most critical patients, who are excluded from the two approaches developed by [153] and [106], are included to prevent the simulation model from returning inaccurate results for this important class of patients.

### 5.2.1 Data collection in emergency department

The timestamps defining the activities in the patient flow are represented in Figure 5.1 and described in Table 5.1. Although these timestamps are commonly recorded


Figure 5.1. Timestamps collected throughout the patient flow.

Table 5.1. Description of the timestamps collected throughout the patient flow.

[^9]by the electronic systems used to collect data, the actual patient flow may include
extra times omitted from this scheme. For example, since the arrival time to the ED is usually not registered, before triage there may be an additional waiting time not included in any record. Moreover, extra waiting times and observation periods may be present both in the examination part and in the discharge phase. Since usually there is no available data for these times, in Figure 5.1 both waiting and service times for exams are included in a single box between $t_{3}$ and $t_{4}$, which are associated with the end of the medical visit and the availability of the latest medical report after a visit, respectively. After receiving the report, patients may be either subject to additional medical visits or discharged after a final waiting time, which is due to a further observation or to the time required by the ED staff to prepare the discharge. It is important to point out that the disposition, which refers to the decision to admit a patient to a hospital ward, is associated with $t_{6}$, like the discharge. This implies that the boarding time of the admitted patients (i.e., the waiting time before being transferred to the hospital ward) is assumed to start at $t_{6}$, thus being excluded from the ED scope. This choice is in accordance with the case study considered in Chapter 7. Contrarily, in some EDs the discharge of patients admitted may be considered as the time of admission to the hospital ward (see, e.g., [32]).

In most cases, the available timestamps are $t_{0}, t_{2}$, and $t_{6}$, which are marked in the scheme as known. Since this is a typical setting in practice, throughout this section they are supposed to be the only timestamps recorded by the ED along with $t_{5}$ (which may not be always available). As a consequence, for each patient it is possible to compute

- the Door-to-Doctor Time (DOT), which is the time difference between the start of the triage and the start of the medical visit, namely $t_{2}-t_{0}$;
- the Doctor-to-Discharge Time (DIT), which is the time difference between the start of the medical visit and the discharge, namely $t_{5}-t_{2}$ if $t_{5}$ is available, $t_{6}-t_{2}$ otherwise.

It is important to remark that when patients require additional medical visits after the exams, DIT can be interpreted as the time difference between the timestamp of the last medical report (or the discharge if $t_{5}$ is not available) and the starting time of the first medical visit. Note that $t_{4}$ and $t_{5}$ are equal if a patient does not need additional medical visits.

Since in many cases only a subset of the timestamps related to the patient flow are known [226], the service time cannot be computed for all the activities. Apart from the final waiting time, which can be recovered for each patient through the difference $t_{6}-t_{5}$, note that the durations of all the other activities are not completely defined. In fact, in case of triage and medical visit, the ending time is missing, while for exams both timestamps are unknown.

### 5.2.2 Statement of the simulation-based optimization problem

The goal of the approach proposed is to recover the information needed to build an accurate simulation model by leveraging the known information through the minimization of the deviation between real data and simulation output. In order to define the simulation-based optimization problem, let us introduce the sets below.

- Let $C$ be the set of the triage tags.
- Let $U(c)$ be the set of units where patients with $\operatorname{tag} c \in C$ can be visited and treated.
- Let $\mathcal{T}=\{D O T, D I T\}$ be the set of the time differences considered.

In the absence of data, suitable probability distributions are Weibull and lognormal [161]. Let us arbitrarily consider a Weibull distribution, whose probability density function is

$$
f(w)=\left\{\begin{array}{l}
\alpha \beta^{-\alpha} w^{\alpha-1} e^{-(w / \beta)^{\alpha}} \text { if } w>0, \\
0 \text { otherwise }
\end{array}\right.
$$

where $\alpha>0$ and $\beta>0$ are the shape and the scale parameters, respectively. Therefore, a Weibull distribution is assumed for the triage, medical visit and exams service times and, for each of them, different pairs of shape and scale parameters are considered based on the triage $\operatorname{tag} c$ and on the unit $u$. This choice leads to a number of different pairs of parameters equal to $\sum_{c \in C}|U(c)|$, where $|U(c)|$ refers to the cardinality of the set $U(c)$. Let us denote as $x \in \mathbb{R}^{n_{1}}, y \in \mathbb{R}^{n_{2}}$, and $z \in \mathbb{R}^{n_{3}}$ the corresponding probability distribution parameters for the service times considered, where $n_{v} \leq 2 \sum_{c \in C}|U(c)|$ with $v \in\{1,2,3\}$. In particular, for all $c \in C$ and for all $u \in U(c)$, the shape and scale parameters of the Weibull distributions are

- $x_{1}^{c u}$ and $x_{2}^{c u}$ for the triage probability distribution,
- $y_{1}^{c u}$ and $y_{2}^{c u}$ for the medical visit probability distribution,
- $z_{1}^{c u}$ and $z_{2}^{c u}$ for the exams probability distribution.

Let $F_{c u i}^{s i m}$ and $F_{c u i}^{r e a l}$ be the empirical cumulative distribution functions of the values of the simulated and real time difference $i \in \mathcal{T}$ for patients with tag $c$ visited in unit $u$. Moreover, let $k_{c u i}^{s i m}$ and $k_{c u i}^{r e a l}$ be the number of such patients from the simulation and from the real dataset. Hence, for all $j \in\{\operatorname{sim}$, real $\}$, we have that

$$
F_{c u i}^{j}(t)=\frac{1}{k_{c u i}^{j}} \sum_{h=1}^{k_{c u i}^{j}} \mathbf{1}_{\left\{\tau_{c u i h} \leq t\right\}} \quad \text { with } t \geq 0
$$

where $\tau_{\text {cuih }}$ is the value of the time difference $i$ recorded for the $h$-patient, with $h \in\left\{1, \ldots, k_{c u i}^{j}\right\}$, considered from $j \in\{$ sim, real $\}$. It is important to point out that the values $\tau_{c u i h}$ of the time differences computed from the simulation depend on the service times of triage, medical visit, and exams drawn from the Weibull distributions described above. Therefore, this dependence can be written explicitly as $F_{c u i}^{s i m}(t ; x, y, z)$, where $x, y$, and $z$ are the vectors containing all the associated shape and scale parameters.

The mathematical problem formulation is reported as follows

$$
\begin{align*}
\min _{x, y, z} & \sum_{c \in C} \sum_{u \in U(c)} \sum_{i \in \mathcal{T}}\left(\int_{0}^{\infty}\left(F_{c u i}^{s i m}(t ; x, y, z)-F_{c u i}^{r e a l}(t)\right)^{2} d t\right)  \tag{5.2.1}\\
\text { s.t. } & x \in \mathcal{P}
\end{align*}
$$

where the feasible set

$$
\begin{gathered}
\mathcal{P}=\left\{(x, y, z) \in \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \times \mathbb{R}^{n_{3}}\right. \\
g_{c u i}(x, y, z) \leq 0 \\
h_{c u i}(x, y, z) \leq 0 \\
l_{x} \leq x \leq u_{x} \\
l_{y} \leq y \leq u_{y} \\
l_{z} \leq z \leq u_{z} \\
\text { for all } c \in C, u \in U(c), i \in \mathcal{T}\}
\end{gathered}
$$

is defined by the following functions

- $g_{c u i}(x, y, z)=\left|\frac{\mu_{c u i}^{s i m}(x, y, z)-\mu_{c u i}^{r e a l}}{\mu_{c u i}^{r e a l}}\right|-t o l_{\mu}^{c u i}$, which compares the sample means $\mu_{c u i}^{s i m}(x, y, z)$ and $\mu_{c u i}^{r e a l}$ of the time difference $i$ computed through the simulated (by averaging over the independent replications) and real data, respectively;
- $h_{c u i}(x, y, z)=\left|\frac{\sigma_{c u i}^{s i m}(x, y, z)-\sigma_{c u i}^{r e a l}}{\sigma_{c u i}^{r e a l}}\right|-t o l_{\sigma}^{c u i}$, which compares the sample standard deviations $\sigma_{c u i}^{s i m}(x, y, z)$ and $\sigma_{c u i}^{r e a l}$ of the time difference $i$ computed through the simulated (by averaging over the independent replications) and real data, respectively;
and $l_{x}, l_{y}, l_{z}, u_{x}, u_{y}$, and $u_{z}$ are vectors defining bound constraints. Positive thresholds, namely tol $_{\mu}^{c u i}$ and $t o l_{\sigma}^{c u i}$, are used to state the degree of accuracy required for the simulation model. The objective function is the sum of the integrals of the squared difference between $F_{c u i}^{s i m}$ and $F_{c u i}^{r e a l}$ over the sets $C, U(c)$, and $\mathcal{T}$. The decision variables are the Weibull distribution parameters contained in the vectors $x, y$, and $z$. For the sake of simplicity, the previous formulation does not include variables that are not parameters of probability distributions, although they may be present. It is important to remark that in the general framework described, the dependence of each pair of parameters on both $c$ and $u$ implies that the triage service time is affected by the triage tag and the ED unit. This assumption, which turns out to be reasonable when applied to the duration of medical visit and exams, may lead to an excessive number of variables for the triage service time, if it does not hold. Indeed, while the color tag significantly affects the triage duration since urgent patients undergo a faster triage than less critical patients, the impact of the unit may be negligible. However, as concerns the case study described in Chapter 7, interviews with the ED staff have shown that slightly different procedures are adopted by the nurses in charge of triage based on the unit where a patient is assigned. This means that final conclusions should be drawn after analyzing the specific system considered. Since the probability distribution parameters affect the dimension of the optimization problem, avoiding unnecessary variables allows the algorithm to benefit from a lower computational cost.


## Chapter 6

## Case study: emergency department of Engles Profili hospital

A direct consequence of the ED overcrowding is a long wait for visit and treatment of people who require primary care, which may possibly endanger the lives of critical patients. Among the many approaches proposed in the healthcare management literature to address this problem, less attention is given to patient peak arrivals caused by the occurrence of critical events that put a strain on the operational efficiency of an ED. In this chapter, the effects of such an occurrence are studied for a medium-size ED located in a region of Central Italy recently hit by a severe earthquake. In particular, a DES model is proposed to analyze the patient flow through this ED, aiming to simulate unusual operational conditions due to a critical event, like a natural disaster, that causes a sudden spike in the number of patient arrivals. The availability of detailed data concerning the ED processes enables building an accurate DES model and performing extensive scenario analyses. The model provides a valid decision support system for the ED managers also in assessing specific emergency plans to be activated in case of mass casualty disasters.

### 6.1 Purpose of the analysis

In this chapter, a DES-based approach is used for analyzing the operations of an ED of a medium-size hospital located in an Italian region where the recent earthquakes have put a strain on the EDs of the area. For such an ED it is crucial to assess the impact of unusual/critical events that cause peak arrivals, in order to design suited contingency plans. Therefore, the effects of spikes in the number of patient arrivals on the ED operations are studied.

The availability of detailed data concerning the ED processes allows building an accurate DES model, well reproducing the actual ED operating modes. After a complete input analysis and an accurate construction of a conceptual model, the simulation model is implemented by using ARENA 16 Simulation Software [38, 135], which is one of the most commonly used general purpose DES packages. Based on flowchart modules, it enables building the simulation model and performing input analysis, simulation runs, and output analysis. The model is verified and validated

[^10]in order to guarantee that it is an accurate representation of the system under consideration. Moreover, several scenario analyses are performed, aiming to evaluate the impact of possible changes in the ED operating conditions. Therefore, the main ED KPIs are assessed under different critical scenarios. In particular, since patient peak arrivals can be of different patterns, some artificial scenarios are created trying to reproduce situations really occurred that seriously affect the ED operations. The model proposed is helpful to the ED managers both for the daily management of the resources and for the assessment of suited emergency plans to be adopted in case of critical events.

This chapter is organized as follows. Section 6.2 describes the case study of the ED considered. In Section 6.3 the DES model is detailed, along with the input analysis and the model verification and validation performed. Finally, Section 6.4 reports results for the "as-is" status along with extensive scenario analyses, mainly focused on patient peak arrivals.

### 6.2 Description of the patient flow in the emergency department

This section describes the case study concerning the ED of the "E. Profili" Fabriano (Ancona) hospital. This hospital is located in the Italian region of Marche and the catchment area covers about 48000 inhabitants. Since every year about 27000 patients arrive to the ED requiring medical assistance, it can be considered of medium dimension. A detailed understanding of the ED operations has been gained through process mapping performed along with the ED staff. In the sequel, a brief description of the ED rooms and staff is reported; moreover, the patient flows through the ED is summarized. This ED is composed by

- a triage area, where a nurse assigns the colour tag at each incoming patient, one at a time;
- a waiting room, where patients either wait in line for the triage or wait for the medical examination (after the triage);
- three areas for medical treatment:

Area A: the shock room for red tagged patients;
Area $B$ : the room for green and white tagged patients;
Area $C$ : the room for yellow tagged patients.

- an holding area;
- a Short Stay Unit (SSU).

As regards the areas for the medical treatment, Area $A$ (the shock room), which is the most equipped one, can host two critical patients simultaneously. Conversely, in Area $B$ and in Area $C$ one seat is available. During the night ( $9.00 \mathrm{p} . \mathrm{m}$. $-8.00 \mathrm{a} . \mathrm{m}$.), only Area $A$ and Area $B$ are in operation, so that also yellow tagged patients are visited in Area B. As regards the ED staff, physicians and nurses are on duty according to the shifts reported in Tables 6.1 and in Table 6.2. As regards the patient flow, arrivals are by ambulance or autonomously. All the incoming patients are registered at the check-in desk and then admitted to the triage area, where a nurse collects patient's health information and assigns the color tag. Critical patients arriving

Table 6.1. Number of physicians on duty in the weekdays (WD) and in the public holidays (PH).

|  | WD | PH |
| :--- | :---: | :---: |
| Morning (8.00 a.m. -2.00 p.m. $)$ | 2 | 1 |
| Afternoon (2.00 p.m. -9.00 p.m.) | 2 | 1 |
| Night (9.00 p.m. -8.00 a.m.) | 1 | 1 |

Table 6.2. Number of nurses on duty each day.

```
Morning (7.00 a.m. - 2.00 p.m.) 3
Afternoon (2.00 p.m. - }10.00\mathrm{ p.m.) 3
Night (10.00 p.m. - 7.00 a.m.) 2
```

by ambulance are directly transferred to a medical area for immediate treatment, without going through the triage area. After triage, a patient waits for the call in the waiting room, where the estimated waiting time is displayed on a screen. Then the patient is transferred to an appropriate area inside the ED for medical visit according to the assigned color tag. In severely urgent cases (red tag), the patient is examined in the shock room (Area A) for possible immediate treatments. In less severe cases, physicians, after performing health assessment, decide the clinical pathway which must be followed by the patient, possibly changing the color tag assigned at triage. The pathways can be very differentiated on the basis of the acuity of patient's illness. In many cases, the physician requires additional examinations for the patient (e.g., clinical laboratory tests, X-ray, and electrocardiogram). In other cases, the patient is transferred to the SSU for a short observation. Moreover, patients having a less serious illness are assigned to the fast track service, namely a specific area of the ED provided by a multidisciplinary team, where timely treatment and discharge are ensured. In the ED, usually one physician and one nurse manage the examination and the treatment of a patient. However, in case of severe injuries, they are supported by the whole ED staff.

Whenever all the examinations are completed and the related reports have been issued, a reassessment of the patient is performed by the physician, who can require further examinations and/or an additional observation period. At the end of the pathway, the final diagnosis is delivered and the patient is discharged from the ED with an exit code corresponding to the outcome. Specifically, a detailed description of the outcome must be issued to identify the patient's clinical severity level. The outcome is encoded according to the following list:

O1: patient is discharged home;
O2: patient is discharged home with reliance to outpatient facilities or family physician;

O3: patient is hospitalized at a hospital ward;
O4: patient is transferred to another hospital due to bed unavailability at the appropriate ward of the hospital;

O5: patient refuses hospitalization and leaves the ED despite the medical request;
O6: patient leaves during examinations, i.e. the patient does not complete all the required tests and abandons the ED without informing the staff;

O7: patient leaves without being seen (LWBS), i.e. the patient abandons the ED waiting room before being examined by a physician;

O8: patient dies during the stay at the ED;
O9: patient arrives deceased at the ED.
In order to perform a complete process mapping of the ED, many interviews have been carried out to the staff (physicians, nurses, and managers) and direct observations have been used. Moreover, all the available data concerning patient flow during February 2018 have been anonymously collected. February has been chosen because, according to interviews to the ED staff, it is one of the most representative months regarding the functioning of the ED. Indeed, it is a month that includes requests related to the winter season, not affected by holidays (such as December and January), thus reflecting a standard workload of the ED. If data is available over several months, the simulation model can be easily extended to take into account different seasonal patterns. However, this work is focused on the effect of a sudden peak of the patient arrival rate, which can occur at any time throughout the year, overlapping the standard patient arrivals. Especially in the extremely loaded scenario described in Section 6.4, if the sudden increase in the arrival rate is considerably large, the results are expected to be slightly affected by changes in the standard patient arrival rate due to seasonality.

From 00:00 of February 1 to $23: 59$ of February 28, 2018, the overall number of patients arrived to the ED is 2046. The time-stamps recorded are reported in Figure 6.1. They have been extracted and organized in a suited database. Note that, since the holding area and the $S S U$ are not subject to our study, these two ED units are not considered in the simulation model and, hence, not represented in Figure 6.1. In Table 6.3, the number and the percentage of color tags assigned at


Figure 6.1. Collected timestamps for the ED process.
triage are reported. Moreover, Table 6.3 reports also the number and the percentage of color tags at discharge. As already noticed, in some cases, at the end of the clinical pathway the patient tag can be different with respect to the tag assigned at triage, since it can be changed by a physician during the visit. In the same table, the percentage of patients who leave without being seen (LWBS) is reported for each triage tag. Moreover, the number and the percentage of deceased patients are included in the table as well. A table with all the tag changes is not reported for the sake of brevity, but by observing Table 6.3, it is clear that some color tags may be changed to another tag (always an adjacent tag).

In Table 6.4, the distribution of patients is reported based on the tag at discharge and according to the list of outcomes.

### 6.3 The discrete event simulation model

This section describes the DES model of the ED under study. As regards the structure of the model, each area for medical treatment (Area A, Area B, and Area $C)$ is represented by a submodel grouping the related modules; the triage area is

Table 6.3. Number and percentage of color tags assigned at triage to the incoming patients (columns 2-3). Number and percentage of color tags at discharge (columns 4-5). Percentage of patients LWBS (column 6).

|  | TRIAGE TAGS |  | TAGS on DISCH. |  | LWBS |
| :--- | :---: | :---: | :---: | :---: | :---: |
| White | 149 | $7.28 \%$ | 171 | $8.36 \%$ | $4.65 \%$ |
| GREEN | 1448 | $70.77 \%$ | 1612 | $78.78 \%$ | $1.61 \%$ |
| YeLLOW | 434 | $21.21 \%$ | 243 | $11.88 \%$ | $0.41 \%$ |
| Red | 15 | $0.74 \%$ | 18 | $0.88 \%$ | - |
| Deceased |  |  | 2 | $0.1 \%$ |  |
| 2046 |  |  |  |  | 2046 |

Table 6.4. Distribution of patients based on the tag at discharge and according to the list of outcomes.

|  | White | Green | Yellow | Red | tot. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| O1 | 121 | 1025 | 23 |  | 1169 |
| O2 | 39 | 496 | 21 |  | 556 |
| O3 |  | 29 | 182 | 14 | 225 |
| O4 |  |  | 4 | 4 | 8 |
| O5 |  | 19 | 10 |  | 29 |
| O6 | 3 | 17 | 2 |  | 22 |
| O7 | 8 | 26 | 1 |  | 35 |
| O8 |  |  |  | 2 | 2 |
| O9 |  |  |  |  | - |
| tot. | 171 | 1612 | 243 | 20 | 2046 |

represented by a process with a single server and a single queue and the waiting room is handled as a queue with priority (with infinite capacity).

The model entities are patients: after being created on patient arrival, an entity flows through the different segments of the model according to specified logical rules, which enable reproducing the proper patient flow. The resources are the physicians, the nurses (whose availability is based on the schedules reported in Tables 6.1 and 6.2 ) and the seats at each ED area (fixed capacity resource).

A brief description of the flows through the model is the following: as soon as an entity is created, a check is performed to verify if the patient arrives deceased (outcome $O 9$ ); in this case the entity is removed from the model. If an entity represents a critical (red tagged) patient arriving by ambulance, then it is directly sent to the shock room (Area $A$ ) for immediate care, and the corresponding resources (one physician, one nurse, and one seat in the area) are seized. Otherwise, the entity undergoes the triage process and a color tag is assigned as an entity attribute. Then the entity joins the queue of the waiting room and waits for the visit. During the wait, an entity may possibly leave (outcome $O^{7}$ ). Entities waiting for the visit are selected from the queue based on the priority (the color tag) and FIFO criterion is used within each priority class, i.e., for entities with the same color tag. At the beginning of the visit, one physician, one nurse, and one seat of the corresponding area are seized. The service time of the visit is assigned by the probability distributions reported in Table 6.5, depending on the entity color tag. During the visit, the Diagnostic Therapeutic Care Path (DTCP) for the patient is decided, possibly changing the entity color tag assigned at triage. A change of the color tag implies that in all the downstream modules the entity is handled according to the new color tag. After the visit, an entity can be sent to many different segments of the model. In less severe
cases, an entity leaves the system (the patient is discharged) for outcomes $O 1$ and O2.

The phases following the visit are additional examinations and reassessments, which are represented by a single delay process, whose overall service time is given by means of the probability distributions reported in Table 6.5. Note that all possible further treatments are considered in this module, since the service time also includes duration of all treatments and reassessments after visit. At the end of the DTCP, the entity is discharged from the simulated system, according to the proper outcome. It is important to point out that the choice of using a single process module to represent additional examinations and reassessments is motivated by the availability of only timestamps $t_{3}$ and $t_{4}$ (see Figure 6.1). This reflects the well-known difficulty in modeling such phases due to both their high variability and lack of the specific timestamps of the activities involved. A simplified logic diagram of the simulation model is reported in Figure 6.2. The simulation model has been implemented by


Figure 6.2. Conceptual representation of the patient flow. Release with outcome $O 5$ or $O 6$ in the "Exams and reassessments" block is possibly expected only for white, green, and yellow tag patients.
using ARENA 16 (64 bit) Simulation Software [38, 135].
As regards the KPIs of interest, to meet the specific demand of the ED managers, the analysis focuses on the patient flow starting from the end of the triage and, in particular, on monitoring, for each color tag,

- the Waiting Time (WT) between the end of the triage and the start of the visit, namely $t_{2}-t_{1}$ in Figure 6.1;
- the Total Time (TT) after the triage, i.e. the time between the end of the triage and the discharge, namely $t_{5}-t_{1}$ in Figure 6.1.

These indicators are very similar to "door-to-doctor time" and "door-to-disposition time" metrics used in literature (see, e.g., [32, 182]) with the only difference that triage time is not included in WT and TT. As already mentioned, this choice is motivated by the practitioners' request of focusing on all the processes following the
triage phase. Moreover, triage is typically carried out as soon as a patient arrives and triage service time is usually negligible with respect to waiting and treatment times. Therefore, similarly to door-to-doctor time, waiting time WT is a very important component of ED throughput, having strong implications for the percentage of patients who LWBS [48]. Furthermore, from a service quality point of view, WT significantly affects patient satisfaction. As concerns the total time TT, even if it does not coincide with LOS (since the initial part of the pathway until the end of the triage is not considered), it represents the most significant component of ED throughput, thus being mostly responsible for the ED crowding.

### 6.3.1 Input analysis

The data is used for a detailed input analysis of all the processes in the ED. As regards the arrival process, in accordance with the literature, the standard assumption that the arrival process to an ED is a NHPP is adopted [234, 153, 243, 7, 6, 105]. Indeed, the adoption of a nonhomogeneous process is necessary since patients interarrival times are strongly affected by the arrival hour. In order to obtain a good accuracy of the arrival rate, 24 time slots are considered for each day at an hourly basis, starting from 00:00. Therefore, by using a standard procedure [161], the arrival rate function is approximated by a piecewise constant function. A plot of the hourly arrival rate for each day of the week is reported in Figure 6.3. A within-day


Figure 6.3. Plot of the hourly arrival rate over the days of the week.
and day-to-day variation in the number of arrivals is observed. In particular, the maximum value of the hourly arrival rate is attained on Monday, while Sunday is the day with the least number of arrivals. Moreover, a light increasing trend in the daily arrivals peak is observed from Tuesday to Saturday. On the basis of these considerations, the arrival rate is estimated by distinguishing among the different days of the week and in the simulation model an ARENA built-in tool [135] is used to generate the entity arrivals according to a nonstationary Poisson process with varying rate.

As regards the timing employed in the visit process and in the additional examinations and reassessments process, by using the collected data the probability distribution of the times (in minutes) is reported in Table 6.5 for each color tag.

Table 6.5. Probability distribution of visit times and additional examinations and reassessments times.

|  | VISIT | EXAMS \& REASSES. |
| :--- | :--- | :--- |
| White | Lognormal(7.87,9.77) | Weibull(23.5, 0.643) |
| GreEN | Lognormal(12.7,11.6) | Weibull(64.2,0.549) |
| YeLlow | 3+Erlang(6.39,3) | $29+$ Weibull(183, 0.635$)$ |
| RED | $11+39 \operatorname{Beta}(0.673,1.30)$ | $0.999+\operatorname{Exp}(69.3)$ |

### 6.3.2 Model verification and validation

In order to guarantee that the DES model provides a sufficient accuracy of the output, the model has been widely verified and validated by using standard techniques. In particular, after a preliminary debugging, in order to determine whether all the logical paths have been correctly implemented, the simulation model has been run under several different settings of the input parameters, its functioning has been accurately checked, and the output of each run has been observed. Model trace has been also used for a deepened verification of the model.

As regards the model validation, the real system values have been compared with the corresponding simulation outputs, namely the average values (with their confidence interval) obtained from 50 independent simulation replications, each of them 35 days long, with a warm up period of 7 days. In this way, a fair comparison with data that refers to 28 days of February can be performed. In particular, some fundamental KPIs of the overall process are considered in terms of times and entity counters.

As concerns times, the focus is on the waiting time WT and on the total time TT previously defined. Figure 6.4 and Figure 6.5 report the current values, namely the values corresponding to the "as-is" status, and the simulation output of WT and TT (in minutes) with the relative confidence interval (with $95 \%$ confidence level). These plots evidence that the simulation output is a good approximation of the


Figure 6.4. Plot of current values (in orange) and simulation output (in blue) of WT (in minutes) with the confidence interval.
real system values since for each color tag the current values are either within the corresponding confidence interval or close to it.

As regards the entity counters, the current values of the outcomes as reported in Table 6.4 are compared with the corresponding outputs of the simulation model reported in Table 6.6 (for the sake of brevity, the corresponding plots are omitted). A comparison between the two tables clearly evidences that the simulation model


Figure 6.5. Plot of current values (in orange) and simulation output (in blue) of TT (in minutes) with the confidence interval.

Table 6.6. Output values (with confidence interval) for the outcomes returned by the simulation.

|  | White | Green | Yellow | Red |
| :--- | :---: | :---: | :---: | :---: |
| O1 | $122.08 \pm 2.98$ | $1023.04 \pm 9.49$ | $23.82 \pm 1.36$ |  |
| O2 | $39.06 \pm 1.58$ | $499.84 \pm 6.61$ | $21.56 \pm 1.30$ |  |
| O3 |  | $29.32 \pm 1.51$ | $184.00 \pm 3.93$ | $14.58 \pm 1.12$ |
| O4 |  |  | $3.79 \pm 0.42$ | $3.66 \pm 0.52$ |
| O5 |  | $18.72 \pm 1.05$ | $10.36 \pm 0.89$ |  |
| O6 | $3.06 \pm 0.55$ | $16.36 \pm 1.16$ | $1.88 \pm 0.41$ |  |
| O7 | $6.62 \pm 0.82$ | $23.44 \pm 1.69$ | $1.66 \pm 0.35$ |  |
| O8 |  |  |  | $1.92 \pm 0.39$ |

shows a good accuracy in representing such average values. Indeed, the model output values corresponding to each outcome and to each color tag are an accurate approximation of the current values, taking into account the confidence interval.

The previous paragraphs evidence that the simulation model provides an accurate representation of the actual system. As a last step needed to validate the model, the results obtained have been shown to ED personnel, acquiring important feedback and assessments.

### 6.4 Design of experiments and results

In this section, experimental results obtained by the DES model are reported. The aim is to determine performance measures of the ED, considering different scenarios, in order to evaluate the impact on the ED of patient peak arrivals due to a critical event. To this end, hypothetical scenarios where the patient arrival rate is artificially changed are considered. In particular, an increase of a prefixed percentage of the arrival rate due to the growth in demand is preliminarily considered. Then, a mildly loaded situation is analyzed, namely a gradual increase of patient arrivals over a period of few days of the week. Finally, the attention is turned to the main focus of this work, namely extremely loaded situations, possibly due to some critical conditions, for instance a natural disaster.

It is important to highlight that in the experimentation, the standard assumption that the service rate of ED personnel is unmodified during the patient peak arrivals is adopted. However, recent studies has shown that ED physicians and nurses could increase their service rate or adopt some particular strategies in case of increased workload. Some examples are multitasking techniques [68], "early task initiation" (where an upstream stage initiates tasks that are usually handled by a downstream stage, see, e.g., [31]), and other techniques consisting in adaptive response mechanisms to cope with critical situations emerging when treatments' requests exceed the normal capacity. Since the service rates are parameters of the simulation model, they can be easily modified. However, an analysis involving the service rate increase or the adoption of other adaptive techniques is not considered, since no information about these possible changes is available.

In the experimentation, the goal is to assess how the ED response changes in each scenario. In particular, the KPIs of interest are the metrics defined in Section 6.3, i.e., the waiting time WT and the total time TT. Moreover, the resources utilization is monitored focusing on the usage of Area $B$ and Area $C$. In the literature on ED management under disaster conditions (see, e.g., Gul et al.[103]), utilization of ED resources and, in particular, utilization of treatment areas and medical staff are considered among the main indicators for evaluating the impact of a hypothetical critical event and for determining the appropriate resource and staff levels to cope with a disaster scenario. Note that, for an ED under normal conditions and for any general queuing system, the use of such an indicator could be questionable, since there are two conflicting viewpoints: on the one hand, the service manager aims to maximize the resources utilization (for economical reasons); on the other hand, service customers are penalized by such a behaviour that may cause deterioration of the service quality and possibly long queues. More specifically, in the experimentation, the resource usage is monitored as (ScheduledTime - IdleTime)/ScheduledTime, which is computed at each one-hour interval, i.e. the resource usage on hourly basis. It is preferable to consider this "continuous" resource utilization measure instead of the average usage, since high utilization can cause saturation and performance deterioration, even though usage is low when averaged over a long interval. Data
concerning the instantaneous utilization of the resources is collected by using VBA (Visual Basic for Applications) ARENA modules.

### 6.4.1 Increase of a prefixed percentage of the arrival rate

An increase of $10 \%$ in the hourly arrival rate with respect to the current value is considered. Overall, 50 independent replications are used. The length of each replication is 35 days with a warm up period of 7 days. In Figures 6.6-6.7, the comparison is reported in terms of WT and TT, respectively. Of course, the uniform


Figure 6.6. WT (in minutes): plot of the comparison between the current "as-is" status (in blue) and a prefixed percentage increase of the arrival rate (in green).


Figure 6.7. TT (in minutes): plot of the comparison between the current "as-is" status (in blue) and a prefixed percentage increase of the arrival rate (in green).
increase in the demand implies longer waiting/stay times. However, this growth in the arrival rate does not significantly affect waiting/stay times for yellow and red tagged patients. This is mainly due to the priority criterion and also to the small number of red and yellow tagged patients with respect to the green and white ones. In Figure 6.8-6.9, the comparison between the usage of Area B and Area C is reported over the week. For the sake of clarity of the plots, in the figures the usage is based on three-hours time slots. In this scenario analysis, the usage of Area $A$ is not considered because of the reduced number of red tagged patients. From Figure 6.8 it can be observed that the usage of Area $B$ in the rush hours is close to one even in the "as-is" status and that, as expected, the percentage increase

_ As-Is ---- Percentage increase

Figure 6.8. Plot of the usage of Area B.


Figure 6.9. Plot of the usage of Area $C$.
causes a corresponding uniform growing of the utilization. Before discussing the usage of Area $C$, note that during the night only Area $B$ is used, specifically for the treatment of both green and yellow tagged patients, since only one physician is on duty. Therefore, as shown in Figure 6.9, no patient is visited in Area $C$ during the night. Conversely, this area is strongly used throughout the day, when two physicians are on duty, giving rise to a uniform increase in the usage, according to the growth in the average hourly arrival rate.

### 6.4.2 A mildly and an extremely loaded scenario

Now unexpected conditions due to a spike in the patient arrival rate related to a sudden and critical event (for instance, in the extreme case, an earthquake) are considered. The focus is on two possible artificial scenarios, namely both a mildly and an extremely loaded scenario corresponding to two different unpredictable occurrences. It is important to note that in this case a terminating simulation must be used since the interest is in monitoring the actual effect of arrival spikes on the ED as an unsteady system. The aim is to avoid that too many occurrences concerning standard days (without spikes) are included in the statistical analysis. This occurs if the KPIs are computed by averaging over a long run, e.g. 35 days. Therefore, 2 weeks are selected as replication length and a warm up period of 7 days to avoid bias due to initial conditions (empty system). In this manner the statistical analysis is focused on the week containing the peak arrivals and concentrates on the related transient state. For each experiment, 50 independent replications are used.

As regards the mildly loaded situation, we adopt a gradual increase/decrease in the arrival rate over the first three days of the week. More precisely, similarly to Ahalt et al. [6], the arrival rate is increased from $5 \%$ to $25 \%$, depending on time slots, according to the scheme in Table 6.7. As concerns the extremely loaded

Table 6.7. Percentage increases in the arrival rate for Monday, Tuesday and Wednesday on different time slots

|  | Mon | Tue | Wed |
| :---: | :---: | :---: | :---: |
| $00: 00-08: 00$ | $+5 \%$ | $+20 \%$ | $+20 \%$ |
| $08: 00-14: 00$ | $+10 \%$ | $+25 \%$ | $+15 \%$ |
| $14: 00-20: 00$ | $+15 \%$ | $+25 \%$ | $+10 \%$ |
| $20: 00-24: 00$ | $+20 \%$ | $+20 \%$ | $+5 \%$ |

scenario, a major emergency is reproduced. To this end, a $300 \%$ increase in the arrival rate centered over the 24 hours of Monday is considered. Figure 6.10 reports the increased hourly arrival rate for both scenarios along with the unmodified arrival rate. Figures 6.11-6.12 report the comparison between the current "as-is" status and the two scenarios in terms of WT. Similarly, in Figure 6.13, the same comparison is reported in terms of TT. As expected, in the extremely loaded scenario a huge increase is observed for both WT and TT of low-complexity patients (white and green tagged): the WT exceeds one day for white tagged patients and 10 hours for the green tagged ones, thus being not acceptable. As regards the mildly loaded scenario, a moderate increase is highlighted, showing that both WT and TT are actually still feasible. A different outcome is pointed out for higher complexity patients. As regards the red tagged ones, their current percentage with respect to the other color tagged patient is unchanged (scenarios with changes in this percentage are reported afterwards). In this case, even a huge increase in the overall number of arrivals does not lead to exceed one red tagged patient arrival per hour. Therefore, both WT and TT do not grow significantly, also due to the high priority assigned to these patients.

_As-Is ---.Mildly loaded -- Extremely loaded
Figure 6.10. Plot of the increased patients arrival rate (mildly loaded in grey, extremely loaded in yellow) and the unmodified arrival rate (in blue).


Figure 6.11. WT (in minutes): plot of the comparison between the current "as-is" status (in blue) and the mildly (in grey) and extremely (in yellow) loaded scenarios.

A similar result is observed for the yellow tagged patients. Moreover, note that the WT for red tagged patients is still approximately zero, in accordance with their high urgency level.

Figures 6.14-6.15 report the comparison between the current "as-is" status and the two artificial scenarios in terms of Area $B$ and Area $C$ usage. For the sake of clarity of the plots, in the figures the usage is based on three-hours time slots. From both these figures, it can be observed how, in the two scenarios, the peak in the patient arrivals causes a sudden increase in the usage of both resources (Area B and Area $C$ ). In case of extremely loaded scenario, the peak causes resource saturation even immediately before and after the peak center. Note how this phenomenon can be observed only by monitoring the instantaneous resource usage rather than the average utilization.

Now the extremely loaded scenario is analyzed more in detail. Indeed, due to the unpredictability of the phenomenon of peak arrivals caused by critical events, it is difficult to create artificial scenarios that actually reproduce what might happen in the real system. Therefore, analyze some variants of the $300 \%$ increase in the arrival rate are now analyzed. In particular, the comparison of the current "as-is"


Figure 6.12. WT (in minutes): Detail for yellow and red tagged patients of the comparison reported in Figure6.11.


Figure 6.13. TT (in minutes): plot of the comparison between the current "as-is" status (in blue) and the mildly (in grey) and extremely (in yellow) loaded scenarios.
status is reported with respect to increases of $100 \%, 200 \%$, and $400 \%$ in the arrival rate (always centered over the 24 hours of Monday and with the same percentage distribution of the color tags). In Figures 6.16-6.18, the corresponding WT and the TT are reported, along with those obtained for the $300 \%$ increase scenario. From Figure 6.17, it can be observed how WT for the red tagged patients still remains acceptable for all the four scenarios, and this is due to the low percentage of red tagged patients arrivals. As regards the yellow tagged ones, WT remains below 1 hour only for the $100 \%$ increase. As concerns the white and green tagged patients, WT becomes unacceptable even with the $100 \%$ increase. The TT reported in Figure 6.18 are direct consequence of the corresponding WT.

The same comparison between the current "as-is" status and the increases of $100 \%, 200 \%$, and $400 \%$ in the arrival rate is reported in Figures 6.19-6.20 in terms of resource usage for Area $B$ and Area $C$, respectively. Also in this case, the plots are based on three-hours time slots. These figures clearly highlight how, as expected, the percentage increase in the patient arrival rate strongly affects the utilization of both visit areas. Note that the usage of Area $B$ also depends on the yellow tagged patients that are visited in this area during the night, when Area $C$ is not operating. Both resources reach saturation points even in the most cautious scenario ( $100 \%$ increase).

All the scenarios up to now analyzed are based on increases in the patient arrival


Figure 6.14. Plot of the usage of Area B: the current "as-is" status (in blue), the mildly loaded (in grey) and the extremely loaded (in yellow) scenarios.


Figure 6.15. Plot of the usage of Area $C$ : the current "as-is" status (in blue), the mildly loaded (in grey) and the extremely loaded (in yellow) scenarios.
rate, keeping unchanged the percentage distribution of different colors tagged patients. Actually, during a critical event, it is also likely to assume that the percentage of high priority patients grows during the arrival rate peak. During the latest earthquake (August 24, 2016) that hit Central Italian regions (where the ED considered in this work is located), in the hour corresponding to the peak in the arrivals, up to 14 patients with trauma due to crushing (i.e., red tagged patients) requested assistance. As already mentioned, in these cases, i.e., in case of the so called "maxi-emergency", Italian EDs adopt the "Internal Emergency Plan for Massive Inflow of Injured" (the Italian acronym PEIMAF is used), according to the current regulation. This implies the availability of additional resources and the adoption of different operating rules aimed at providing an adequate and timely assistance to all the patients who require it. Of course, although such a plan cannot be tested during the normal ED activity, an accurate assessment of its effectiveness must be performed in advance in view of its potential activation. A natural way for performing such a testing is to adopt a DES model. Therefore, the DES model is used also to provide the decision makers with useful insights concerning the design of the PEIMAF.

In the sequel, some analyses aiming to reproduce a critical situation corresponding to the extremely loaded scenario are reported. Additionally, an increase in the red tagged patient arrivals is considered. In particular, both an increase of $400 \%$ in the arrival rate and an increase of the percentage of red tagged patient arrivals is considered, in order to obtain about 14 of these patients arriving during the peak hour, as really occurred during the recent earthquake. Moreover, a possible maxi-emergency PEIMAF plan is assumed to be adopted and its effectiveness is assessed through the comparison of the KPIs obtained. More specifically, the following assumptions are adopted:

## A1 Patient arrivals:

- the percentage of color tags assigned at triage is modified during the whole peak day, by assuming that $35 \%$ of the arrivals are red tagged patients.
A2 Maxi-emergency plan (PEIMAF):
- the number of physicians and nurses on duty is doubled during the peak day, starting from the peak hour (10:00 a.m.), then the shifts return to the normal scheme;


Figure 6.16. WT (in minutes): plot of the comparison between the current "as-is" status (in grey) and the extremely loaded scenario with increases in the arrival rate of $100 \%$ (in blue), $200 \%$ (in orange), $300 \%$ (in yellow), and $400 \%$ (in light blue).


Figure 6.17. WT (in minutes): Detail for yellow and red tagged patients of the comparison reported in Figure6.16.


Figure 6.18. TT (in minutes): plot of the comparison between the current "as-is" status (in grey) and the extremely loaded scenario with increases in the arrival rate of $100 \%$ (in blue), $200 \%$ (in orange), $300 \%$ (in yellow), and $400 \%$ (in light blue)

- green and yellow tagged patients are not admitted to the ED, starting from the peak hour (10:00 a.m.), but they are sent to outpatients facilities;
- also Area B and Area C can be used for the treatment of red tagged patients.

In this manner, by A1 about 14 red tagged patient arrivals are observed during the peak hour, thus reproducing a really occurred critical situation. By A2 a possible simple configuration of a maxi-emergency plan is implemented, only for experimental purposes. Actually, the operational procedures provided by a PEIMAF plan are much more complex and articulate than the ones reported in this paper: here an illustrative example is considered only to show how the DES model can be fruitfully used to test a maxi-emergency plan.

Figures 6.21-6.22 report the WT and the TT for the "as-is" status and the extremely loaded scenario with $400 \%$ increase in the patient arrival rate and the percentage of red tags assigned at triage modified according to A1. The comparison concerns the values of these KPIs obtained without adopting a maxi-emergency plan and by using the plan described in A2. The figures clearly evidence the huge times resulting without adopting the maxi-emergency plan. Even by adopting the plan as specified above in A2, WT exceeds 3 hours for yellow-tagged patients and 1 hour for the red-tagged ones. This situation is confirmed by the plot of the usage of the visit areas, reported in Figures 6.23-6.25. First, note that when the emergency plan is not activated, since only two physicians are on duty during the peak day,
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Figure 6.19. Plot of the usage of Area B: the current "as-is" status and the extremely loaded scenarios.


Figure 6.20. Plot of the usage of Area $C$ : the current "as-is" status and the extremely loaded scenarios.


Figure 6.21. WT (in minutes): plot of the comparison between the current "as-is" status (in blue) and the extremely loaded scenario with the modified percentage of red tags assigned at triage as in A1, with (in yellow) and without (in grey) adopting a maxiemegency plan as in A2.


Figure 6.22. TT (in minutes): plot of the comparison between the current "as-is" status (in blue) and the extremely loaded scenario with the modified percentage of red tags assigned at triage as in A1, with (in yellow) and without (in grey) adopting a maxi-emergency plan as in A2.


Figure 6.23. Plot of the usage of Area A: the current "as-is" status and the extremely loaded scenarios with and without the maxi-emergency plan.


Figure 6.24. Plot of the usage of Area B: the current "as-is" status and the extremely loaded scenario with and without the maxi-emergency plan.


Figure 6.25. Plot of the usage of Area $C$ : the current "as-is" status and the extremely loaded scenario with and without the maxi-emergency plan.
they both remain assigned to Area $A$ throughout the day, due to the large number of red patients to be visited in this area. Since there are no physicians assigned to Area $B$ and Area $C$, the usage level of these areas is zero until the distribution percentage of the red patients returns to the normal scheme. On the contrary, when the emergency plan is activated, since four physicians are on duty during the peak day, even Area $B$ and Area $C$ can be used for the treatment of higher complexity patients. As a consequence, all the visit areas are used. After the peak arrivals end, the utilization of Area $B$ and Area $C$ decreases since the extra human resources allow more patients to be visited at the same time, whereas the utilization of Area $A$ drops to zero. In any case, even if the adoption of the maxi-emergency plan as assumed in A2 leads to an improvement, its overall inadequacy is very evident. Indeed, the resource saturation is reached for long periods, implying that the resources cannot satisfy extra requests. To cope with this situation, an enlargement of the resources, whether human or physical, would be desirable even if not sufficient in most cases. Emergency plans usually provide for an increase of ED personnel, while an extension of physical rooms (even if temporary) is usually more difficult. Of course, patient diversion policy towards neighboring EDs should be adopted in case of an excessive ED congestion. Thanks to the high flexibility of the ARENA implementation of the DES model concerning the ED under study, an extensive scenario analysis can be performed aimed at assessing the ED operational capacity, namely all the KPIs of interest in many and different real critical situations.

## Chapter 7

## Case study: emergency department of Policlinico Umberto I

The second case study concerns the ED of Policlinico Umberto $I$, which is a very large hospital in Rome, Italy. It is the biggest ED in the region of Lazio in terms of number of patient arrivals per year (about 140,000 on average). By using the data collected from the patient flow through the ED for the whole year 2018, this case study is adopted to test the effectiveness of the two approaches proposed in Chapter 5. In particular, an extensive experimentation shows that the approach developed for the ED arrival process enables finding the number of intervals, along with their length, such that an accurate approximation of the empirical arrival rate is achieved, ensuring the consistency between the NHPP hypothesis and the arrival data. Moreover, results from a significant sensitivity analysis demonstrates that the regularity of the optimal piecewise constant approximation can be finely tuned by properly weighing the penalty term of the objective function with respect to the fitting error term. Similarly, the numerical experiment reported for the ED model calibration approach shows promising results and a significant improvement is expected to be achieved through further research. By using the accurate simulation model resulting from the application of these two approaches, SBO is used for solving a resource allocation problem related to the specific case study considered. The goal is to determine the optimal settings of the ED unit devoted to the medical visit of low-complexity patients in order to reduce the overcrowding level. A multiobjective formulation of the problem is adopted to find a trade-off between the conflicting goals of reducing the management cost and guaranteeing patients timely treatments according to their urgency code.

### 7.1 Description of the patient flow in the emergency department

The ED of Policlinico Umberto I is divided into several areas, each one associated with a medical specialty. The backbone of the ED is the central area, which is devoted to treating diseases and disorders related to internal medicine and general surgery, which affect the majority of patients. Separated from this main area, there are other parts of the ED that deal with the following medical specialties: ophthalmology, obstetrics, pediatrics, hematology, and dentistry. The focus of this chapter is on the
central area, whose number of arrivals in 2018 amounted to more than 50,000.
In order to gain a complete understanding of the ED processes, all the stages of the patient flow are reviewed. Since the first step is the arrival process, the first part of this section focuses on the arrivals data. In particular, some plots are reported to analyze the data collected from the 1st of January to the 31st of March. In Figure 7.1, the weekly average hourly arrival rate obtained by averaging the number of arrivals occurring in the same hourly time slot over the 13 weeks considered is reported. It is worth observing that, in accordance with the literature (see, i.e.,


Figure 7.1. Plot of the weekly average hourly arrival rate for the first 13 weeks of the year.
[139]), the average arrival rates among the days of the week are significantly different. Therefore, since averaging over these days would lead to inaccurate results, the different days of the week must be considered separately. In Figure 7.2, the plot of the average hourly arrival rate for the Tuesdays over the 13 weeks is reported, while Figure 7.3 shows mean and variance of the interarrival times occurred on the first Tuesday of 2018. From this latter figure, we observe that these two statistics


Figure 7.2. Plot of the average hourly arrival rate for the Tuesdays over the 13 weeks considered.
have similar values within each 3-hours time slot and this is in accordance with the property of the Poisson probability distribution for which mean and variance


Figure 7.3. Plot of the average (in solid green) and variance (in dashed red) of the interarrival times for the first Tuesday of 2018. On the abscissa axis, 3-hour time slots are considered.
coincide. This evidence justifies the approach proposed in Section 5.1, which is based on a nonhomogeneous Poisson arrival process and will be applied to the case study in Section 7.3.

It is important to remark that seasonal phenomena might affect the number of weeks to be considered from the dataset for model estimation due to the potentially large variability over successive weeks. Indeed, overdispersion phenomenon may require a model calibration for each particular period of the year in order to take into account typical situations which occur, for instance, during the flu season. This important aspect clearly emerges also from the experimentation reported in Section 7.3.

After the analysis of the arrivals data, the description of the ED units and staff and the summary of the patient flow are reported in the sequel. Other than a triage area, where each incoming patient is assigned a color tag by a nurse in charge of this task, the ED is composed by

- a Medical Unit (MU), devoted to patients who need specialized medications and treatments, with areas dedicated to the most critical patients;
- a Surgical Unit (SU), devoted to patients who need either to receive a surgical operation or to recover from it, with areas dedicated to the most critical patients;
- a Resuscitation Area ( $R A$ ), for the most acutely ill and injured patients, who need timely treatments;
- a Minor Injuries Unit (MIU), for the least urgent patients, whose treatment can be delayed or deferred;
- an Orthopedic Unit (OU), for patients suffering from orthopedic disorders.

Moreover, all of these units have rooms where patients can either wait for exams or stay for observation. Red-tagged patients can be visited and treated in RA or in
dedicated areas within MU and SU, which are open 24 hours a day and are provided with equipment and staff specialized for dealing with life-threatening illnesses and injuries. In particular, 1 and 2 seats are available in the dedicated areas of MU and SU, respectively, and further 2 seats are available in RA. As concerns the medical treatment of the other patients, MU and SU can host up to three and two patients during the day ( 8.00 a.m. -8.00 p.m.), respectively. At night, MU can host two patients, while in SU one seat is available. Moreover, MIU has two seats, which are available from 8.00 a.m. to 8.00 p.m., Monday through Saturday. When patients experience excessive waiting times, two additional seats may be used to visit up to four patients simultaneously. All this information is summarized in Tables 7.1-7.2.

Table 7.1. Number of seats available for medical visit and treatment in MU, SU, and MIU, the latter being open from Monday to Saturday.

|  | MU | SU | MIU |
| :--- | :---: | :---: | :---: |
| Day (8.00 a.m. -8.00 p.m.) | 3 | 2 | 2 |
| Night (8.00 p.m. -8.00 a.m.) | 2 | 1 | 0 |

Table 7.2. Number of seats available for medical visit and treatment of red-tagged patients in RA and in the dedicated areas of MU and SU.

|  | MU | SU | RA |
| :--- | :---: | :---: | :---: |
| Day (8.00 a.m. -8.00 p.m.) | 1 | 2 | 2 |
| Night (8.00 p.m. -8.00 a.m. $)$ | 1 | 2 | 2 |

Table 7.3. Feasible assignments of patients to the ED units according to the color tag. A cross at the entry $(i, j)$ indicates that a patient with color tag $i$ can be assigned to the unit $j$.

|  | MU | SU | RA | MIU | OU |
| :--- | :---: | :---: | :---: | :---: | :---: |
| White | - | - | - | $X$ | $X$ |
| Green | $X$ | $X$ | - | $X$ | $X$ |
| Yellow | $X$ | $X$ | - | - | $X$ |
| Red | $X$ | $X$ | $X$ | - | - |

As regards the patient flow, after arriving autonomously or by emergency medical vehicles, all the incoming patients are admitted to the triage area, where a nurse assigns the color tag. After the triage, the patients are visited and treated in one of the units previously described, according to the color tag assigned and the severity of the illness/injury. Table 7.3 represents a scheme showing the units where patients may be assigned based on the color tags. In case of red-tagged patients, the medical visit is timely performed in RA or in the dedicated areas of MU and SU. As concerns the other color tags, the yellow and green tagged patients share the same resources in MU and SU. However, while the former can be assigned only to MU and SU, the latter may be sent to MIU during its opening hours if their health conditions are deemed as not likely to worsen. If MIU is closed, all the green-tagged patients are visited and treated in MU and SU. This diversion allows the ED to reduce the occurrence of work overload in SU and MU , which may give rise to overcrowded units. Moreover, it is important to point out that the white triage tag is assigned only if MIU is open, otherwise the green tag is used.

In many cases, after the medical visit, additional exams may be required. Other than performing reassessments of the patients and requiring additional exams,
physicians may also require further observation periods. Finally, at the end of the pathway, patients are discharged from the ED. This last stage includes a final waiting time whose duration depends on the type of outcome. Indeed, a longer wait is expected for patients that need to either be hospitalized at a hospital ward or transferred to another hospital, while patients discharged home can usually leave the ED in shorter time.

Although the collected data concerns the whole year 2018, the focus of the remaining part of this section is on the data related to January, which is used for building the DES model of the ED. The choice of focusing on January stems from the will of the ED management to reduce the overcrowding level observed in the winter season, which exhibits longer waiting times, as emerged by interviewing the ED staff. Among the winter months, January is observed to suffer from the heaviest workload, which puts a strain on the ED processes, thus requiring a careful analysis. However, the simulation model could be also easily adapted to include input parameters estimated from data related to different months.

From 00:00 of January 1 to $23: 59$ of January 31, 2018, the total number of patients arrived to the ED is 4192 . The timestamps recorded are the ones marked as known in Figure 5.1. In Table 7.4, the number and the percentage of color tags assigned at triage are reported along with the number of patients who leave without being seen (LWBS). Although, in some cases, re-evaluations can lead to different patient tags at discharge with respect to those assigned at triage, in the dataset considered this information is unavailable. Since from Monday to Saturday MIU

Table 7.4. Number and percentage of color tags assigned at triage (columns 2-3) and number of patients LWBS (column 4).

|  | TRIAGE TAGS |  | LWBS |
| :--- | :---: | :---: | :---: |
| White | 65 | $1.55 \%$ | 1 |
| Green | 1804 | $43.17 \%$ | 16 |
| YeLLow | 2058 | $49.25 \%$ | - |
| REd | 252 | $6.03 \%$ | - |
|  | 4179 | $100 \%$ |  |

is open from $8.00 \mathrm{a} . \mathrm{m}$. to $8.00 \mathrm{p} . \mathrm{m}$., it is worth reporting the comparison of the proportions of color tags between the daytime and the night, as shown in Table 7.5, so that the resulting change in the ED setting is considered. Finally, Tables 7.6-7.9

Table 7.5. Number and percentage of color tags assigned at triage in the daytime (columns 2-3) and at night (column 4-5).

TRIAGE TAGS

|  | Day (8.00 a.m.-8.00 p.m.) |  | Night (8.00 p.m.-8.00 a.m.) |  |
| :--- | :---: | :---: | :---: | :---: |
| White | 65 | $2.17 \%$ | - | - |
| Green | 1306 | $44.32 \%$ | 498 | $40.42 \%$ |
| YeLLow | 1420 | $48.18 \%$ | 638 | $51.79 \%$ |
| RED | 157 | $5.33 \%$ | 95 | $7.71 \%$ |
|  | 2948 | $100 \%$ | 1231 | $100 \%$ |

show the number and the proportion of the color tags among the units. Although OU is out of the scope of this analysis, these tables include also this unit since OU patients share the triage station with the other patients, thus affecting the counts reported in Tables 7.4-7.5.

Table 7.6. Number of patients assigned to the ED units for each color tag.

|  | MU | SU | RA | MIU | OU |
| :--- | :---: | :---: | :---: | :---: | :---: |
| White | - | - | - | 47 | 17 |
| GREEN | 248 | 628 | - | 260 | 668 |
| YeLlow | 1316 | 693 | - | - | 49 |
| Red | 191 | 45 | 16 | - | - |
|  | 1755 | 1366 | 16 | 307 | 734 |

Table 7.7. Proportion of patients assigned to the ED units for each color tag.

|  | MU | SU | RA | MIU | OU |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| White | - | - | - | $73.44 \%$ | $26.56 \%$ | $100 \%$ |
| GREEN | $13.75 \%$ | $34.81 \%$ | - | $14.41 \%$ | $37.03 \%$ | $100 \%$ |
| YeLLOW | $63.95 \%$ | $33.67 \%$ | - | - | $2.38 \%$ | $100 \%$ |
| RED | $75.79 \%$ | $17.86 \%$ | $6.35 \%$ | - | - | $100 \%$ |

Table 7.8. Number of green-tagged patients assigned to MU, SU, and MIU in the daytime (8.00 a.m. -8.00 p.m.) and at night (8.00 p.m. -8.00 a.m.).

|  | MU | SU | MIU |
| :--- | :---: | :---: | :---: |
| DAYtime | 132 | 403 | 260 |
| Night | 116 | 225 | - |
|  | 248 | 628 | 260 |

Table 7.9. Proportion of green-tagged patients assigned to MU, SU, and MIU in the daytime ( 8.00 a.m. -8.00 p.m.) and at night ( 8.00 p.m. -8.00 a.m.).

|  | MU | SU | MIU |  |
| :--- | :---: | :---: | :---: | :---: |
| DAYtime | $16.60 \%$ | $50.69 \%$ | $32.70 \%$ | $100 \%$ |
| Night | $34.02 \%$ | $65.98 \%$ | - | $100 \%$ |

### 7.2 The discrete event simulation model

This section describes the DES model of the ED of Policlinico Umberto I, which has been implemented by using Simmer [223], a process-oriented and trajectory-based DES package for R. In the DES model, patients are represented by the model entities, which are created according to the statistical model used for modeling the arrival process. After arriving at the ED, the simulated patient flow followed by each entity is based on trajectories determined by the logical rules used to build the model. Each trajectory is associated with the pathway followed by a patient according both to the color tag received at triage and to the ED unit assigned. Figures 7.4-7.8 show the patient flow from the arrival to the discharge according to the color tag assigned at triage. In particular, Figure 7.4 focuses on the logic underlying the assignment of color tag at triage. The other figures deal with the segments of the patient flow following the triage, providing in brackets the information about the resources seized in case the corresponding process is not a simple delay. Such resources represent the seats at each ED unit, whose capacity can be either fixed, as is the case with RA and the areas of MU and SU dedicated to red patients, or based on schedule, as for MU, SU, and MIU.

As regards the arrival process, the stochastic process defined by the arrivals to the ED is assumed to be well modeled by a NHPP, which is a standard assumption in the literature (see, e.g., $[234,153,243,7,6,105]$ ). The validity of this hypothesis for the case study considered is supported by Figure 7.3, where mean and variance of the interarrival times have similar values on each 3-hour time slot, which is in accordance with the corresponding property of the Poisson distribution. Moreover, a more formal justification of the NHPP hypothesis is also provided by the extensive analysis performed in Section 7.3, where statistical hypothesis testing is adopted. To achieve an accurate representation of the arrival rate, 24 time slots of unitary length are considered for each day of the week, thus obtaining a piecewise constant approximation. While this approach allows taking into account the within-day variation, the day-to-day variation is considered by estimating the hourly arrival rate function separately for each day of the week.

The patient flow through the model can be described as follows. After being created at the beginning of the simulation, the entities corresponding to deceased patients leave the model, while the remaining entities enter the triage area for the assignment of both color tag and ED unit, which are stored as entity attributes. The discrete uniform probability distributions used for assigning the color tag and the ED unit vary according to the time at which the entity starts the triage. If this event happens in the daytime, the corresponding probability distributions include also the white color tag and MIU among the alternatives to sample. The triage phase is represented by as many delay processes as the number of color tags and units. Each of these delays is associated with a probability distribution that returns the value of the triage duration for each patient. In particular, the 8 different processes considered correspond to the possible pairs of color tags and units reported in Table 7.3, with the exception of the pair given by the green color tag and MIU. Indeed, the triage duration for a green-tagged patient eligible for MIU depends on the specialty required, whether medical or surgical. Since this information is unknown, in the DES model half of the MIU patients are subject to the triage duration of MU patients, while the other half are subject to the triage duration of SU patients. It is important to remark that, since the processes are simple delay, no queue is generated before the triage. The reason underlying this choice is twofold: on the one hand, this allows for alignment between data e simulation model, since the timestamps denoted as $t_{0}$ in Figure 5.1 are used to derive the arrival probability

Table 7.10. Probability distribution of the number of visits for each patient and of the final waiting time before discharge.

|  |  | NUMBER OF VISITS | FINAL WAITING TIME |
| :--- | :--- | :---: | :---: |
| White | MIU | Geom(1) | Weib(1.12, 0.41) |
| Green | MIU | Geom(0.99) | Weib(0.83, 0.57) |
|  | SU | Geom(0.85) | Weib(0.61, 1.07) |
|  | MU | Geom(0.85) | Weib(0.57, 4.91) |
| Yellow | SU | Geom(0.95) | Weib(0.63, 2.33) |
|  | MU | Geom(0.90) | Weib(0.62, 7.22) |
| Red | RA | Geom(0.95) | Weib(0.67, 9.26) |
|  | SU | Geom(0.95) | Weib(0.71, 4.47) |
|  | MU | Geom(0.85) | Weib(0.69,6.65) |

distribution, which consequently returns the starting time of triage (and not the starting time of the waiting time for triage); on the other hand, the waiting time before triage can be considered negligible, according to the ED staff.

After the triage process, some entities leave the model, thus representing the patients who leave without being seen, while the other ones start waiting for the medical visit. The entity selected for the visit depends both on the priority class, i.e., the color tag, and on the FIFO criterion. Then, when the visit begins, one seat in the corresponding unit is seized and the duration of the visit is returned by a suitable probability distribution based on the entity color tag.

After the medical visit, the following phase includes exams and reassessments, whose duration is generated by means of a suitable probability distribution. Like the triage, a single delay process is used for this phase as well, due to the lack of knowledge of the resources required. It is important to point out that all possible further treatments are considered included in the service time of this process. After the exams, the geometric probability distributions reported in Table 7.10 return the number of times a patient repeats the visit and the exams. If these processes are no longer required, the entities corresponding to patients refusing hospitalization, leaving during exams, and being transferred to another hospital are removed from the model, while the other entities proceed to the next stage, i.e., the final waiting time before discharge. The probability distributions used to generate values for this final service time are reported in Table 7.10 as well.

Since in the dataset some timestamps defining the starting and ending time of triage, medical visit, and exams are not available, the service times corresponding to these activities cannot be recovered directly. Moreover, additional delay processes are considered to reproduce all the service times that cannot be directly computed through the data, such as the setup times that are sometimes needed for sanitizing the ED areas and the idle times caused by unexpected requests for personnel from other ED units, which give rise to sudden activity disruption. In order to effectively model these times, which impact on all the patients without predictable patterns, uniform probability distributions are considered according to the color tag. Due to the lack of specific data, a model calibration procedure is required to determine good estimates for the parameters of the probability distributions underlying these processes, as described in Section 7.4.

As regards the KPIs of interest, the focus is on the time differences $D O T$ and DIT described in Figure 5.1, which can be computed through the data of the real system and then compared with the corresponding values returned by the simulation.


Figure 7.4. Plot of the patient flow in the ED from the arrival to the assignment of the color tag.


Figure 7.5. Plot of the red-tagged patient flow.


Figure 7.6. Plot of the yellow-tagged patient flow.


Figure 7.7. Plot of the green-tagged patient flow.


Figure 7.8. Plot of the white-tagged patient flow.

Therefore, the KPIs of interest are

- DOT, which is the time difference between the starting time of the triage and the starting time of the visit, namely $t_{2}-t_{0}$ in Figure 5.1;
- DIT, which is the time difference between the starting time of the visit and the time of the discharge, namely $t_{6}-t_{2}$ in Figure 5.1.


### 7.3 Nonhomogeneous arrival process

To show the effectiveness of the approach described in Section 5.1, let us focus on the patient arrivals data collected in the first $m$ weeks of the year. Both walkin patients and patients transported by emergency medical service vehicles are considered. Figure 7.9 reports the plot of the average rates $\lambda_{i}^{F}$ estimated from the data of the first $m=13$ weeks of 2018 over 96 equally spaced intervals of 15 minutes. From this figure it can be easily observed that, as expected, the arrival rate


Figure 7.9. Plot of the empirical arrival rate model $\lambda_{F}(t)$ obtained by averaging the data over the first $m=13$ weeks of 2018 .
drastically changes from night hours to day hours, with a significant grow during the morning hours. In Figure 7.10 the average hourly arrival rate is reported for each day of the week. By observing this figure, being the shape of each rate similar, the approach proposed is expected to enable obtaining similar partitions of the 24 hours on different days of the week. This allows focusing only on one arbitrary day of the week. Specifically, any day of the week can be selected to apply the methodology under study and the same way would apply to the other days, thus obtaining a different partition for each day. As an example, Tuesday is the day chosen for the experimental results.

### 7.3.1 Experimental results

In this section, the results of an extensive experimentation is reported on the data concerning the case in hand, namely the ED patient arrivals collected in the


Figure 7.10. Plot of the comparison among the average hourly arrival rates for each day of the week obtained by averaging the data over the first $m=13$ weeks of the year.
first $m$ weeks of year 2018. Different values of the number of weeks $m$ are considered. Standard significance level $\alpha=0.05$ is used in the CU KS and dispersion tests.

As regards the integer nonlinear constrained black-box optimization problem described in Section 5.1.2, the value of $\ell$ in (5.1.9) is set to 1 hour. Moreover, it is important to note that different values of the weight $w$ in the objective function (5.1.7) lead to various piecewise constant approximations with different fitting accuracy and degree of regularity. Therefore, a careful tuning of this parameter is performed, aiming to determine a value which represents a good trade-off between a small fit error and the smoothness of the approximation.

The algorithmic framework proposed in [171] is adopted to solve the problem. As already mentioned in Section 2.3, this algorithm represents a novel strategy for solving black-box problems with integer variables and it is based on the use of suited search directions and a nonmonotone linesearch procedure. Moreover, it can handle generally-constrained problems by using a penalty approach. It is worth highlighting that the results reported in [171] clearly show that this algorithm framework is particularly efficient in tackling black-box problems like the one in (5.1.12). As concerns the parameters of the optimization algorithm used in the experimentation, the default values are adopted (see [171]). The stopping criterion is based on the maximum number of function evaluations, which is set to 5000 . The following point

$$
\begin{equation*}
x_{i}^{0}=i-1, \quad i=1, \ldots, 25 \tag{7.3.1}
\end{equation*}
$$

which corresponds to the case of 24 intervals of unitary length, is adopted as a starting point $x^{0}$ of the optimization algorithm. This is the partition commonly used in most of the approaches proposed in literature (see, e.g., [6, 139]). Table A. 1 in the Appendix reports the results of the CU KS and dispersion tests applied to the partition corresponding to the starting point $x^{0}$, considering $m=13$ weeks. In particular, in Table A. 1 for each one-hour slot the sample size $k_{i}$ is reported along with the $p$-value and the rejection/not rejection of the null hypothesis of the corresponding test. It can be observed that the arrivals are not overdispersed in any interval of the partition corresponding to $x^{0}$, i.e., all the constraints $h_{i}(x) \leq 0$ are satisfied and this allows combining data for the same day of the week over successive
weeks. However, this partition is even infeasible, i.e., $g_{i}(x)>0$, for some $i$; this corresponds to reject the statistical hypothesis on some $T_{i}$. Notwithstanding, even if the starting point is infeasible, the optimization algorithm is able to find an optimal solution.

As already mentioned, the choice of a proper value for the weight $w$ in the objective function (5.1.7) is not straightforward. Moreover, the number $m$ of the weeks considered also affects both the accuracy of the approximation, through the average rates estimated on each interval, and the consistency of the results, which is ensured by constraints (5.1.10) and (5.1.11). However, while $w$ is related to the statement of the optimization problem (5.1.12) and it can be arbitrarily selected, the choice of $m$ is strictly connected to the available data. In [139, Section 4], the authors assert that, having 10 arrivals in the one-hour slot 9-10 a.m., it is necessary to combine data over 20 weeks in order to have a sufficient sample size ( 200 patient arrivals). However, being their approach based on equally-spaced intervals, one-hour slots are also adopted during off-peak hours, for instance during the night. This implies that the sample size resulting from the combination of the data over 20 weeks might not be sufficient to guarantee good results on these slots. This is clearly pointed out in Table A.1, where the sample size $k_{i}$ corresponding to some of the one-hour night slots is very low considering $m=13$ weeks and it remains insufficient even if 26 weeks are considered (see subsequent Table A.3). The approach proposed overcomes this drawback since, for each choice of $m$, the length of the intervals is determined as solution of the optimization problem (5.1.12). Of course, there might be values of $m$ such that Problem (5.1.12) does not have feasible solutions, i.e., a partition such that the NHPP hypothesis holds and the results are consistent does not exists for such $m$.

In order to deeper examine how the parameters $w$ and $m$ affect the optimal partition, a sensitivity analysis is performed focusing first on the case with fixed $m$ and $w$ varying. In particular, the value chosen for $m$ is 13 weeks, which enables achieving an optimal solution by running the optimization algorithm without high computational burden. Anyhow, no substantial changes in the conclusions are expected with different values of $m$ and this is confirmed by further experimentation whose results are not reported here for the sake of brevity.

This analysis allows obtaining several partitions that may be considered for a proper fine-tuning of $w$. In particular, different values of $w$ are considered within the set $\left\{0,0.1,1,10,10^{3}\right\}$. Table A. 2 in the Appendix reports the optimal partitions obtained by solving Problem (5.1.12) for these values of $w$. In particular, Table A. 2 includes the intervals of the partition, the value of the sample size $k_{i}$ corresponding to each interval over 13 weeks and the results of the CU KS and dispersion tests, namely the $p$-value and the rejection/not rejection of the null hypothesis of the corresponding test.

For the sake of graphical comparison, Figure 7.11 reports the plots of the empirical arrival rate model $\lambda_{F}(t)$ and its piecewise constant approximation $\lambda_{D}(t)$ corresponding to the optimal partition obtained. Two effects can be clearly observed as $w$ increases: on the one hand, on steep sections of $\lambda_{F}(t)$, shorter intervals are adopted to reduce large gaps between adjacent intervals; on the other hand, when $\lambda_{F}(t)$ is approximately flat, a lower number of intervals may be sufficient to guarantee small gaps. This is confirmed by the two top plots in Figure 7.11, which correspond to $w=0$ and $w=0.1$. In fact, in the first plot $(w=0)$, where only the fit error is included in the objective function, and in the second one ( $w=0.1$ ), where anyhow the fit error is the dominant term of the objective function, the optimal partition is composed by a relatively large number of intervals. In particular, in the partition corresponding to $w=0.1$, fewer intervals are adopted during the daytime. As

Figure 7.11. Graphical comparison between the empirical arrival rate model $\lambda_{F}(t)$ (in green) and the piecewise constant approximation $\lambda_{D}(t)$ (in red) corresponding to the optimal partition obtained by solving Problem (5.1.12) (with $m=13$ ) for different values of the parameter $w$. From top to bottom: $w=0,0.1,1,10,10^{3}$.




expected, a smaller number of intervals is attained when $w=1, w=10$ and $w=10^{3}$. Note that, since on the steep section corresponding to the time slot 7:00-10:00 a.m. the maximum number of allowed intervals (due to the lower threshold value of one hour given by the choice $\ell=1$ in (5.1.9)) is already used, the only way to decrease the smoothness term of the objective function is to enlarge the intervals during both the day and the night. It is worth noting that for $w=10^{3}$, the number of intervals increases if compared with the case $w=10$. This occurs to offset the increase in the fit error term due to the use of a smaller number of intervals on the flatter sections. As a consequence, the partition has an unexpected interval at the end of the day.

It is important to point out that for each value of $w$, the optimization algorithm finds an optimal partition (of course feasible with respect to all the constraints), despite some constraints related to the CU KS test are violated at the initial partition, i.e., the one corresponding to $x^{0}$ in (7.3.1), namely the standard assumption of onehour slots usually adopted. This means that the data is in accordance with the NHPP hypothesis and it is sufficient to appropriately define the piecewise constant approximation of the ED arrival rate.

Conversely, when the optimization algorithm does not find a feasible partition, the CU KS test or the dispersion test related to some $T_{i}$ are never satisfied. This implies that the process is not conforming to the NHPP hypothesis or that the data is overdispersed. This is clearly highlighted by our subsequent experimentation, where $w$ is set to 1 , letting $m$ vary within the set $\{5,9,17,22,26\}$.

First, in Table A. 3 of the Appendix, the results of CU KS and dispersion tests are reported when applied to the partition corresponding to the starting point $x^{0}$ in (7.3.1), for these different values of $m$. Once more, this table evidences that using equally spaced intervals of one-hour length during the whole day can be inappropriate. As an example, see the results of the tests on the time slot 02:00-03:00. Moreover, note that the initial partition corresponding to the starting point $x_{0}$ is infeasible for all these values of $m$, except when $m=5$. Indeed, the constraints corresponding to CU KS and dispersion tests are violated for some $T_{i}$, meaning that the validity of the standard assumption of one-hour time slots strongly depends on the time period considered for using the collected data. To this end, a strength of the approach proposed is its ability to assist in the selection of a reasonable value for $m$. If there is no value of $m$ such that the optimization algorithm determines an optimal solution (due to infeasibility), then it may be inappropriate to consider the ED arrival process in hand as NHPP.

The subsequent Table A. 4 includes the optimal partitions obtained by solving Problem (5.1.12) for the values of $m \in\{5,9,17,22,26\}$. Like the previous tables, Table A. 4 includes the intervals of the partition, the value of the sample size $k_{i}$ corresponding to each interval, and the results of the CU KS and dispersion tests. For all the values of $m$ considered, the optimization algorithm determines an optimal solution with the only exception of $m=26$. In this latter case, the maximum number of function evaluations allowed is not enough to compute an optimal solution: in fact, an infeasible solution is obtained since the CU KS test related to the last interval of the day is not satisfied. This might be partially unexpected, since more accurate results should be obtained when considering a greater sample size. However, by adding the last four weeks (passing from $m=22$ to $m=26$ ), which correspond to the month of June, the data becomes affected by a seasonal trend and the NHPP assumption is no longer valid.

Figure 7.12 reports a graphical comparison between the empirical arrival rate model $\lambda_{F}(t)$ and the piecewise constant approximation $\lambda_{D}(t)$ corresponding to the optimal partitions obtained for the values of $m$ considered. It can be observed that the variability of $\lambda_{F}(t)$ reduces as the value of $m$ increases since averaging on more
data leads to flattening the fluctuation. Despite these rapid oscillations and unlike the other values of $m$ considered, for $m=5$ the empirical model $\lambda_{F}(t)$ shows a constant trend during both the night and day hours. This results in a piecewise constant approximation $\lambda_{D}(t)$ that is flat in all the time slots of the 24 hours of the day except the ones related to the morning hours, for which many intervals are used. In fact, to guarantee a good fitting error between $\lambda_{D}(t)$ and $\lambda_{F}(t)$, it would be necessary to use shorter intervals, but this is not allowed by the choice $\ell=1$ in the constraints (5.1.9). For the other values of $m$ considered, the number of intervals increases, leading to partitions that improve the fitting error if compared with the case $m=5$. In particular, the piecewise constant approximation $\lambda_{D}(t)$ obtained for $m=22$ is observed to benefit from the lower fluctuations resulting from averaging more data. Therefore, as expected, using the maximum number of available data leads to the most accurate piecewise constant approximation. However, when considering too much data, seasonal phenomena might give rise to the rejection of the null hypothesis of the tests considered, as observed for the case $m=26$. Moreover, as highlighted at the end of Section 5 in [139], a tendency to reject the NHPP hypothesis (i.e., the null hypothesis of the CU KS test) may be encountered when the sample size is large. In fact, a larger sample size requires a stronger evidence of the null hypothesis in order for the test to be passed. Notwithstanding, the approach proposed is able to overcome these drawbacks, providing an optimal strategy to identify the best way of using the collected data.

### 7.4 Model calibration

The aim of the DES model of the ED of Policlinico Umberto I is to provide a reliable tool for assessing the impact of changes to the current settings on the overcrowding level. To this end, verification and validation are important steps to be carefully considered. While standard techniques have been adopted to verify the model, such as debugging and model trace, validation has required a more sophisticated analysis. Indeed, a model calibration procedure has been used to achieve an accurate simulation output that well reproduces the real system data.

The sets defined in Section 5.2.2 can be adapted to this case study as follows.

- Let $C=\{\mathrm{W}, \mathrm{G}, \mathrm{Y}, \mathrm{R}\}$ be the set of the triage tags.
- Let $U(c) \subseteq\{\mathrm{MU}, \mathrm{SU}, \mathrm{RA}, \mathrm{MIU}\}$ be the set of the ED units where patients with tag $c \in C$ can be visited and treated. In particular,

$$
\begin{aligned}
& -U(W)=\{\mathrm{MIU}\}, \\
& -U(G)=\{\mathrm{MU}, \mathrm{SU}, \mathrm{MIU}\}, \\
& -U(Y)=\{\mathrm{MU}, \mathrm{SU}\}, \\
& -U(R)=\{\mathrm{MU}, \mathrm{SU}, \mathrm{RA}\} .
\end{aligned}
$$

For the specific instance represented by this case study, 9 different pairs of parameters are considered for the Weibull distributions representing the service times of medical visit and exams. Each pair is associated with an element of the sets $U(c)$. Instead, 8 pairs are used for the probability distributions of triage for the reasons stated in Section 7.2, thus resulting in 26 overall pairs of parameters, i.e., 52 unknown parameters to be determined through the calibration procedure. Further parameters treated as decision variables are the upper boundary parameters of the uniform probability distributions introduced to match the setup and idle times that affect the real system data, thus increasing the number of variables to 60 (a total of 8

Figure 7.12. Graphical comparison between the empirical arrival rate model $\lambda_{F}(t)$ (in green) and the piecewise constant approximation $\lambda_{D}(t)$ (in red) corresponding to the optimal partition obtained by solving Problem (5.1.12) (with $w=1$ ) for different values of the parameter $m$. From top to bottom: $m=5,9,17,22,26$.


uniform distributions are considered among the patient flows associated with the four color tags).

A crucial and preliminary step is the choice of the starting point of the optimization, given by $x^{0}, y^{0}$, and $z^{0}$ (where $x, y$, and $z$ are the vectors containing all the corresponding shape and scale parameters, as defined in Section 5.2.2), which appears not to be straightforward since the missing data prevents the computation of good initial values for the parameters. Instead of starting from randomly generated values, a better strategy is to leverage the known information in a reasonable manner. While the parameters $x_{c u}$ of the triage probability distributions are arbitrarily fixed so that generated the service times are in accordance with the ED staff suggestions, for the parameters of the medical visit and exams distributions a different approach is followed. Indeed, in addition to the timestamps shown in Figure 5.1, which are the most commonly known timestamps in every ED, for this specific case study further available information is represented by the time at which the physician requires exams. In general, this happens during the medical visit, although sometimes exams are required throughout the patient flow when periodic check-ups are performed. To provide the parameters $y_{c u}$ of the medical visit probability distributions with initial values, a good starting point can be obtained by computing for each patient the duration between the start of the visit and the latest time at which an exam is required. The latter time is considered within a reasonable period from the start of the visit that should reflect the medical visit's maximum service time. Once this timestamp is identified and the durations are consequently available, their values can be used to initialize the parameters by fitting the corresponding Weibull probability distributions. Moreover, the time between the presumptive end of the visit and either the start of the next visit or the discharge can be used in the same manner to obtain good initial values for the parameters $z_{c u}$ of the exams distributions.

Since the objective and constraint functions compare the real system data and the simulation output, achieving adequate accuracy is imperative for a fair comparison. To this end, the simulation output is estimated through 30 independent simulation replications, each of them 38 days long, with a warm up period of 7 days, thus matching the 31 days of January.

Important KPIs to describe the ED status are the two time differences contained in $\mathcal{T}$ and the number of entities generated by the simulation and associated with each color tag. While the former KPIs are part of the objective function and are calculated during the calibration process performed by the optimization algorithm, the latter do not require a continuous monitoring, since their values are not affected by the calibration. Indeed, the only variations are due to the different number of entities discharged before the simulation ends, which leads to different results in terms of KPI computation. Table 7.11 reports the values of the patient counts obtained from the simulation of the starting point of the calibration procedure along with their confidence intervals. By comparing these values with the counts in Table 7.6, it can be observed that the simulation model provides an accurate output in terms of number of patients.

### 7.4.1 Experimental results

Although Problem (5.2.1) is a continuous optimization problem, its variables are considered as discrete to efficiently solve the problem. In particular, at the time of solving the problem, $x_{p}^{c u}, y_{p}^{c u}$, and $z_{p}^{c u}$, with $p \in\{1,2\}$, are treated as granular variables, i.e., variables with a controlled number of decimals (see, e.g., [25]). This choice is motivated by the fact that the output of the simulation model is insensitive to small changes in the values of the decision variables, thus making discrete variables

Table 7.11. Output values (with confidence interval) for the number of patients returned by the simulation of the starting point of the calibration procedure.

|  | White | Green | Yellow | Red |
| :--- | :---: | :---: | :---: | :---: |
| SU |  | $609 \pm 8.10$ | $704 \pm 7.72$ | $54 \pm 3.44$ |
| MU |  | $264 \pm 5.83$ | $1318 \pm 21.51$ | $220 \pm 5.54$ |
| RA |  |  |  | $20 \pm 1.45$ |
| MIU | $42 \pm 2.47$ | $241 \pm 6.20$ |  |  |

preferable. To this end, a specific granularity is considered based on the role of the parameter associated with the variable in the corresponding probability distribution. All the variables are pairs of shape and scale parameters, which have a different impact on the simulation output. Indeed, while the former parameters determine the shape of the probability distribution, the latter affect the scale of the values generated. With respect to the Weibull distribution adopted, in practice the behavior observed is that the larger the value of the shape parameter, the larger the dispersion of the values of the random variables associated. Moreover, such random variables take on values with a larger scale as the value of the scale parameter increases. Since some preliminary analyses have shown that the impact on the simulation output, measured in terms of the two KPIs DOT and DIT, is more noticeable for variations in the scale parameter, for each pair of variables the granularity $\delta_{p}^{\text {min }}$ of the values is fixed to 1 if $p=1$ (i.e., shape parameter) and to 0.1 if $p=2$ (i.e., scale parameter). Note that treating the variables as granular requires the new variables to be equal to $x_{p}^{c u} / \delta_{p}^{\text {min }} \in \mathbb{Z}$, thus meaning that $x_{p}^{c u}$ have to take on real values that are multiple of $\delta_{p}^{\text {min }}$. The same type of constraint applies to the variables of the visit and exams probability distributions.

To solve the SBO problem for calibrating the simulation model of the ED in hand, the approach of the SAA is adopted. As a consequence, the resulting optimization problem is deterministic and it can be solved by applying an algorithm from the class of DFO. In particular, the optimization algorithm proposed in [171] is used for solving the problem and its default values are adopted for the parameters. The maximum number of function evaluations, which represents the stopping condition, is set to 2500 . Note that, by using the SAA approach, the empirical cumulative distribution functions used in the optimization problem are estimated through the corresponding sample means over the 30 independent simulation replications.

As concerns the optimization problem to solve, the values of the lower and upper bounds introduced in Problem (5.2.1) are reported in Table 7.12. Moreover, in the numerical experimentation described in the sequel, the constraints on the sample variances are omitted and the tolerance $\tau_{\mu}^{c u i}$ is fixed to 0.3 for yellow and green-tagged patients visited and treated at MU and SU, 0.2 otherwise.

Table 7.12. Values of the lower and upper bounds for each pair of variables ( $x_{1}^{c u}, x_{2}^{c u}$ ), $\left(y_{1}^{c u}, y_{2}^{c u}\right)$, and $\left(z_{1}^{c u}, z_{2}^{c u}\right)$, for all $c \in C$ and $u \in U(c)$. .

| $l_{x_{1}^{c u}}$ | $l_{x_{2}^{c u}}$ | $l_{y_{1}^{c u}}$ | $l_{y_{2}^{c u}}$ | $l_{z_{1}^{c u}}$ | $l_{z_{2}^{c u}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 |
| $u_{x_{1}^{c u}}$ | $u_{x_{2}^{c u}}$ | $u_{y_{1}^{c u}}$ | $u_{y_{2}^{c u}}$ | $u_{z_{1}^{c u}}$ | $u_{z_{2}^{c u}}$ |
| 1000 | 0.5 | 1000 | 4 | 1000 | 40 |

Given these settings, the experimental results, which are obtained by using a PC with Intel Core i7-4790K quad-core 4.00 GHz Processor and 32 GB RAM, are
shown in Appendices B and C. The former reports the comparison between the histograms of the values of the time differences DOT and DIT computed for each patient through the real data and the simulation output resulting from the model calibration procedure, respectively. The latter reports the comparison in terms of the Empirical Cumulative Distribution Functions (ECDFs). In both appendices, the comparisons are performed for all the color tags $c \in C$ and for all the ED units $u \in U(c)$ where a patient with tag $c$ can be assigned. Moreover, both histograms and ECDFs are obtained as an average over the independent simulation replications. The choice of using two types of plots to assess the effectiveness of the model calibration procedure is due to the different reliability of the information provided. In particular, compared to ECDFs, the description of the data provided by histograms is strongly affected by the choice of the width of each bin, which is not straightforward and may lead to distributions with different shapes based on how data is grouped. Both types of plots show that the shape of the histograms and ECDFs that correspond to the system data is well reproduced by the simulation output. However, strong dissimilarities may be still present in spite of the calibration, especially for green and yellow-tagged patients. This is due to the difficulty in reproducing the patient flow when sharing of the resources is involved between patients with different triage tag, as is the case for the medical visit of green and yellow-tagged patients at both $M U$ and $S U$. Moreover, the experimental results show that, in general, the comparison between real data and simulation output is more accurate for the time differences DIT. Indeed, larger errors are observed in both types of plots when time differences DOT are considered due to the difficulty in reproducing the actual waiting times of patients, which depend both on the service time of the medical visit and on the number of patients that are in queue. Hence, it is the result of a seize-delay-release process used within the simulation, while DIT is given by the mere sum of service times (except for patients that need more than one medical visit).

By observing the ECDF plots in Appendix C, it is also possible to gain insight that histograms fail to provide. For instance, the ECDF related to yellow-tagged patients at SU shows that the time differences DOT collected from the simulation model are systematically larger than the corresponding real values, meaning that either the estimated parameters of the probability distribution of the medical visit service time or the modeling of the interaction with green-tagged patients in SU may not be appropriate. To avoid ambiguities, it is important to remark that since the simulated ECDFs are obtained as an average over independent simulation replications, the jumps (or steps) in these simulated functions correspond to patients observed across all the replications. This is a consequence of averaging different step functions, such as the ECDFs, which have jumps at different points in their domain.

The same conclusions on the accuracy of the simulation model can be drawn also by observing Figures 7.13-7.14, which report the comparison between the average current and simulated values of DOT and DIT for all the triage tags and all the ED units. As already mentioned, the simulation output related to the time differences DIT is a good approximation of the real system values since for each color tag the current values are either within the corresponding confidence interval or close to it. Instead, even though for the time differences DOT the accuracy of the simulation responses as estimates of the current values is lower, the relative error is within the tolerances $\tau_{\mu}^{c u i}$ chosen. Indeed, all the constraints of Problem (5.2.1) are (of course) satisfied at the optimal solution obtained by applying the model calibration approach. Note that reducing the values of the tolerances potentially allows achieving more accurate solutions, however, the optimization algorithm is not guaranteed to determine a feasible solution.

The experimental results discussed above show that the model calibration proce-


Figure 7.13. Plot of current values and simulation output of DOT with the confidence interval.


Figure 7.14. Plot of current values and simulation output of DIT with the confidence interval.
dure enables estimating the missing parameters in order for the simulation model to satisfactorily reproduce the ED operations despite the unavailable timestamps, which represent the main hurdle for achieving a high level of accuracy. The constraints on the sample means used in Problem (5.2.1) ensure that the responses of the simulation model are on average close to the corresponding real values. However, when looking more closely into the inner details of the simulation, some dissimilarities between real data and simulation output may be observed as a result of the impact of the problem of missing data, which necessarily undermines the overall accuracy. Notwithstanding, the simulation model may be deemed sufficiently reliable with respect to the specific objectives of the analysis.

Since there is still a wide margin for improvement, several ideas are considered for further research. For instance, introducing the constraints on the comparison between the real and simulated variances of the KPIs may help the optimization algorithm to avoid points associated with inaccurate results, such as those observed for yellow-tagged patients. Moreover, since the worst results are observed for the time differences DOT, a significant improvement may be obtained by using different weights for the terms of the objective function of Problem (5.2.1) and assigning larger values to the terms associated with DOT. In general, different objective functions and starting points may be taken into account also to assess the robustness of the approach. For example, a nonmonotone algorithm could be used. Finally, increasing the number of function evaluations used as stopping condition may lead to better solutions allowing a more thorough exploration of the feasible region.

### 7.5 A resource allocation problem for reducing the overcrowding

The simulation model of the ED of Policlinico Umberto I is used to achieve the final goal of finding a setting that allows reducing the level of overcrowding, which is measured through the waiting times at each ED unit. By interviewing the ED managers, a great interest emerged about exploring the existence of a margin for visiting and treating a significantly larger number of green-tagged patients in MIU. This request is motivated by the fact that nurses in charge of assigning the color tag at triage tend to assume a precautionary behavior, thus sending fewer patients to MIU than its actual capacity. Indeed, they would be deemed responsible in case of worsening patient health conditions caused by a wrong choice of the ED unit at triage. However, reducing the overcrowding by leveling out the workload within the ED units requires to carefully monitor the overall number of patients to avoid that the benefit achieved in one unit gives rise to long waiting times in other segments of the ED. Sending more patients to MIU is only one of the options available to achieve the final goal of reducing the overcrowding. A further tool considered by the ED managers is the choice of the working hours of MIU, which is currently open from 8.00 a.m. to 8.00 p.m., Monday through Saturday. Due to the high flexibility of the ED staff, every combination of opening and closing time for MIU on each day of the week is considered feasible by the managers if it guarantees an improvement in the current status (provided that the working hours are not out of the current window 8.00 a.m. $-8.00 \mathrm{p} . \mathrm{m}$.). It is important to point out that the largest reduction in the waiting times is expected for low-complexity patients, namely patients with green or white triage tag, since these are the categories assigned to MIU. The most critical patients, namely patients with yellow or red tag, may experience a lower reduction in the waiting times since their priority guarantees a shorter time in the queue even in normal conditions. Anyhow, some benefits are expected, since in the

ED units they will share resources with a lower number of low-complexity patients.
The resource allocation in the heading of this section is intended in a broad sense since the term resource is here referred to the working hours of MIU for each day of the week. However, it is also possible to claim that each working hour requires to use certain amounts of resources, thus linking the class of resource allocation problems to the specific problem in hand in a more straightforward way. Moreover, other decision variables considered are the number of rooms used in MIU for the medical visit and the percentage of green-tagged patients that are assigned to MIU by the nurse in charge of triage. Although the nurse makes this decision based on the seriousness of patient's health, the choice of considering this percentage as a decision variable aims to demonstrate the potentially significant improvement that may be obtained if the optimal number of green-tagged patients is assigned to MIU. The hope is that the potential benefit shown from the experimental results can encourage the nurse to send a larger number of patients to MIU, thus reducing the workload at SU and MU. However, it is important to remark that the solution may be only ideal and not of practical implementation in the real system since this choice is strictly related to the gravity of the patient.

Diverting patients with low-acuity illnesses and injuries is a strategy analyzed in many studies which aim to assess its impact on reducing the waiting times and, accordingly, the ED overcrowding [126, 210, 133, 52, 200, 193]. Generally speaking, the aim of adopting such a diversion policy, like the fast-track system, is to reduce the ED overcrowding by discharging the patients earlier. In particular, [200] points out that the expected benefits of using fast-track systems are observed in every ED, regardless of the single case studies considered. In [210], the authors show that reducing the number of low-complexity patients does not significantly affect the waiting times of the high-complexity patients. This result is supposed to hold when the resources in charge of the visit and treatment of low-acuity patients are dedicated. Contrarily, when such resources are shared with critical patients, a worsening in the total average waiting times of the most urgent patients may be experienced [152]. Moreover, the authors in [152] show that most benefits of the fast-track system are observed in EDs with a considerable number of urgent patients. Indeed, the improvement in terms of waiting time is higher when the low-complexity patients can bypass a larger number of patients. Although some papers use simulation modeling to assess the effectiveness of the diversion policy [133, 126, 152], to the best of our knowledge, papers using SBO are still missing. Indeed, while many papers examine the impact of the adoption of these strategies through scenario-based analyses, only a few of them aim to find the settings providing an effective diversion policy. For instance, in [215], a multi-criteria method is proposed to determine the best configuration for the fast-track system in terms of five performance indicators. Instead of optimizing KPIs to determine the settings of the diversion policy applied, [108] uses an optimization model to find optimal values of the ED parameters; the resulting simulation model allows the assessment of fast-track strategies through a scenario analysis.

### 7.5.1 Statement of the simulation-based optimization problem

Now let us formally define the simulation-based optimization problem. Let $W$ be the set of the days of the week, namely $W=\{1, \ldots, 7\}$. Since the level of overcrowding in the ED units is measured in terms of patient waiting time, the simulation output considered in this problem is the waiting time $Y_{c u}$ of a patient with tag $c \in C$ visited and treated in unit $u \in U(c)$, where $C$ and $U(c)$ are the sets defined in Section 7.4. The decision variables are introduced as follows.

- Let $x_{w} \in \mathbb{Z}$ be the opening time of MIU on day $w \in W$.
- Let $v_{w} \in \mathbb{Z}$ be the closing time of MIU on day $w \in W$.
- Let $z \in \mathbb{Z}$ be the number of rooms used in MIU.
- Let $p \in \mathbb{R}$ be the percentage of green patients assigned to MIU during its working hours.
Given positive weights $\alpha_{c}, \beta_{u}, \gamma_{w}$, and $\rho$, the optimization problem is formally stated as follows

$$
\begin{align*}
\min _{x, v, z, p} & f_{1}(x, v, z, p) \equiv \sum_{c \in C} \alpha_{c} \sum_{u \in U(c)} \beta_{u} \mathbb{E}\left[Y_{c u}(x, v, z, p, \xi)\right] \\
\min _{x, v} & f_{2}(x, v) \quad \equiv \sum_{w \in W} \gamma_{w}\left(x_{w}-v_{w}\right) \\
\min _{z} & f_{3}(z) \quad \equiv \rho z \\
\text { s.t. } & x_{w}-v_{w} \leq 0 \quad \text { for all } w \in W  \tag{7.5.1}\\
& l_{x_{w}} \leq x_{w} \leq u_{x_{w}} \quad \text { for all } w \in W \\
& l_{v_{w}} \leq v_{w} \leq u_{v_{w}} \quad \text { for all } w \in W \\
& l_{z} \leq z \leq u_{z}, \\
& l_{p} \leq p \leq u_{p}, \\
& x \in \mathbb{Z}^{|W|}, v \in \mathbb{Z}^{|W|}, z \in \mathbb{Z}, p \in \mathbb{R} .
\end{align*}
$$

Since three real-valued objective functions are considered, which are defined as $f_{1}: \mathbb{Z}^{|W|} \times \mathbb{Z}^{|W|} \times \mathbb{Z} \times \mathbb{R} \rightarrow \mathbb{R}, \quad f_{2}: \mathbb{Z}^{|W|} \times \mathbb{Z}^{|W|} \rightarrow \mathbb{R}$, and $f_{3}: \mathbb{Z} \rightarrow \mathbb{R}$, the problem is multiobjective. The first objective function is the weighted sum over the sets $C$ and $U(c)$ of the patient waiting times at the ED units. Note that when the terms of $f$ exceed the corresponding maximum average waiting time recommended by the guidelines (see Table 1.3), $f_{1}$ can be considered as a direct measure of overcrowding. The weights $\alpha$ and $\beta$ control the importance of the color tag and the ED unit for minimizing the waiting times. Larger values should be assigned to the patient categories for which bigger improvements are required. The second objective is the minimization of the working hours of MIU over each day of the week, while the third objective is the minimization of the number of rooms. In general, the functions $f_{2}$ and $f_{3}$ have the same impact on the minimization of $f_{1}$ : the longer MIU is open and the more rooms are used, the lower the overall waiting times in the ED are. Therefore, if $\gamma_{w}$ and $\rho$ are assigned small values, at the final solution found by the optimization algorithm, MIU is expected to be open as much as possible and to use all the available rooms. However, note that at the final solution the percentage $p$ is increased compared to the "as-is" status, i.e., more green-tagged patients are assigned to MIU, only if the grow in waiting times observed at MIU, which becomes more crowded, is balanced with a larger reduction in the other terms of $f_{1}$. Finally, in addition to the bound constraints used to specify the range of variation of each variable, one linear constraint is adopted to require the closing time of MIU on each day of the week to be larger than the corresponding opening time.

### 7.5.2 Experimental results

The simulation model resulting from the calibration procedure described in the previous section is used to evaluate the simulation output $Y_{c u}$ used in the
objective function $f_{1}$. Due to the problem of missing data, the waiting time $Y_{c u}$ is approximated through the time difference DOT, which includes the waiting time before the medical visit as well as the service time of triage. Since triage is relatively short compared to the waiting time, using DOT appears to be a reasonable choice. In the remainder of this section, DOT will be referred to as a waiting time. Retaining the design of experiments chosen for the model calibration, an accurate estimate of the average waiting time for each color tag is obtained by adopting 30 independent simulation replications, each of them 38 days long, with a warm up period of 7 days.

Although the variable $p$ is supposed to be a real number in the general formulation described above, its discretization is required to perform the experimental results, since the simulation output is almost insensitive to small variations of this decision variable. Therefore, following the approach used in Section 7.4.1 for the model calibration procedure, a granularity parameter $\delta^{\text {min }}$ is introduced to treat $p$ as a granular variable. In particular, $\delta^{\text {min }}$ is fixed to 5 to ensure that the steps performed on $p$ by the optimization algorithm guarantee sufficiently large values, in order for the variation of the response of the simulation output not to be negligible.

The approach of the SAA is adopted to deal with the expected value of the simulation output, which is estimated through the sample mean over the independent simulation replications. Therefore, once the realizations of the random variables involved in the DES model are fixed, the resulting integer simulation-based optimization problem is deterministic and it can be solved multiple times by using different sets of realizations, in order to obtain a good estimate of the true optimal solution. The DFO algorithm proposed in [171] is used with the default settings of its parameters. The stopping criterion, based on the maximum number of function evaluations, is set to 1000 .

The values of the lower and upper bounds introduced in Problem (7.5.1) are reported in Table 7.13. Moreover, in the numerical experimentation described in the

Table 7.13. Values of the lower and upper bounds for the variables $x_{w}, v_{w}, z$, and $p$, with $w \in W$.

| $l_{x_{w}}$ | $l_{v_{w}}$ | $l_{z}$ | $l_{p}$ | $u_{x_{w}}$ | $u_{v_{w}}$ | $u_{z}$ | $u_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 8 | 1 | 0 | 20 | 20 | 4 | 100 |

sequel, the third objective is omitted by fixing $\rho$ to 0 , while $\alpha_{c}, \beta_{u}$, and $\gamma_{w}$ are all fixed to 1 . The weighted-sum method is used to deal with the resulting biobjective problem, following the approach described in [175]. Therefore, the two objective functions $f_{1}$ and $f_{2}$ are aggregated into a single weighted function.

For the experimental results, a PC with Intel Core i7-4790K quad-core 4.00 GHz Processor and 32 GB RAM is used to run the optimization algorithm. Figure 7.15 reports the approximate Pareto front obtained by different minimizations of the single-objective problem, each one associated with a different combination of the weights used for scalarization, namely

$$
\eta_{1} f_{1}(x, v, z, p)+\eta_{2} f_{2}(x, v),
$$

where $\eta_{1}$ and $\eta_{2}$ are nonnegative parameters such that $\eta_{1}+\eta_{2}=1$. The point in blue is defined by the values of $f_{1}$ and $f_{2}$ obtained at the starting point of every minimization, which corresponds to the current operating conditions ("as-is" status) and it is is reported in Table 7.14. It is worth remarking the trade-off between the two objectives considered, which is clearly shown in the previous figure, where high values of the total waiting time correspond to a lower number of MIU weekly working hours, and vice versa.


Figure 7.15. Approximate Pareto front obtained by different minimizations of the singleobjective problem. The point in blue corresponds to the starting point.

Table 7.14. Starting point of every single-objective minimization. It corresponds to the "as-is" status.

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ | $z$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 8 | 8 | 8 | 8 | 8 | 8 | 20 | 20 | 20 | 20 | 20 | 20 | 8 | 2 | 30 |

A comparison among the waiting times associated with four different settings is shown for each color tag in Figure 7.16. In particular, the maximum average waiting time recommended by the guidelines is compared with the average waiting times resulting from the current operating conditions and with the average waiting times obtained by simulating two points of the Pareto front. These points are associated with the combinations of weights given by $\eta_{1}=1$ and $\eta_{2}=0($ point $A)$ and by $\eta_{1}=0$ and $\eta_{2}=1$ (point $\left.F\right)$, which represent extreme conditions. Note that to obtain point $F$ it is not necessary to run the optimization algorithm, since the minimum value of the objective function is trivially attained when $x_{w}=v_{w}$ for all $w \in W$, namely, MIU is never open. However, simulation is needed to estimate the total waiting time resulting from the settings associated with point $F$. The figure shows that, in the "as-is" status, the largest deviations from the maximum average waiting times recommended by the guidelines are observed for yellow and green-tagged patients. Moreover, although the waiting time of red-tagged patients exceeds only by a small amount the maximum limits, their wait cannot be considered negligible due to their life-threatening conditions. Note that at point $F$ the white tag is not assigned to any patient since MIU is closed. Therefore, only the green tag is assigned to low-complexity patients, thus resulting in longer waiting times due to the overcrowding of the ED units where green-tagged patients are visited and treated. This is expected, since point $F$ corresponds to the settings minimizing $f_{2}$, namely, the ED management cost.

The different amount of improvement from the current average waiting time obtained for each color tag at point $A$ evidences that the proposed approach is effective mainly for low-complexity patients. As already remarked, this is expected, since only white and green-tagged patients are directly affected by the settings of MIU. It is also important to point out that the difference between the waiting times of green and white-tagged patients in the "as-is" status and from the settings corresponding to point $A$ is mainly due to the value of $p$, as shown by comparing the
values of $p$ in the Tables $7.14-7.15$. Since the value of $p$ at point $A$ is less than the actual value, it is possible to conclude that sending more green-tagged patients to MIU than the current number is not the best choice when the settings corresponding to point $A$ are considered. It is important to remark that this conclusion is affected by the stopping criterion of the optimization algorithm adopted. Indeed, allowing more function evaluations might lead to a different and improved final solution.

Table 7.15. Settings corresponding to the points $A$ and $F$ of the approximate Pareto front.

| Point | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ | $z$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 20 | 20 | 20 | 20 | 20 | 19 | 17 | 2 | 20 |
| F | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 2 | 30 |



Figure 7.16. Comparison among the waiting times for each color tag associated with four different settings: maximum average waiting times recommended by the guidelines, average waiting times resulting from the current operating conditions, and average waiting times obtained from the settings associated with points $A$ and $F$ of the approximate Pareto front.

## Chapter 8

## Conclusion and further research

The development of novel efficient algorithmic frameworks using simulation to provide solutions to real-world problems is prompted by the increasing need to accurately represent the complex and uncertain processes of the systems. The resulting SBO methodology has been receiving increasing attention in the recent years, aiming to develop algorithms that both do not require first-order information, due to the lack of analytical expressions for the black-box functions, and support the handling of continuous and integer variables. Both the trade-off between long-term goals and short-term decisions and the computational cost of function evaluations determine the proper algorithm to use, whether exact DFO algorithms providing optimal solutions with long running time or metaheuristic methods returning fast solutions without optimality guarantees. Important problems related to real-world applications that suit this context are provided by the field of ED management, which shows a strong interest in adopting techniques from Operations Research to study the impact of both overcrowding and sudden patient peak arrivals on everyday operations. To this end, further SBO approaches are required to estimate the ED arrival rate and the missing data in the real datasets in order to build a DES model with a high level of accuracy.

In this thesis, SBO methods have been proposed to solve problems where simulation plays a key role to model stochastic systems. In particular, a SBO approach based on a metaheuristic is used to solve an integrated allocation and scheduling problem with stochastic processing times. The algorithm has been tested over a set of stochastic instances based on the corresponding classical instances for deterministic and simplified flow-shop problems. The results show that the algorithm is able to provide good solutions in short computing times. Moreover, the computational experiments show that the expected makespan associated with each instance grows as the variability of the random processing times increases. It is important to point out that the algorithm provides a simple example of how allocation of resources and scheduling could be integrated in a unique decision process to find a better solution in terms of system performance. Of course, the extension to real-life applications could involve different strategies. The main goal of this approach is to demonstrate how simulation can be effectively integrated with optimization in problems where function evaluations are computationally cheap. In contrast with the previous approach, which is based on a metaheuristic, globally convergent algorithms are proposed for solving hard problems emerging from real-world applications, where simulation models typically require long runs. In particular, new linesearch-based methods for mixed-integer nonsmooth constrained optimization problems have been developed. Among the four algorithms proposed, numerical experiments have been performed on a set of bound constrained problems only for the most efficient algorithm in
practice. The results show that the algorithm demonstrates a remarkable efficiency and compares favorably to the state-of-the-art-solvers in terms of robustness, thus providing a noticeable contribution to the derivative-free optimization solvers. The numerical experiments on a set of test problems with general nonlinear constraints are left as future work.

To test the effectiveness of DES and SBO on real instances, two EDs have been considered as case studies. In particular, a DES model is proposed for studying the ED of a medium dimension hospital in a region of Center Italy recently hit by a severe earthquake. The aim is to assess how fundamental KPIs change in response to different increase patterns of the patient arrival rate. In particular, the focus is on extremely loaded situations for the ED, due to critical events like a natural disaster. To evaluate the performance of the EDs, time-related measurements have been considered as well as resources usage. Several scenarios have been taken into account, including someones artificially created, trying to reproduce real mass casualty occurrences. The experimental results show that, when the increase in the arrival rate is low or moderate, the ED performance does not significantly deteriorate. Instead, in case of extreme events with high patient peak arrivals, the adoption of an exceptional emergency plan is necessary to ensure effective and timely assistance. The DES model adopted refers to a specific ED, but thanks to the flexibility of its implementation, it can be easily adapted to reproduce the patient flow of other EDs. The model has a twofold merit: on the one hand, it represents an effective decision support system that allows for the assessment of the performance of the ED in hand, highlights possible operational improvements, and enables decision makers to better allocate ED resources. On the other hand, the model can be used to perform scenario analyses to help managers to define in advance maxi-emergency plans which, of course, cannot be tested during the normal activity of the ED. As future work, the model can be extended to include further components, like fast track or see and treat pathways, as well as changes of physician and nurse service rates.

A second DES model was implemented for reproducing the processes within the ED of a big hospital in Italy. This second case study allows testing the effectiveness of the two SBO approaches proposed to improve the reliability of every simulation model dealing with EDs. In particular, the arrival process to EDs was examined by providing a novel methodology that is able to improve the accuracy of the stochastic modeling of the arrivals. In accordance with the literature, the standard assumption of representing the ED arrival process as a NHPP, which is suitable for modeling strongly time-varying processes, was adopted. The final goal of the proposed approach is to accurately estimate the unknown arrival rate, i.e. the time-dependent parameter of the NHPP, by using a reasonable piecewise constant approximation. To this end, an integer nonlinear black-box optimization problem is solved to determine the optimal partition of the 24 hours into a suitable number of nonequally spaced intervals. To guarantee the reliability of this estimation procedure, two types of statistical tests are considered as constraints for each interval of any candidate partition: the CU KS test must be satisfied to ensure the consistency between the NHPP hypothesis and the ED arrivals; the dispersion test must be satisfied to avoid the overdispersion of data. The extensive experimentation performed on data collected from an ED of a big hospital in Italy shows that the approach is able to find a piecewise constant approximation which represents a good trade-off between a small fitting error with the empirical arrival rate model and the smoothness of the approximation. This result is accomplished by the optimization algorithm despite some constraints are violated at the starting point, which corresponds to the commonly adopted partition composed by one-hour time slots. Moreover, some
significant sensitivity analyses are performed to investigate the fine-tuning of the two parameters affecting the quality of the piecewise constant approximation: the weight of the smoothness of the approximation in the objective function (with respect to the fitting error) and the number of weeks considered from the arrivals data. While the former can be arbitrarily chosen according to the desired level of smoothness, the latter affects the accuracy of the arrival rate estimation. In general, the more weeks are considered, the more accurate is the arrival rate approximation, as long as the NHPP assumption still holds and the data does not become overdispersed. As regards future lines of research, in order to deeper analyze the robustness of the proposed approach, alternative statistical tests, such as the Lewis and the Log tests described in [139], could be used in place of the CU KS test.

The second SBO approach is related to the data quality problems that frequently affect the DES models concerning EDs. In particular, the focus is on the problem of missing data, which consists in the unavailability of data related to some of the starting and ending times of the activities performed in the ED. This well-known issue is responsible for the lack of knowledge of the service time of some processes, which is required to estimate the corresponding probability distributions to use in the simulation model. For this purpose, after assuming suitable probability distributions for the processes associated with the unknown service times, a model calibration procedure is proposed to estimate the missing parameters of such distributions. The experimental results show that the model calibration procedure enables estimating the missing parameters in order for the simulation model to satisfactorily reproduce the ED operations despite the unavailable timestamps, which represent the main hurdle for achieving a high level of accuracy. Although proper constraints ensure that the responses of the simulation model are on average close to the corresponding real values, when looking more closely into the inner details of the simulation, some dissimilarities between real data and simulation output may be observed as a result of the impact of the problem of missing data, which necessarily undermines the overall accuracy. Notwithstanding, the simulation model may be deemed sufficiently reliable with respect to the specific objectives of the analysis. Since there is still a wide margin for improvement, several ideas are considered for further research. For instance, introducing the constraints on the comparison between the real and simulated variances of the KPIs may help the optimization algorithm to avoid points associated with inaccurate results, such as those observed for yellow-tagged patients. Moreover, since the worst results are observed for the time differences DOT, a significant improvement may be obtained by using different weights for the terms of the objective function considered and assigning larger values to the terms associated with DOT. In general, different objective functions and starting points may be taken into account also to assess the robustness of the approach. For example, a nonmonotone algorithm could be used. Finally, increasing the number of function evaluations used as stopping condition may provide better solutions allowing a more thorough exploration of the feasible region.

By using the accurate simulation model resulting from the application of these two approaches, SBO is used for solving a resource allocation problem related to the specific case study considered. The goal is to determine the optimal settings of the ED unit devoted to the medical visit of low-complexity patients in order to reduce the overcrowding level. A multiobjective formulation of the problem is adopted to find a trade-off between the conflicting goals of reducing the management cost and guaranteeing patients timely treatments according to their urgency code. In the computational experiments, the objective functions are weighted in a single function and the resulting optimization problem is repeatedly solved by using a DFO algorithm in order to approximate the Pareto front, according to the weighted-sum
method. The experimental results show that the proposed approach is able to provide the ED managers with an effective tool to determine and assess different settings for reducing the patient waiting times by choosing the desired level of effort. Further research is required to develop or adapt a SBO algorithm devoted to multiobjective problems, without relying on the scalarization of the different objective functions.

## Appendices

## Appendix A

## Arrival process - CU KS and dispersion tests

This Appendix reports the detailed results of the CU KS and dispersion tests related to the partitions considered in Section 7.3.

Table A.1. Results of the CU KS and dispersion tests (with a significance level of 0.05) applied to each interval of the partition corresponding to the starting point $x^{0}$. The considered number of weeks is $m=13$. For each interval of each partition, the sample size of the dispersion test is $m . H_{0}$ denotes the null hypothesis of the corresponding test.

|  |  | CU KS test |  | Dispersion test |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Interval | $k_{i}$ | $p$-value | $H_{0}$ | $p$-value | $H_{0}$ |
| $00: 00-01: 00$ | 48 | 0.836 | not rejected | 0.801 | not rejected |
| $01: 00-02: 00$ | 38 | 0.950 | not rejected | 0.450 | not rejected |
| $02: 00-03: 00$ | 22 | 0.027 | rejected | 0.521 | not rejected |
| $03: 00-04: 00$ | 24 | 0.752 | not rejected | 0.652 | not rejected |
| $04: 00-05: 00$ | 21 | 0.668 | not rejected | 0.366 | not rejected |
| $05: 00-06: 00$ | 32 | 0.312 | not rejected | 0.524 | not rejected |
| $06: 00-07: 00$ | 29 | 0.634 | not rejected | 0.538 | not rejected |
| $07: 00-08: 00$ | 59 | 0.424 | not rejected | 0.252 | not rejected |
| $08: 00-09: 00$ | 86 | 0.393 | not rejected | 0.734 | not rejected |
| $09: 00-10: 00$ | 136 | 0.635 | not rejected | 0.803 | not rejected |
| $10: 00-11: 00$ | 143 | 0.039 | rejected | 0.966 | not rejected |
| $11: 00-12: 00$ | 154 | 0.325 | not rejected | 0.999 | not rejected |
| $12: 00-13: 00$ | 132 | 0.858 | not rejected | 0.948 | not rejected |
| $13: 00-14: 00$ | 121 | 0.738 | not rejected | 0.984 | not rejected |
| $14: 00-15: 00$ | 125 | 0.885 | not rejected | 0.500 | not rejected |
| $15: 00-16: 00$ | 127 | 0.928 | not rejected | 0.610 | not rejected |
| $16: 00-17: 00$ | 117 | 0.479 | not rejected | 0.987 | not rejected |
| $17: 00-18: 00$ | 111 | 0.769 | not rejected | 0.516 | not rejected |
| $18: 00-19: 00$ | 102 | 0.458 | not rejected | 0.912 | not rejected |
| $19: 00-20: 00$ | 100 | 0.095 | not rejected | 0.527 | not rejected |
| $20: 00-21: 00$ | 101 | 0.656 | not rejected | 0.586 | not rejected |
| $21: 00-22: 00$ | 115 | 0.763 | not rejected | 0.604 | not rejected |
| $22: 00-23: 00$ | 101 | 0.916 | not rejected | 0.305 | not rejected |
| $23: 00-24: 00$ | 70 | 0.864 | not rejected | 0.104 | not rejected |

Table A.2. Results of the CU KS and dispersion tests (with a significance level of 0.05) applied to each interval of the optimal partition obtained by solving problem (5.1.12) for different values of the parameter $w$, with $m$ fixed to 13 weeks. From top to bottom: $w=0,0.1,1,10,10^{3}$. For each interval of each partition, the sample size of the dispersion test is equal to $m . H_{0}$ denotes the null hypothesis of the corresponding test.



Table A.3. Results of the CU KS and dispersion tests (with a significance level of 0.05) applied to each interval of the partition corresponding to the starting point $x^{0}$. From top to bottom: $m=5,9,17,22,26$. For each interval of each partition, the sample size of the dispersion test is $m . H_{0}$ denotes the null hypothesis of the corresponding test.


|  | $21: 00-22: 00$ $22: 00-23: 00$ $23: 00-24: 00$ | 75 60 48 | 0.449 0.989 0.521 | not rejected not rejected not rejected | $\begin{aligned} & 0.541 \\ & 0.681 \\ & 0.689 \\ & \hline \end{aligned}$ | not rejected not rejected not rejected |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 17 | 00:00-01:00 | 73 | 0.729 | not rejected | 0.472 | not rejected |
|  | 01:00-02:00 | 48 | 0.708 | not rejected | 0.291 | not rejected |
|  | 02:00-03:00 | 39 | 0.009 | rejected | 0.010 | rejected |
|  | 03:00-04:00 | 32 | 0.203 | not rejected | 0.622 | not rejected |
|  | 04:00-05:00 | 28 | 0.706 | not rejected | 0.652 | not rejected |
|  | 05:00-06:00 | 38 | 0.125 | not rejected | 0.607 | not rejected |
|  | 06:00-07:00 | 35 | 0.908 | not rejected | 0.327 | not rejected |
|  | 07:00-08:00 | 70 | 0.788 | not rejected | 0.075 | not rejected |
|  | 08:00-09:00 | 121 | 0.786 | not rejected | 0.577 | not rejected |
|  | 09:00-10:00 | 174 | 0.421 | not rejected | 0.729 | not rejected |
|  | 10:00-11:00 | 186 | 0.332 | not rejected | 0.939 | not rejected |
|  | 11:00-12:00 | 203 | 0.474 | not rejected | 0.999 | not rejected |
|  | 12:00-13:00 | 176 | 0.698 | not rejected | 0.986 | not rejected |
|  | 13:00-14:00 | 164 | 0.589 | not rejected | 0.992 | not rejected |
|  | 14:00-15:00 | 161 | 0.983 | not rejected | 0.570 | not rejected |
|  | 15:00-16:00 | 168 | 0.506 | not rejected | 0.815 | not rejected |
|  | 16:00-17:00 | 153 | 0.361 | not rejected | 0.996 | not rejected |
|  | 17:00-18:00 | 149 | 0.596 | not rejected | 0.528 | not rejected |
|  | 18:00-19:00 | 134 | 0.761 | not rejected | 0.909 | not rejected |
|  | 19:00-20:00 | 140 | 0.101 | not rejected | 0.637 | not rejected |
|  | 20:00-21:00 | 141 | 0.709 | not rejected | 0.760 | not rejected |
|  | 21:00-22:00 | 153 | 0.938 | not rejected | 0.855 | not rejected |
|  | 22:00-23:00 | 129 | 0.887 | not rejected | 0.393 | not rejected |
|  | 23:00-24:00 | 94 | 0.950 | not rejected | 0.296 | not rejected |
| 22 | 00:00-01:00 | 95 | 0.509 | not rejected | 0.720 | not rejected |
|  | 01:00-02:00 | 70 | 0.938 | not rejected | 0.529 | not rejected |
|  | 02:00-03:00 | 52 | 0.008 | rejected | 0.022 | rejected |
|  | 03:00-04:00 | 36 | 0.094 | not rejected | 0.507 | not rejected |
|  | 04:00-05:00 | 34 | 0.536 | not rejected | 0.420 | not rejected |
|  | 05:00-06:00 | 46 | 0.045 | rejected | 0.703 | not rejected |
|  | 06:00-07:00 | 48 | 0.833 | not rejected | 0.590 | not rejected |
|  | 07:00-08:00 | 83 | 0.805 | not rejected | 0.062 | not rejected |
|  | 08:00-09:00 | 165 | 0.576 | not rejected | 0.108 | not rejected |
|  | 09:00-10:00 | 219 | 0.105 | not rejected | 0.737 | not rejected |
|  | 10:00-11:00 | 235 | 0.282 | not rejected | 0.960 | not rejected |
|  | 11:00-12:00 | 274 | 0.585 | not rejected | 0.962 | not rejected |
|  | 12:00-13:00 | 233 | 0.956 | not rejected | 0.984 | not rejected |
|  | 13:00-14:00 | 216 | 0.515 | not rejected | 0.999 | not rejected |
|  | 14:00-15:00 | 207 | 0.872 | not rejected | 0.789 | not rejected |
|  | 15:00-16:00 | 213 | 0.841 | not rejected | 0.905 | not rejected |
|  | 16:00-17:00 | 204 | 0.491 | not rejected | 0.999 | not rejected |
|  | 17:00-18:00 | 192 | 0.534 | not rejected | 0.683 | not rejected |
|  | 18:00-19:00 | 173 | 0.818 | not rejected | 0.968 | not rejected |
|  | 19:00-20:00 | 177 | 0.072 | not rejected | 0.768 | not rejected |
|  | 20:00-21:00 | 181 | 0.655 | not rejected | 0.681 | not rejected |
|  | 21:00-22:00 | 196 | 0.977 | not rejected | 0.810 | not rejected |
|  | 22:00-23:00 | 167 | 0.688 | not rejected | 0.412 | not rejected |
|  | 23:00-24:00 | 118 | 0.963 | not rejected | 0.209 | not rejected |
|  | 00:00-01:00 | 112 | 0.171 | not rejected | 0.679 | not rejected |


|  | 01:00-02:00 | 75 | 0.933 | not rejected | 0.377 | not rejected |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 02:00-03:00 | 67 | 0.012 | rejected | 0.053 | not rejected |
|  | 03:00-04:00 | 46 | 0.458 | not rejected | 0.450 | not rejected |
|  | 04:00-05:00 | 38 | 0.987 | not rejected | 0.465 | not rejected |
|  | 05:00-06:00 | 57 | 0.308 | not rejected | 0.535 | not rejected |
|  | 06:00-07:00 | 56 | 0.935 | not rejected | 0.739 | not rejected |
|  | 07:00-08:00 | 100 | 0.882 | not rejected | 0.128 | not rejected |
|  | 08:00-09:00 | 198 | 0.566 | not rejected | 0.142 | not rejected |
|  | 09:00-10:00 | 259 | 0.341 | not rejected | 0.844 | not rejected |
|  | 10:00-11:00 | 289 | 0.091 | not rejected | 0.942 | not rejected |
|  | 11:00-12:00 | 320 | 0.725 | not rejected | 0.984 | not rejected |
| 26 | 12:00-13:00 | 274 | 0.915 | not rejected | 0.996 | not rejected |
|  | 13:00-14:00 | 257 | 0.228 | not rejected | 0.999 | not rejected |
|  | 14:00-15:00 | 243 | 0.872 | not rejected | 0.835 | not rejected |
|  | 15:00-16:00 | 242 | 0.574 | not rejected | 0.892 | not rejected |
|  | 16:00-17:00 | 236 | 0.630 | not rejected | 0.942 | not rejected |
|  | 17:00-18:00 | 231 | 0.808 | not rejected | 0.753 | not rejected |
|  | 18:00-19:00 | 204 | 0.682 | not rejected | 0.980 | not rejected |
|  | 19:00-20:00 | 209 | 0.170 | not rejected | 0.830 | not rejected |
|  | 20:00-21:00 | 219 | 0.610 | not rejected | 0.735 | not rejected |
|  | 21:00-22:00 | 237 | 0.803 | not rejected | 0.905 | not rejected |
|  | 22:00-23:00 | 198 | 0.614 | not rejected | 0.366 | not rejected |
|  | 23:00-24:00 | 147 | 0.972 | not rejected | 0.032 | not rejected |

Table A.4. Results of the CU KS and dispersion tests (with a significance level of 0.05) applied to each interval of the final (infeasible) partition obtained by solving problem 5.1.12 for different values of the parameter $m$, with $w$ fixed to 1 . From top to bottom: $m=5,9,17,22,26$. For each interval of each partition, the sample size of the dispersion test is $m . H_{0}$ denotes the null hypothesis of the corresponding test.


|  | $\begin{aligned} & 17: 00-18: 00 \\ & 18: 00-22: 00 \\ & 22: 00-23: 00 \\ & 23: 00-24: 00 \\ & \hline \end{aligned}$ | $\begin{aligned} & 192 \\ & 772 \\ & 167 \\ & 118 \end{aligned}$ | $\begin{aligned} & 0.534 \\ & 0.436 \\ & 0.688 \\ & 0.963 \end{aligned}$ | not rejected not rejected not rejected not rejected | $\begin{aligned} & 0.683 \\ & 0.968 \\ & 0.412 \\ & 0.209 \end{aligned}$ | not rejected not rejected not rejected not rejected |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26 | 00:00-01:00 | 112 | 0.171 | not rejected | 0.679 | not rejected |
|  | 01:00-02:00 | 75 | 0.933 | not rejected | 0.378 | not rejected |
|  | 02:00-06:00 | 208 | 0.072 | not rejected | 0.080 | not rejected |
|  | 06:00-07:00 | 56 | 0.935 | not rejected | 0.739 | not rejected |
|  | 07:00-08:00 | 100 | 0.882 | not rejected | 0.128 | not rejected |
|  | 08:00-09:00 | 198 | 0.566 | not rejected | 0.142 | not rejected |
|  | 09:00-10:00 | 259 | 0.341 | not rejected | 0.844 | not rejected |
|  | 10:00-11:00 | 289 | 0.091 | not rejected | 0.942 | not rejected |
|  | 11:00-12:00 | 320 | 0.725 | not rejected | 0.984 | not rejected |
|  | 12:00-13:00 | 274 | 0.915 | not rejected | 0.996 | not rejected |
|  | 13:00-15:00 | 500 | 0.439 | not rejected | 0.971 | not rejected |
|  | 15:00-16:00 | 242 | 0.574 | not rejected | 0.892 | not rejected |
|  | 16:00-18:00 | 467 | 0.895 | not rejected | 0.939 | not rejected |
|  | 18:00-21:00 | 632 | 0.643 | not rejected | 0.950 | not rejected |
|  | 21:00-22:00 | 237 | 0.803 | not rejected | 0.905 | not rejected |
|  | 22:00-24:00 | 345 | 0.034 | rejected | 0.440 | not rejected |

## Appendix B

## Model calibration - Plots I

This appendix reports the comparison between the histograms of the time differences $D O T$ and $D I T$ computed through the real data and the simulation output, the latter reporting the $95 \%$ confidence interval. The comparisons are performed for all patients with color $\operatorname{tag} c \in C$ assigned to unit $u \in U(c)$.
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## Appendix C

## Model calibration - Plots II

This appendix reports the comparison between the Empirical Cumulative Distribution Functions (ECDFs) of the time differences DOT and DIT computed through the real data and the simulation output resulting from the calibration procedure. The comparisons are performed for all patients with color $\operatorname{tag} c \in C$ assigned to unit $u \in U(c)$. The colored curves correspond to the simulation output.
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[^0]:    ${ }^{1}$ For the sake of simplicity, $x$ is assumed to be a vector of continuous variables, but it is important to point out that $x$ might actually have all discrete variables or a mix of both continuous and discrete variables. Technically, $x$ is sometimes referred to as a scenario.
    ${ }^{2}$ More formally, $\xi: \Omega \rightarrow \mathbb{R}^{p}$ is a random vector with associated probability space $(\Omega, \mathcal{F}, P)$.

[^1]:    ${ }^{3}$ Apart from DES, another type of simulation commonly used in practice is Monte Carlo Simulation (MCS), which is used to repeatedly sample from a probability distribution in order to estimate its unknown parameters. Differently from DES, which is often associated with computationally expensive simulations, MCS is usually cheap to perform.
    ${ }^{4}$ Although categorical variables should be included in this general formulation as well, they are here ignored for the sake of simplicity.

[^2]:    ${ }^{5}$ Another expression used to refer to SBO is computational stochastic optimization.

[^3]:    ${ }^{6}$ Actually, authors do not agree on the meaning of the black-box adjective. For example, in the foreword of book [23], John E. Dennis writes that it is misleading to include into black-box optimization those DFO methods that are not able to treat nonnumerical constraints. Within this book, DFO is interpreted as the mathematical study of optimization algorithms that do not employ derivatives, while black-box optimization is defined as the study of algorithms which assume that the objective and/or constraint functions are given by black boxes, the latters being referred to as processes that return an output when provided an input without analytical knowledge of the inner workings. An example of black box is a computer simulation or a laboratory experiment. The main difference is that DFO focuses on mathematical analysis, such as convergence analysis, while black-box optimization includes heuristics, which quickly provide approximate solutions without being supported by a rigorous analysis. At the end of Part 1, the authors admit that these definitions of DFO and black-box optimization represent their opinion and they are not universally acknowledged.

[^4]:    This chapter is based on Maccarrone, L., Giovannelli, T., Ferone, D., Panadero, J., Juan, A.A.: A simheuristic algorithm for solving an integrated resource allocation and scheduling problem. In: 2018 Winter Simulation Conference (WSC), pp. 3340-3351 (2018). DOI 10.1109/WSC.2018.8632296, © 2018 IEEE.

[^5]:    Section 5.1 and some parts of Chapter 7 are based on A. De Santis, T. Giovannelli, S. Lucidi, M. Messedaglia, M. Roma, Determining the optimal piecewise constant approximation for the

[^6]:    Nonhomogenuous Poisson Process rate of Emergency Department patient arrivals (under review). Preprint at https://arxiv.org/abs/2101.11138.

[^7]:    ${ }^{2}$ It is important to point out that the approach here proposed to study the ED arrival process does not properly belong to the class of SBO methods since a black-box is used in place of a simulation model. However, the stochastic SBO problems arising throughout this thesis are solved by applying the Sample Average Approximation (SAA) approach, which transform a stochastic problem into its deterministic counterpart (as described in Section 2.2), thus allowing for the use of methods from DFO. Therefore, the same methodology is applied to solve the black-box optimization problem described in this first section. Moreover, in addition to these motivations, the expression SBO is used because the black-box program adopted in this approach may be viewed as a deterministic simulation.

[^8]:    Section 5.2 and some parts of Chapter 7 are based on A. De Santis, T. Giovannelli, S. Lucidi, M. Messedaglia, M. Roma, A simulation-based optimization approach for the calibration of a discrete event simulation model of an emergency department (under review).

[^9]:    $t_{0} \quad$ starting time of triage.
    $t_{1}$ ending time of triage.
    $t_{2} \quad$ starting time of medical visit.
    $t_{3}$ ending time of medical visit and starting time of examinations.
    $t_{4}$ patient receives the latest medical report.
    $t_{5}$ patient receives the last medical report.
    $t_{6}$ patient is discharged and leaves the ED.

[^10]:    This chapter is based on G. Fava, T. Giovannelli, M. Messedaglia, M. Roma, Effect of different patient peak arrivals on an emergency department via discrete event simulation (under review).

