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Abstract
Clinical decision support systems (CDSS) that make use of algorithms based on intelligent systems, such as machine learn- 
ing or deep learning, they suffer from the fact that often the methods used are hard to interpret and difficult to understand on 
how some decisions are made; the opacity ofsome methods, sometimes voluntary due to problems such as data privacy or the 
techniques used to protect intellectual property, makes these systems very complicated. Besides this series of problems, the 
results obtained also suffer from the poor possibility of being interpreted; in the clinical context therefore it is required that 
the methods used are as accurate as possible, transparent techniques and explainable results. In this work the problem of the 
development of cervical cancer is treated, a disease that mainly affects the female population. In order to introduce advanced 
machine learning techniques in a clinical decision support system that can be transparent and explainable, a robust, accurate 
ensemble method is presented, in terms of error and sensitivity linked to the classification of possible development of the 
aforementioned pathology and advanced techniques are also presented of explainability and interpretability (Explanaible 
Machine Learning) applied to the context of CDSS such as Lime and Shapley. The results obtained, as well as being interest- 
ing, are understandable and can be implemented in the treatment of this type of problem.
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1 Introduction

1.1  Motivation

Machine learning and artificial intelligence more generally are 
playing a main role in every scientific field and the tools used 
by researchers in the clinical field to date have been based 
on classical statistics. The introduction of clinical problems 
solved by advanced machine learning tools in recent years has 
seen an exponential growth. These methods and algorithms 
are very powerful, but at the same time very complex in their 
interpretation; while if a linear or logistic regression is per-
formed, we are able to give an even intuitive interpretation 
of the parameters estimated by the model, for many machine 
learning and deep learning algorithms the difficulty lies pre-
cisely in the fact of interpretability. Fortunately, research in 
the field of machine learning and AI interpretability has also 

progressed, providing tools that can help research apply com-
plex models and interpret them. Another fairly well-known 
concept that arouses attention is the transparency of machine 
learning and deep learning techniques, which very often do 
not provide solutions in closed form but rather many methods 
of solving the cost functions associated with problems, which 
are heuristics, meta heuristics or simply approximations. Let’s 
give an intuitive explanation: while in a linear regression for 
example, the estimation of the parameters takes place through 
the minimization of a cost function, of a quadratic type, which 
it is sufficient to derive twice, for some more complex func-
tions used in machine learning or deep algorithms learning, 
these functions involve both many parameters to be estimated, 
and the non-linearity of the function itself and perhaps to find 
the optimum of these functions, non-punctual techniques are 
used. Clinical operators need interpretable solutions, expla-
nations, especially as they are subject to legal responsibility 
from the point of view of the profession. This work intends 
to tackle a clinical problem, using machine learning algo-
rithms; but without stopping only at the performing result of 
the model used, but giving an interpretation of the method and 
the components involved.
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1.2  Literacy review

Cervical cancer represents a very widespread disease for 
the world female population; like all diseases that afflict the 
population, the main purpose of medicine is to equip itself 
with tools that can help research and prevent the risk asso-
ciated with this type of cancer. Machine learning can be a 
significant tool in fighting this disease. Having a decision 
support system in the clinical setting, based on advanced 
algorithms, is a valuable tool that has seen extensive use 
in the healthcare sector in recent years. The use of deci-
sion support systems in the clinical sector is widely known, 
Vidal et al. [1] present a Clinical Decision Support System 
(CDSS) based on the Analytic Hierarchy Process (AHP) 
method to assist pharmacists to choose a drug therapy in 
cancer patients, while always for the AHP Liberatore et al. 
[2] have implemented a CDSS relating to the protocols nec-
essary for prostate cancer and the study has indicated that 
the decision counseling protocol is appropriate in primary 
care only if it is well structured and coordinated by an expert 
analyst (decision maker). Still in the context of CDSS Dolan 
and Firisna [3] used the AHP method in the choice of five 
types of screening for colon cancer, 50% of the patients on 
which the model was tested produced positive results such as 
use the CDSS in a clinical sector. In the context of cervical 
cancer and the study of this phenomenon by machine learn-
ing methods, in recent years several authors have produced 
significant works, such as Tseng et al. [4] who considered 
three different approaches including support vector machine 
(SVM), C5.0 and extreme learning machine, in order to 
identify risk factors useful for explaining and predicting the 
risk of cervical cancer. The experimental results demonstrate 
the model C5.0 is the most useful for identifying risk fac-
tors. Sharma [5] using data with 237 patients and 10 features 
(http://www.igcs.org) proposes in his work an algorithm 
based on a classification tree, achieving good results with the 
C5.0 method with accuracy of 67.5% using advance pruning 
option. More recent studies regarding the use of machine 
learning techniques for cervical cancer prevention, such as 
Wu and Zhou [6] and Geetha et al. [7] applying, respectively, 
an SVM algorithm on data composed of 32 risk factors and 
4 target variables, the authors also use principal component 
analysis (PCA) to eliminate recursion of some characteris-
tics. The most recent work by Geetha et al. [7] again using 
PCA they eliminate the recursion of the characteristics and 
balance the data sample through the SMOTE technique and 
then carry out the classification through a method based on 
decision trees known as random forest. Starting from the 
work of Sobar and Wijaya [8], the authors investigate how 
to predict a certain type of cervical cancer in advance. The 
data available to the authors come from a questionnaire dis-
tribuited to 72 individuals, including 50 without cervical 

cancer and 22 with the disease. The study was conducted in 
Jakarta in Indonesia. The attributes considered are 19 and as 
often happens in the medical-health context the dataset is not 
very large. The authors in the questions posed in the ques-
tionnaire consider behavior from the point of view of social 
science and psychology. The areas considered are: the theory 
related to common behavior (The Health Belief Model) or 
the theory of protection motivation (PMT), the theory of 
behavior planning (TPB), the social cognitive theory (SCT) 
and others. In order to predict the type of cancer studied 
in advance, the authors apply two well-known machine 
learning algorithms, logistic regression and the naïve bayes 
classifier. The authors achieve very good results for each 
model the accuracy value is 91.67% and 87.5% respectively, 
while the AUC values 0.96 and 0.97 respectively. However 
the analysis conducted by the authors was not based on the 
interpretation and explainability of the results, so starting 
from their work and with the data used, a new classification 
method was developed based on the methodology proposed 
in this work.

2  Methodology

2.1  Mathematical aspects

In this work, different supervised machine learning algo-
rithms were built, specifically, logistic regression, classifi-
cation trees, multilayer perceptron and an ensemble model 
were used which aggregate the models by the soft-voting 
method (see Equation 7).

Logistic regression Logistic regression (LR) is a widely 
used statistical-mathematical method. It is mainly used 
to estimate the probability p = P(Y = 1|X = x) of a given 
(binary) phenomenon as a function of N-independent vari-
ables x1, ..., xn.

where

The regression coefficients b0 and bi are usually estimated 
using maximum likelihood estimation [9]. In this case it is 
not possible to find a closed form expression for the values 
of the coefficients that maximize the likelihood function, 
so an iterative approximation method must be used. A first 
solution is initialized and at each step of the algorithm an 
evaluation is carried out in order to be improved and it is 

(1)p =
1

1 + e−Z

(2)Z = b0 +
∑

i

bixi
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repeated until the algorithm does not converge to an opti-
mum point.

Decision trees Decision trees can be applied to both regres-
sion and classification problems [10]. Let’s start by illustrat-
ing the problems related to regression and discuss the process 
of building a tree which takes place through two main phases: 

1 The feature space is divided, that is, the set of possible 
values for X1,X2, ...,Xk : in S distinct and non-overlapping 
regions, r1, r2, ..., rs.

2 For each sample i that falls in the rs region, we calculate 
the average of the response values for the values of the 
training set rj.

3 The goal is to find regions r1, ..., rs that minimize RSS, 
or:

where ŷrs is the average response for training observations 
within the s-th region. The problem is combinatorial, there-
fore it is onerous to calculate all the possible partitions of the 
space of the features in s-regions, therefore the function is 
optimized through a heuristic method of type greedy , called 
“recursive binary division”. The approach starts from the 
top down because it starts at the top of the tree (at that point 
all observations belong to a single region) and then subdi-
vide subsequently the space of the features: each division is 
indicated by two new branches (binary) lower on the tree.

MultiLayer perceptron MLP is an artificial neural network 
(ANN) model which taking as input N-features ( x1, ..., xn ) 
and associated N-weights, wi,i = 1, ...,N defining a function 
input U(⋅) which calculates the weighted sum of the input 
features.

The result is then passed to an activation function f  , which 
will produce the output of the perceptron.

In the original perceptron, the activation function is a grad-
ual function: where � is a threshold parameter. An example 
of a step function with � = 0 . Learning in neural networks, 
more generally, in each learning phase, consists in adjusting 
the weights (updating) of its sensors in order to minimize the 
error on the training data. Generally, the [11] backpropaga-
tion algorithm is used as an optimization method, which 
minimizes the standard deviation. Of course, other learning 
algorithms can also be used.

(3)minr

S∑

s=1

∑

i∈rs

(yi − ŷrs)
2

(4)U(x) =

N∑

i=1

wixi

(5)y = f (U(x)) = 1 if x > 𝛽, 0 otherwise

Ensemble The basic idea is to build a classifier, which by 
definition, by aggregating models considered “weaker” cre-
ates a whole model with better qualities in correctly classify-
ing the instances of the studied dataset [12]. For the classi-
fication problems we can compute a weighted majority vote 
by associating a weight wj with classifier ci

where IA is the indicator function and A is the set of unique 
class labels. Considering the predicted probabilities pj for 
the j-th classifier, we can obtain the final ouput

In this experiment the weights wj are set by the ratio 1/N, 
where N is the number of classifiers ci.

Evaluation metrics The algorithms used were evaluated by 
the following metrics, namely recall, precision, accuracy and 
Area Under Curve. The metrics defined are

and

For binary classification, accuracy can also be calculated in 
terms of positives and negatives classes

2.2  Explainable machine learning: main methods

The problem of the explainability of results in a support 
system based on artificial intelligence is crucial. The best 
techniques in terms of algorithms, accuracy, efficiency and 
computational complexity can be used but without the inter-
pretation of the output obtained everything becomes useless. 
So in the context of systems that support clinical decisions, 
this requirement it is essential. Clinical Decision Support 
Systems (CDSS) provide assistance to clinicians in decision 
making. In the work of Muller et al. [13] by definition these 
systems are based on patient-specific evidence and repre-
sentations of clinical knowledge modeled by algorithms and 
mathematical models by experts and provide recommenda-
tions in finding the right diagnosis or optimal therapy. In 
this paper is proposed an approach based on visualization. 
The authors present a glyph-based approach coordinated 

(6)ŷi = argmax
i

m∑

j=1

wj ⋅ IA
(
cj(�) = i

)

(7)ŷi = argmax
j

m∑

j=1

wj ⋅ pj

(8)precision =
TP

TP + FP

(9)recall =
TP

TP + FN

(10)accuracy =
TP + TN

TP + FN + FP + TN
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multiple views to support explainable computerized clinical 
decisions: “inspired by common decision making in clini-
cal routine”. Specifically, this type of methodology is very 
intuitive and therefore offers explainable and understand-
able results. The authors show that multiple views show the 
certainty of the calculation result like the recommendation 
and a series of clinical scores. About the model used, the 
authors presented an approach for a CDSS based on a bayes-
ian causal network representing the therapy of laryngeal car-
cinoma. The results were evaluated and validated by two 
experienced otolaryngologists. Several other studies have 
addressed the question of the explainability of CDSS, such 
as in [14–16], failing to calibrate the concept of user trust by 
introducing this new type of error to the context as analyzed 
by [17] using these tools. Another example relating to the 
work of Bussone et al. [18] studied the effect of the explana-
tion on trust and dependence. The authors state: “neglecting 
human factors and user experience in designing the CDSS 
explanation could lead to over-reliance on medical profes-
sionals in these recommendation systems, even when it is 
wrong”, which the authors define an “excessive reliance”. 
There is also another possible problem when the explanation 
that does not provide enough information could lead to users 
who reject the suggestions, for example self-sufficiency or 
low confidence as described in the work of [19]. In order to 
give the reader a general understanding of the main explain-
able machine learning techniques, some of the possibilities 
are illustrated below:

Lime Ribeiro et al. [20] introduces the concept of trade off 
between interpretability and loyalty LIME (Local Interpret-
able Model-Agnostic Explanations) formalized by the fol-
lowing optimization problem:

where Ω(g) can be defined as a measure of complexity (as 
opposed to interpretability) of the model g , for example the 
number of parameters, or the depth of a tree in the case 
g is a Classification Trees, or for a linear model the num-
ber of non-zero weights, for example in the Lasso - Ridge 
approach. So a model g , belonging to the wider class of 
models G, minimizes the L, which is a loss function which 
measures the infidelity of the model considering the proxim-
ity measure �x . Infidelity is defined by the authors as “the 
predictive behavior of the model near the instance to be pre-
dicted”, therefore a discrepancy between what is expected 
and what is predicted.

Partial dependence plot In Friedman’s work [21] some 
methods for the interpretation of models are presented. 
PDP is focuses on visualization, one of the most powerful 
interpretative tools and the display is limited to small topics. 

(11)ming ∈ G L(f , g,�x) + Ω(g)

Functions of a single variable with real value can be plotted 
as a graph of the values of F̂(x) against each corresponding 
value of x. The functions of a single categorical variable can 
be represented by a bar chart, each bar represents one of its 
values and the bar height the value of the function. Viewing 
functions of higher-dimensional topics is more difficult. Is 
therefore useful to be able to visualize the partial depend-
ence of the approximation F̂(x) on small selected subsets of 
the input variables. The functional form of F̂ depends on the 
chosen values of the input subset zl , if the dependency is not 
very strong the expected value of F̂(x) , that is E[F̂(x)] can 
represent a good synthesis of the partial dependence of the 
chosen variables of the subset zl , a value such that zl ∪ zi = x 
where zl is the complement subset of size l and zi is a chosen 
target subset. Dependencies can be different, as additive or 
multiplicative, for example in classification problems the 
author suggests that partial dependence diagrams of each 
F̂k(x) on subsets of variables zl most relevant for a given 
class provide information on how input variables affect the 
respective probabilities of individual classes.

Individual condition expectation ICE [22] is a tool to visu-
alize the model estimated by any supervised learning algo-
rithm. While the PDP helps to visualize the partial average 
relationship between the estimated response and one or more 
features, in the presence of substantial interaction effects, the 
partial response relationship can be heterogeneous, there-
fore an average like the PDP, can blur the complexity of the 
relationship modeled, instead the ICE improves the partial 
dependence diagram by graphically representing the func-
tional relationship between the expected response and the 
characteristic for the individual observations. In particular, 
the ICE graphs show the variation of the values adapted in 
the range of a variable suggesting where and to what extent 
heterogeneity can exist.

Accumulated local effects plot Compared to PDP, which 
is the most popular approach to visualizing the effects of 
predictors with supervised learning models with black box, 
which produces erroneous results if predictors are strongly 
correlated, since the extrapolation of the response to predic-
tive values that are far outside the multivariate endowment 
of the training data is required, the accumulated local effects 
(ALE) [23] does not require this unreliable extrapolation 
with related predictors, therefore the ALE method is sub-
stantially less computationally expensive than PDPs, which 
only requires 2|J| × n supervised learning model evaluations 
f(x) to calculate each f̂ (xJ)ALE , compared to K|J| × n evalua-
tions to calculate each model f̂ (xJ)PDP.

Feature interaction Starting from his work on the PDP 
method, Friedman and Popescu presents another method, 
called feature interaction [24] which assumes that a function 
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F(x) has an interaction between two of its variables xj and xk 
if the difference in the value of F(x) as a result of changing 
the value of xj depends on the value of xk . Such an assump-
tion can be formalized as

or by an analogous expression for categorical variables 
implying finite differences. If there is no interaction between 
these variables, the function F(x) it can be expressed as the 
sum of two functions, that is F(x) = fj(xj) + fk(xk) one of 
which does not depend on xj and the other independent of xk.

Shapley value Among the important works to refer to we 
mention the shapley values [25], an innovative method in 
which an additive method assesses the importance of vari-
ables through the expected conditional value of the original 
model, we mention the work of Koh and Liang [26] in which 
the authors measure the importance of the variables through 
the Influence Function, i.e. starting from the minimization 
of a risk function of the following type R(�) = 1

n

∑
i L(zi, �).

Shallow decision trees In the authors’ work [27], the focus 
is on the problem of the trade off between the complexity 
of the model and its interpretability, therefore the authors 
consider decision trees as a modeling reference. This type 
of model is very easy to interpret, but for this very reason it 
often suffers from overfitting. The authors consider a deep 
learning problem and tackle it through the use of a decision 
tree called shallow in order to reduce the complexity and 

(12)Ex

(
𝜕2F(x)

𝜕xj𝜕xk

)2

> 0

then make it interpretable by controlling its depth, to do this 
they use a micro-aggregation and cluster creation, the cluster 
size however determines the comprehensibility and privacy 
of the problem they face. Their method works on very large 
data sets and also on categorical data through ontologies 
for semantic consistency. For a more detailed discussion, 
from which various components of this chapter have been 
extracted, please refer to the excellent work of the authors 
[28].

3  Experimental results

3.1  Data analysis

The data (https:// archi ve. ics. uci. edu) that were used by the 
authors did not require a processing as they are already 
encoded and without missing values.The study dataset suf-
fers from the dimension (instances = 72, attributes = 19), as 
the basis of the learning process of a machine learning algo-
rithm is the consistency in having as many examples possi-
ble in order to structure a meaningful learning process. Since 
the dataset is not very large and the percentage between the 
two classes is not too disproportionate (Class: Cancer Yes 
= 30%, No = 70%) no balancing technique was applied. The 
data did not require the need to be standardized or normal-
ized, as they were scores obtained on an ordinal scale. The 
data were collected through a questionnaire administered in 
a specialized center in Jakarta (Indonesia). The attributes 
considered are 19 and as often happens in the medical-health 
context the dataset is not very large. The authors in the 

Fig. 1  Histrograms
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questions posed in the questionnaire consider behavior from 
the point of view of social science and psychology. The areas 
considered are: the theory related to common behavior (The 
Health Belief Model) or the theory of protection motivation 
(PMT), the theory of behavior planning (TPB), the social 
cognitive theory (SCT) and others. In Fig. 1 we can see 
with respect to the presence or absence of cervical cancer, 
how the values for the characteristics concerning intention, 

empowerment and behavior are distributed; the scores on the 
abscissas indicate the level of the ordinal variable. 

Figure 1 shows the distributions of some characteris-
tics through histograms; note that for the personal hygiene 
behavior in people without cervical cancer this factor is 
much higher than in those with cervical cancer, as well as 
if we look to the relative variable in the intention of social 
aggregation.

Fig. 2  Cramer’s V Matrix
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By the Cramer’s V [29] index application we can measure 
the association between the different features that make up 
the dataset; given the nature of the features of the ordinal 
categorical type, from Fig. 2 we can see several associations 
equal to 0 and some on average significant, but never exceed-
ing 50%. The associations that report interesting values are 
those between the target that indicates or not the presence 
of cervical cancer ( ca_cervix ) and the variables concerning 
the area of motivation (willingness: 0.57), that of perception 
(severity: 0.51), behavior (personalHigyne: 0.52); we have 
other variables that present an association below 50% but 
still of interest such as that linked to sexual behavior (sexual 
risk: 0.35) and the enhancement of desire (desires: 0.48).

3.2  Main results

The results obtained on the available data showed that by 
the application of the single models, logistic regression, 
decision tree and multilayer perceptron, in the prediction of 
cervical cancer risk the accuracy values obtained, respec-
tively are of 94%, 83% and 88%, while for the proposed 
ensemble model a binary classifier based on soft voting it 
was obtained a value equal to ��.� %; it is interesting the 
AUC value which is equal to �.�� , one percentage point 
higher than that of the authors [8], this means that on aver-
age, out of 100 cases examined, our ensemble classifier 
correctly classifies one instance more than the benchmark 
of the work done by the authors. All analysis was done 
using the Python 3.6 libraries i.e. Sklearn, Seaborn, Pandas, 
Numpy, Lime and Shap.

The proposed method for the classification of cervical 
cancer risk it is resulted to be robust and provide signifi-
cant performances; from the table (table 1) that compares 
the single models used we can see how some of them, 
logistic regression (LR) and decision tree (DT) suffer 

from overfitting since the difference between classification 
error on training and test data is very high. By applying 
the ensemble (EC) classifier [24] this overfitting is dras-
tically reduced and this is a first fundamental step in the 
construction of a classification algorithm. Secondly, from 
the statistics obtained (table 4) on the ensemble model it 
is possible to obtain other statistically significant informa-
tion, such as recall and precision values while table 2 shows 
all the parameters for each algorithm used; the first metric 
expresses the sensitivity of the model and is represented by 
the ratio between the correct classifications for a given class, 
on the total of cases in which the event actually occurs, while 
the precision is a measure of the ratio between the number 
of correct classifications of a given event (class) on the total 
number of times that the algorithm classifies it.

Starting from these definitions, we can see that for the 
negative class (No Cancer) the model is very sensitive and 
precise in recognizing instances that do not present risk 
associated with the development of cervical cancer. The 
two metrics highlighted, such as the value of accuracy or 
AUC, which respectively measure the number of cases cor-
rectly classified by the model and the rate of true positives 
compared to the rate of false positives, which takes values 
between 0 and 1, they also suffer from the fact that the avail-
able dataset is very small, therefore the examples with which 
the model “learns” are very few. Despite this, as a starting 
point for building valid tools to support clinical decisions 
in the analysis and study of cervical cancer prevention, the 
proposed methodology is a viable path with a view to being 
able to collect larger datasets with which to train algorithms 
increasingly sophisticated in the recognition of certain clini-
cal pathologies.

Figure  3 shows the normalized confusion matrixes 
between 0 and 1, representative of the classification capac-
ity of the proposed ensemble algorithm. In the first (from the 

Table 1  Error comparison on train and test set: whole dataset

Evaluations - AUC: 0.98

Algorithm LR DT MLP Ensemble
error on train set 0 0.33 0 0.075
error on test set 0.05 0.16 0.11 0.085
accuracy 0.94 0.83 0.88 0.945

Table 2  Main parameters for each model

Logistic Regression Decision Tree Multi Layer Perceptron

tollerance: 0.001 criterion: entropy learning rate: adaptive
iterations: 250 max depth: 2 layer: (19,15,10,15,19)
solver: liblinear fraction leaf: 0.25 solver: adam
C: 0.75 impurity split: 2 activation: tanh

Table 3  Error comparison on train and test set: restricted features

Evaluations - AUC: 0.84

Algorithm LR DT MLP Ensemble
error on train set 0.018 0.33 0 0.087
error on test set 0.055 0.16 0.055 0.080
accuracy 0.94 0.83 0.94 0.945

Table 4  Classification report for Ensemble classifier

Statistics

Target precision recall macro avg acc. weighted 
avg 
acc.

Cancer = No 0.94 1.00 0.97 0.83
Cancer = Yes 1.00 0.67 0.95 0.94

881Health and Technology (2021) 11:875–885
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left) it is possible to observe the matrix relating to the true 
values, with a percentage error equal to 5% of incorrectly 
classifying the negative cases (cancer = Yes), i.e. that out 
of 100 cases 5 are classified as cancer but in reality they are 

not. The matrix in the center represents the classification 
capacity of the model on the predicted data, and the percent-
age of false positives increases to 6%, while the share of true 
positives also increases to 94%. In the matrix on the right, 

Fig. 3  Normalized confusion matrix : true values, predicted and on all sample observations

Fig. 4  Explainability with LIME
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on the other hand, we have the ability to classify all values, 
with a fairly interesting ability but which in any case tends 
to suffer from overfitting as there are neither false positives 
nor false negatives.

Table 3, on the other hand, shows the performances of 
the single algorithms and of the ensemble model relating to 
the initial dataset restricted by the features which, through 
the application of the Cramer’s V index (Fig. 2), reported an 
association equal to 0 with the target variable. As you can 
see, however, the AUC value has drastically dropped from 
0.98 to 0.84, the error discrepancy on train and test for the 
ensemble model is significantly lower and the accuracy has 
remained the same. It features a slight decrease in logistic 
regression overfitting and an improvement in accuracy for 
the MLP algorithm. The decision tree model, on the other 
hand, has remained unchanged. Although there is no strong 
statistical association between different features and the 
target variable, given the evaluation metrics, the Ensemble 
model is used on the initial dataset.

3.3  Clinical explainability

The part relating to the interpretability of the models used 
and the analysis of the features was conducted by the use of 
the LIME method [20], developed by Ribeiro et al. and with 
the Shapley method [25]. The first method provides inter-
pretability results by perturbing a single instance. In Fig. 4 
it is possible to observe the explanations for each of the 
features of interest of the model (patient id: 17 and patient 
id: 15, respectively); the figure specifically refers to a sin-
gle instance (a specific patient) from which it is possible 

to obtain various information. The data are those of test 
and therefore we can make predictions on new instances, 
considering that we do not have certain information on his 
state of health but evaluate the risk that a particular subject 
may develop the disease. It is possible to observe his prob-
ability of developing the disease and in this case it is equal 
to 74%; in the face of this risk we can see which factors 
influence the increase in statistical terms of developing the 
disease. The perception of severity and the empowerment 
of desire are factors that the model considered important, 
as they respectively increase the probability of developing 
the disease by 22% and 17%. This at a conceptual logical 
level makes sense, as a low perception of severity linked 
to an increase in sexual desire could push an individual to 
develop inadequate and compromising behaviors, as well 
as expose themselves to a higher risk. Diet-related behavior 
( behavior_eating ) reduces the risk by 11%, and this is also a 
factor to be taken into consideration, as it is established that 
nutrition plays a significant role in the treatment of oncolog-
ical pathologies. It is interesting to observe how social sup-
port ( socialSupport_instrumental ) reduces the risk by 16%, 
and this in a patient with a high probability of developing 
an oncological pathology is a not negligible factor from the 
point of view of psychological consequences that a disease 
causes. By selecting another patient, for whom the probabil-
ity of developing the disease is equal to 11%, we can also 
observe here that an increase in the perception of severity 
and perception of vulnerability can reduce respectively by 
20% and 6% the risk. Therefore, the clinical operator from 
this information could intervene locally on the character-
istics of interest that contribute to the development of the 

Fig. 5  Explainability with 
Shapley method: positive class, 
patient id: 15
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risk and using a black-box type machine learning algorithm, 
when he obtains a result he is aware of which factors moti-
vated the model to the choice of the result.

 Figure 5 shows the explanation of the ensemble model 
via the shapley method. Considering the same instances on 
the test dataset classified by the model, we see the influence 
of the characteristics on the classification. On the first graph 
below for the positive class, relating to the risk of onset of the 
disease with probability equal to 76%, here too the perception 
of severity influences the prediction of 14%, while personal 
hygiene (personalHygine) lowers this probability of the 4%; 
the strength of motivation instead increases the probability 
by 13% and the empowerment desire by 8%. The bars in blue 
represent how much the probability of developing the disease 
is reduced for a given value of the affected feature.

Figure 6, relating to the 77% probability of develop-
ing cervical cancer, here too we can see which are the 
features that “weigh” the most in the prediction; personal 
hygiene (-7%) and eating behavior (+5%) therefore repre-
sent two risk factors to be kept under control in a clinical 
decision-making context associated with this pathology. 
Both methods of explainability produce interesting and very 
similar results. This tool can be of great use to the clinical 
decision-maker.

4  Conclusions

The cervical cancer problem that has been dealt with in this 
work by advanced machine learning algorithms is a com-
plex problem but it has been possible to deduce procedures 
that have provided promising results in clinical research 
supported by artificial intelligence tools. This work is set 
in a fairly recent literature framework as regards the meth-
odologies used in its prevention and risk prediction; in the 
future, the diagnosis and classification of the disease will be 
even faster by the development of new methods. The use of 
ensemble methods, as demonstrated by the results obtained, 
is a flexible, interpretable and significantly reliable tool in 
the treatment of this type of problem. The results obtained 
from the experiment carried out in this work are of a two-
fold nature: firstly it was possible to build an ensemble type 
classifier that reaches an accuracy of 94.5% and an AUC 
value of 0.98, higher values than the applications carried 
out on this dataset. Using advanced tools of Explainable 
ML it was possible to obtain both information on the black 
box models used (such as neural networks, MLP and the 
ensemble itself) and interpret them from the point of view 
of clinical observation and also interpret the features (i.e. 
the variables of the dataset ) understanding the relationships 

Fig. 6  Explainability with 
Shapley method: positive class, 
patient id: 17
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between them and the target variable, which is the pres-
ence or absence of cervical cancer. In order to give concrete 
examples of interpretability, two units (two patients) were 
selected from the data test partition and analyzes were con-
ducted on them, identifying which factors influenced the 
probabilistic predictions of the algorithms used. Different 
relationships have emerged as seen through the LIME and 
shapley methods difficult to extrapolate from a first glance 
at the data, therefore the clinical decision-maker using more 
advanced and more complex tools of machine learning algo-
rithms is able to interpret the results and make accurate 
decisions, understand the nature of the predictions and how 
they were evaluated by the model used.
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