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Abstract

The research focuses on the development of innovative control techniques for attitude
control of a launch vehicle (LV) during the atmospheric flight, and to investigate
their possible benefits in terms - for instance - of improved disturbance rejection
capability, as well as, a means for reducing the burden of recurrent activities of
mission integration and flight program software finalization.

In this respect, a complete nonlinear mathematical model of the launch vehicle
dynamics, comprehensive of all relevant aspects for the attitude control problem
is first developed. Next, linearized equations of motion are derived under the
assumption of small deviations of the vehicle motion from a reference trajectory.
The time-invariant linear model is used to synthesize a baseline controller (BC) that
features two proportional-derivative (PD) components for attitude and translational
motion control, plus filters to phase-stabilize and notch the bending modes by using
classical, frequency-based, analysis, and control design techniques.

Among several advanced algorithms referenced in the literature, the Adaptive
Augmenting Control (AAC) has been selected and implemented in the LV flight
control system in order to retain the functionality and proven record of success
of classically designed linear control systems, while consistently and predictably
improving their performance and robustness in expanded flight and/or uncertainty
parameter envelopes. AAC adjusts the action of a baseline PID-type controller by
means of a forward loop gain multiplicative adaptive law that, basically, on-line
modulates BC output either to minimize the error with respect to a reference model
or to limit undesirable high-frequency response in the control path.

In order to fully exploit the AAC potentiality, an effective and reliable tuning
procedure for AAC gains is developed, where a robust design optimization (RDO)
problem is formulated, and the goal is to maximize a statistical metric that describes
FCS performance measured over a set of LV simulations. Finally, an analysis of the
effects of uncertainties on bending mode characteristics is carried out. Variations
of bending mode parameters have a significant and negative impact on AAC per-
formance and, consequently, on LV stability. In this respect, the use of adaptive
filters is investigated in order to further improve flight control system robustness. An
adaptive notch filter is designed, the parameters of which are updated continuously
by an adaptation algorithm that uses the pitch rate sensor output so as to estimate
the unknown parameters of the filter and precisely match the actual bending mode
frequency.
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Chapter 1

Introduction

1.1 Thesis objectives

This study is focused on the development of innovative control techniques for
the attitude control of a launch vehicle (LV) during the atmospheric phase of flight.

Industries are still very reliant on classical control theories for high-risk aerospace
applications, even though a detailed review of the available historical LV data from
1990 to 2002 reveales that 41% of failures might have been mitigated by advanced
GN&C technologies [1]. This lack of attitude towards innovation is mainly due to the
fact that proven experience on classic methods allows to manage well known controller
limitations, such as time-consuming synthesis process and lack of robustness with
respect to uncertainties, and thus to adopt reliable procedures for control system
design, analysis, and verification.

Classical control systems, such as PID controllers with gain scheduling, are
typically able to meet requirements for flight and meet stability and performance
criteria, as required among other specifications for flight certification. However, the
demand for increased FCS robustness and, in general, more effective technologies for
risk reduction with respect to possible loss of performance due to model uncertain-
ties, off-nominal flight conditions and unexpected environmental disturbances, and
reduced time needed to design FCS for a specific mission, calls for the investigation
of the impact of modern design methodologies on the FCSs developed using classical
techniques.

Therefore, the objectives of this research work is to investigate the opportunity to
improve the performance of currently used attitude control systems by an adaptive
control architecture. In particular, the major goals of the study are as follows

• To investigate the possible benefits of modern control methodologies in terms
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– for instance – of improved performance, increased robustness, scalability and
expendability, as well as higher capability of accommodating flight anomalies
and/or some class of failures

• To analyze limitations of the classical approach, with particular attentions
to the aspects related to recurrent activities of mission integration and flight
program software finalization, including gain tuning with the related extensive
validation and verification, as payload mass, target injection orbit, or launch
conditions are varied for each flight

• To assess whether (or not) the aforementioned issues could be limited by the
adoption of a novel approach to LV FCS design.

1.2 Research topics

FCS design for LVs in atmospheric flight is a challenging task from a control point
of view, where the fundamental aim is to ensure stability and adequate response to
guidance commands while satisfying very demanding and conflicting requirements
in the presence of external disturbances, such as wind gusts.

LVs are complex systems, the dynamics of which must be appropriately modeled
when the design, stability, and performance analyses of FCS are dealt with. In
particular, the present study is focused on the attitude control of LVs in the atmo-
spheric flight phase, which begins at lift-off, lasts up to first stage separation and
takes approximately 100-140 s of flight time. During the ascent trajectory the vehicle
experiences rapid variations of mass and inertia properties, and aero-propulsive
characteristics. The high value of dynamic pressure that LV encounters during the
aforementioned phase generates aerodynamic loads that could damage the structural
integrity of LV. Moreover, stability problems need to be addressed because the LV
is inherent unstable, due to the forward position of the aerodynamic center with
respect to the center of gravity, and highly flexible due to the slender shape. In
particular, since the first bending mode frequency is usually close to the crossover
frequency of the rigid body dynamics, the control system has the potential to excite
the bending mode and destabilize the vehicle dynamics. Also, translation and
rotational dynamics are controlled through thrust vectoring, realizing the thrust
vector control (TVC) and, in this respect, control authority is limited to the nozzle
rotation of non-throttleable engines, whose angular range is constrained to a few
degrees.

In this framework, an accurate nonlinear simulation model and an associated
linear model are mandatory, and represent powerful tools for performance and
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stability analysis. The most remarkable LV simulation model in literature is the
Stability Aerospace Vehicle ANalysis Tool (SAVANT) presented in [2]. SAVANT
uses fully coupled nonlinear equations of motion, including both six-degrees-of-
freedom (6-DoF) rigid body and flexible body effects, to run time-domain simulations
throughout the entire launch profile. This model features a realistic description of
aerodynamics, propulsive and inertial forces and moments. Engine inertia (“tail-wags-
dog”) effects, liquid-propellant slosh, and TVC actuator models are also included.
The set of equations developed for the SAVANT model is recalled in [3], where
inertial, aerodynamic, propulsive, and bending modes dynamic data for ARES-I
relative to the ascent trajectory are also provided.

In the framework of VEGA program, a high-fidelity, nonlinear 6-DoF simulator
for V&V (verify and validate) purposes, called Vegacontrol [4], was developed by
European Launch Vehicle (ELV). It is implemented in Matlab/Simulink and it is
tailored to simulate the VEGA launcher during the atmospheric phase. Vegacontrol
is representative of the real launch system, accounting for rotational and translational
dynamics of the vehicle, elastic and sloshing modes, tail-wags-dog (TWD) effect,
and nonlinear aerodynamics, including aero-elastic effects. Moreover, Vegacontrol
presents a detailed model of INS (Inertial Navigation system) measurements, a
nonlinear TVC actuator model, and also the Roll and Attitude Control System
(RACS) for roll axis control. Finally, Vegacontrol allows to perform simulations
where a number of parameters are scattered, and different wind profiles are specified.

Several linearized models have been proposed in the open literature, even though
the underlying assumptions for the derivation of the governing equation lack clarity
to some extent, and/or are excessively restrictive [5, 6]. A model of LV pitch motion,
incorporating flexible and sloshing dynamics, and TVC inertial effects, is presented
in [7], with particular focus on analyzing aeroelastic effects on a slender-body
conventional LV. Although presented without derivation, the linearized planar model
of a large, flexible boost rocket and a comprehensive presentation of the relevant
dynamics, that is, rigid and flexible body dynamics, propellant slosh and nozzle
inertial effect, are reported in [8] together with a straightforward mechanization of
the equations of motion in state-space form.

Moreover, an exhaustive and comprehensive derivation of the 6-DoF linear
equations of motion for a LV in the body reference frame is presented in [9], including
the effects of elasticity, fuel sloshing and engine inertia. Finally, in [10] a linear
model of both LV rigid and flexible dynamics is derived in a trajectory reference
frame that translates axially with the vehicle but remains tangent to the ascent
trajectory.
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During the atmospheric flight, attitude control is required to stabilize the system,
reject wind disturbances, and limit the aerodynamic loads while minimizing the
offset from reference trajectory. The robustness of the control system to uncertainty
on vehicle aero-mechanical parameters, such as bending modes characteristics (that
is, natural frequencies and modal participation factors), aerodynamic coefficients,
engine exhaust velocity, and TVC dynamics, is also mandatory.

Traditional approaches for LV attitude control are based on gain-scheduled
proportional-integral-derivative (PID) controllers to stabilize the rigid body dynamics.
This kind of controller typically features different feedbacks on available sensor
measurements (i.e. drift, drift-rate, acceleration, angle-of-attack) to minimize the
structural loads suffered by LV and error with respect to the reference trajectory.
Moreover, the FCS incorporates appropriate structural bending filters for gain- or
phase-stabilization of the elastic modes sensed by rate gyros [11].

This control architecture was widely used proving its effectiveness in satisfying
performance and stability requirements for a number of vehicles, such as Saturn
V [12, 13] and Space Shuttle [14], where control laws based on attitude and attitude-
rate plus acceleration signals for load alleviation and bending filters were implemented.
A similar controller architecture is used for the Japanese H-IIA LV [15] which employs
a PD on attitude angle, bending mode filters, and a load relief control that uses a
lateral accelerometer to detect the effects of wind and reduce the aerodynamic load.
Other examples are the FCS of the ARES-I [16, 17] LV that adopts an attitude PID
controller with an anti-drift/load-relief algorithm plus a set of attitude and rate
bending filters, and the Brazilian VLS [18] and Korea Space Launch Vehicle-I [19]
that feature a PID attitude controllers plus notch filters for the stabilization of the
bending modes. Proportional-derivative (PD) controllers for attitude and lateral
drift, combined with bending filters, are also used in the FCS of the European
VEGA launcher [20]. The classical FCS’s of LVs recalled so far allow for performance
evaluation using classical frequency-domain criteria based on stability margins and
time-domain simulations that represent well-proven practices for flight certification.

In order to deal with rapidly changing dynamics, a gain-scheduling approach
is commonly adopted, that is obtained by interpolating between a set of linear
controllers designed for a different set of LV linear model associated to several
operating points along the ascent trajectory. The resulting controller is a linear
system whose parameters are scheduled as a function of time or other useful variables
(such as the so called non-gravitational velocity) [20]. In spite of the simplicity
of implementation, the design of gain-scheduling controllers presents two main
drawbacks: it is time-consuming since the parameters are determined for many
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operating conditions, and, the stability of the system is not guaranteed even if the
system is stable at each operating point [21, 22].

Classical control techniques are designed for nominal conditions and do not
implicitly consider uncertainties during the design process. The robustness charac-
teristics are enforced through stability margin requirements, i.e. 6 dB gain margin
and 30 deg phase margin, that is a standard practice in industry to accommodate
the stability degradation due to uncertain parameters. Finally, stability, perfor-
mance and robustness of the controller are verified and validated through extensive
campaigns of Monte Carlo (MC) and worst-case simulations [23, 24], where model
parameters are suitably scattered.

In the above framework, it appears that effective design methodologies are
demanded to increase FCS robustness to model uncertainties, off-nominal flight
conditions, and unexpected wind disturbances. Moreover, FCS robustness could be
further exploited as a means for reducing the burden of recurrent activities of mission
integration and flight program software finalization, including gain tuning with the
related extensive validation and verification, as payload mass, target injection orbit
or launch conditions are varied for each launch.

These aspects led to research efforts dedicated to the development and application
of design methodologies based on optimal control theory; examples are the Brazilian
VLS LV, where the Linear Quadratic Regulator (LQR) method is used for the tuning
of the controller [25] in atmospheric flight, and the FCS of the Ariane 5 LV that was
initially designed using the Linear Quadratic Gaussian (LQG) approach [26].

These two optimal methods represent automated ways to devise multivariable
controllers, that allow to reduce the complexity of gain tuning and improve design
performance [27]. Nevertheless, the LQR and LQG approaches do not provide any
guaranteed stability robustness against parametric uncertainties and unmodelled
dynamics [28].

The limitations of LQR and LQG encouraged the investigation of robust control
methodologies for LV attitude control that address the robustness issue in the design,
such as H∞ control [29], Linear-Parameter-Varying (LPV) [30] and µ-synthesis [31].
H∞ control design aims at finding a controller that minimizes the H∞ norm

of the transfer function from the external inputs and the outputs signals to be
minimized/penalized, that includes both performance and robustness measures. The
H∞ -norm corresponds to the maximum gain between input and output signals over
all frequencies. A crucial step in H∞ control robust design is to find appropriate
weighting functions for the optimization process. It usually involves trial and error
procedure relying on design experience and knowledge of the plants [32].
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LPV techniques have been proposed in order to overcome the issues related to gain
scheduling for the synthesis of a multivariable controller for a flexible LV [33], where
the design is optimized taking into account a linear time-varying LV model. The main
principle of µ control is to find a controller K that reduces the maximum singular
value by solving a sequence of scaled H∞ problems, which defines an iterative design
procedure, called D-K iteration involving dynamic frequency-dependent scaling called
D scaling. This technique has been presented in a limited number of studies on
launcher control design [34, 31], as, for istance, one major issue is that there are no
guarantees that the D-K iteration will converge.

It is also worth to remark that H∞ , LPV and µ-synthesis techniques have
some limitations because the designed controller is usually of high order and without
a defined structure, that makes it difficult to analyze and adjust its parameters.
Moreover, the H∞ requirements are expressed in terms of weighting functions in the
frequency domain, and this requires a significant effort to define a relation between
performance requirements and H∞ constraints.

In the last decade, significant contributions to the implementation of H∞
controllers for LVs has come from the structured H∞ synthesis [35], which allows
to perform a robust control tuning (i.e. H∞ ) for a controller with specified order
and structure. With respect to classical techniques, structured H∞ is promising in
order to achieve a direct trade-off between robustness and performance, to reduce
tuning effort and cost prior to each mission flight, and has the capability to directly
include system uncertainties in the design [36]. The feasibility of structured H∞
synthesis technique for the control of a flexible LV during non-stationary ascent
phase has been investigated in recent papers [37, 38]. Nevertheless, in practical
scenarios, (structured) H∞ control still requires a significant effort as well as a
thoughtful iterative design process, that heavily relies on the designer experience, to
properly shape the weighting functions so that stability, robustness, and performance
requirements are satisfied

Another class of control methods that manages systems with uncertain parameters
and unmodelled dynamics is in the framework of adaptive control. This methodology
provides controllers able to adapt their parameters to accommodate unpredictable
changes in the system response. Among the best know adaptive control architectures,
we recall the Model Reference Adaptive Control (MRAC) [39, 40, 41], where the
adaptation of the control law is realized by minimizing the difference between the
output of the controlled system and the response of a reference model.

In recent years, the interest in using adaptive control techniques for attitude
control of LVs in atmospheric flight has increased.
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In Ref. [42] the main focus is to develop a Lyapunov based adaptive PD and
PID controller based on the MRAC technique for a highly unstable rigid LV model.
In [43], an adaptive control system based on MRAC is proposed, that uses several
basis functions to approximate the uncertainties in the system dynamics, and a
reference model is developed using feedback linearization. Since vehicle dynamics
and baseline controller are time varying, several linearization points and reference
models are required. Moreover, in [44], a control allocation algorithm is combined
with MRAC to guarantee the stability and tracking performance of a LV in the
presence of actuator failure. An improved weighting algorithm and an anti-saturation
controller are developed in the same study to compensate for saturation errors.

Besides MRAC, other innovative adaptive control techniques have been developed.
In Ref. [45] a methodology based on a direct adaptive fuzzy controller is presented
to control the pitch attitude dynamics of LVs, incorporating Lyapunov principle
in the adaptation in order to guarantee that the system is asymptotically stable.
Reference [46] uses an output feedback neural network adaptive element, that
augments a baseline gain scheduled controller for attitude control and vibration
suppression of a crewed LV.

Finally, a number of papers are focused on the application of adaptive control
techniques to the design of notch filters [47, 48, 49] used to limit the effects
of vibrations due to LV flexibility. In this respect, L1 adaptive output feedback
architecture for a flexible crew LV is proposed in [50] to control the flexible DoFs,
the frequencies of which are close to those of the rigid body dynamics.

The adaptive control laws are inherently nonlinear, their behavior is not always
predictable and, although many researches have been carried out on this topic, the
certification for safety-critical applications for this class of controllers remains a
serious concern from an industrial point of view.

The Adaptive Augmenting Control (AAC) has been proposed [51, 52] in the
framework of the Space Launch System (SLS) program [53], the upcoming LV under
development by NASA. AAC is intended to retain the functionality and proven
record of success of classically designed linear control systems while consistently and
predictably improving their performance and robustness in expanded flight and/or
uncertainty parameter envelopes. AAC adjusts the action of a baseline PID-type
controller (BC) by means of a forward loop gain multiplicative adaptive law which,
basically, on-line modulates BC output either to minimize the error with respect
to a reference model or to limit undesirable high frequency response in the control
path. Specific adaption limits are enforced to preserve BC stability margins.

A number of papers report on the advantages of the AAC architecture in the
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FCS of SLS with respect to the three design objectives of (i) minimal adaptation,
(ii) improved performance, and (iii) loss of vehicle (LoV) prevention [51, 52, 54].
AAC stability has been extensively and exhaustively investigated by a number
of techniques [51, 55, 56]. In particular, a time-varying model of a typical first
stage pitch axis dynamics has been considered in [51] showing that the augmenting
controller is shown to retain stability and prevent the LoV experienced by the
system without adaptation, when significant corner cases are dealt with, such as the
situations of large aerodynamic instability in presence of strong wind disturbances, or
a significant reduction of the first bending mode frequency paired with an increment
of modal gain at the attitude angle sensor.

Performance of AAC architecture in a realistic model of SLS featuring a digital
three-axis autopilot with bending filters, a pseudo-optimal control allocation scheme,
and nonlinear observers for active in-flight disturbance compensation (DAC) has been
investigated in [52]. Results of frequency domain stability analyzes and dispersed
simulations of vehicle ascent flight show the advantages of gain modulation provided
by AAC in terms of envelope expansion and robustness enhancement. A number of
Monte Carlo analyses have been conducted in [54] using a rigorous and extensive
sampling process where dispersions are applied on mass properties, aerodynamic
and structural parameters, actuator dynamics, thrust misalignment, winds, and
sensor errors to demonstrate that the AAC algorithm meets the aforementioned
design goals. Also, AAC integration in the full SLS digital 3-axis autopilot, including
integration with the production flight software prototype, discussed in the same
paper, appears fully satisfying.

Stability assessment for this (adaptive) nonlinear control system has been ad-
dressed by using a combination of frequency-domain methods and high-fidelity Monte
Carlo simulations. Stability margins of SLS have been analyzed in the time domain
in [55] to verify the fidelity of the classical approach. An extensive and more exhaus-
tive analysis has been reported in [56]. There, the stability of AAC implemented
in the SLS control architecture featuring BC and DCA is investigated by several
techniques, including Lyapunov-based stability analysis, classical stability analysis
with gain modulation, generalized gain margins analysis, and time-domain stability
margin assessment and Monte Carlo simulations with expanded dispersion. Even in
this broader assessment perspective, which also led to some recommendations on
AAC parameter tuning, is it apparent that AAC performance objectives are met for
operations in off-nominal conditions. It is worth to mention that AAC algorithm
capability, robustness, and reproducibility, have been successfully demonstrated by
an in-flight test campaign on a piloted F/A-18 [57].



1.2 Research topics 9

In recent times, the application of the AAC architecture to the European VEGA
LV in the atmospheric flight phase has been investigated, with the main purpose
of improving FCS stability and performance robustness characteristics as well as
reducing the effort dedicated to the processes of pre-flight (re)tuning and validation.
In [38] the adaptive augmentation has been applied to a BC for pitch and yaw axes,
designed using the structured H∞ control technique. Again the AAC prevents LoVs
and improves BC performance, but the complexity of adaptive law tuning process
in the absence of a specific design methodology and analysis tools is remarked as a
drawback of the approach.

One may conclude that, although extended capabilities of AAC architecture over
flight-certified LV BCs have been demonstrated, a sound method for quantifying
the benefits of the nonlinear adaptive augmentation is still to be devised. It is also
apparent that selection of appropriate values of AAC parameters, where different
elements act concurrently and independently to modulate the multiplicative forward
gain [54], is far from trivial. In this respect, suitability of heuristic, trial-and-error
tuning procedures is debatable, as an assessment of expected improvement of baseline
FCS calls for extensive and time-consuming V&V activities, where stability and
performance targets and criteria are not clearly established.

As mentioned above, in addition to stability and performance, FCS must also
ensure that the bending modes related to the flexible structure of the LV are not
excited. The conventional approach for compensating bending mode instability
consists of placing notch filters in the feedback control loop so as to suppress
sensor signals in a selected range bending mode frequencies. This is a difficult task
because the characteristics of the bending modes, i.e. natural frequency and modal
participation terms, vary during the flight and their value is uncertain to some extent.
Moreover, the introduction of the bending filters generally results in degradation of
the rigid-body stability margins and performance.

Different synthesis approaches have been investigated in the last decade to
address the aforementioned notch filter implementation difficulties. The bending
filters of the NASA’s Ares-I launch vehicle are designed using a constrained numerical
optimization [58] providing minimal degradation to the rigid-body stability margins.
An integrated design optimization framework for gain scheduling and bending filters
is applied to the design of FCS of Korea Sounding Rocket III (KSR-III) [59]. The
objective of the optimization is to minimize the worst case peak of the open-loop
transfer function at the first bending mode frequency with constraints on the stability
margins during the ascent flight.

LV sensors contain signals at the bending mode frequencies in addition to those
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due to rigid body motion. In this respect, many studies deal with the use of adaptive
control to stabilize LV flexible dynamics, where different techniques are used to
identify the frequency of the bending modes from sensor output, and using this
information to set the notch filter center frequency. An in-depth analysis on the
tracking notch filter concept and its application to LV FCS is conducted in [60].
Gain and phase stabilization by means of an adaptive filter in order to stabilize the
first and second bending modes of a SI-B launch vehicle [61] are investigated, where
the frequency tracking system is based on the relative phase between the input and
the reference output of a tunable second order filter. This technique is also discussed
in [62], where different types of demodulators are applied to detect the phase shift.

Moreover, a practical adaptive notch filter using an H∞ bending frequency
estimator is proposed in [63] to remove the signal component due to the time-varying
structural mode of a missile from the rate sensor measurements. A model reference
adaptive method is proposed in [64], that relies on MIT rule, an adaptive law
developed in 1960 by the researchers of Massachusetts Institute of Technology (MIT)
[65, 66], to adjust on-line the center frequency of a discrete notch filter in order to
meet the actual frequency of the bending mode. Moreover, the study in [67] presents
an adaptive notch filter the design parameters of which are updated continuously
by an adaptation algorithm that uses the pitch rate sensor output to estimate the
unknown parameters of the filter, and precisely match the actual bending mode
frequency. To this end, the recursive least-squares (RLS) method [68] is adopted as
adaptation algorithm, which minimizes the weighted root-mean-square of the notch
filter output. The feasibility of the controller for the stabilization of a flexible LV is
demonstrated in [48] using a ground-based testbed, developed to model the varying
frequency of a flexible LV.

1.3 Research outline

The rationale for the present work stems from recognizing that adding an
adaptive controller on top of a BC can provide additional robustness to FCS of LVs
in the presence of significant parameter uncertainty, and a recovery capability from
unanticipated, severe off-nominal conditions.

Therefore, the main aim is to study adaptive control laws that can extend FCS
capabilities in order to: 1) improve performance and safety in terms of reference
trajectory error and aerodynamic load minimization despite wind disturbances; 2)
improve stability robustness against parameter uncertainties; 3) reduce the workload
in the activities of controller tuning and V&V before each flight.
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The specific research activities are listed as follows:

To study Adaptive Augmenting Control (AAC) in order to enhance the
system performance while keeping the classical LV control architecture. The aim is
to provide a critical and detailed assessment of the potential of the AAC techniques
for the implementation in the FCS of a LV of the same class of the European VEGA
launcher. Effectiveness of the AAC in increasing performance and robustness of
FCS in off-nominal conditions, that involve variations of rigid-body parameters and
bending-mode frequencies, is then investigated by means of numerical simulations
and using tools from linear system analysis.

To develop an optimal AAC parameter tuning methodology to fully exploit
the AAC potentiality. The objective is to reduce the issues and burden of manual,
trial-and-error procedures currently adopted for the design of AAC adaption law.
To this end, two methodologies for AAC parameter tuning are presented where a
robust design optimization (RDO) problem [69] is formulated, and the goal is to
maximize a statistical metric that describes FCS performance measured over a set of
representative simulations of LV flight. In more detail, the tuning procedures rely on
a genetic algorithm (GA) [70] and the Nelder-Mead simplex method [71] in order to
find the optimal adaptive law parameters that minimize attitude error and traversal
aerodynamic loads. In so doing, the occurrence of LoV events may be reduced [51].

To investigate Adaptive Notch Filter (ANF) techniques to improve the
FCS robustness to uncertainties on the flexible dynamics characteristics of LV. In
this respect, the use of adaptive bending mode filters to provide also phase-margin
adaptation appears promising in order to further improve FCS robustness. In more
detail, a pitch rate driven adaptive algorithm is used to adjust on-line the design
parametrs of an adaptive notch filter [67, 48] so that the centering frequency of
notch filter precisely matches the actual bending mode frequency. To this end, the
recursive least-squares (RLS) method [68] is adopted that minimizes the weighted
root mean square of the notch filter output in order to estimate the bending mode
frequency.

To develop an Extended AAC (EAAC) capable to exploiting the gain-
adaptation capabilities of the AAC combined with the phase-margin adaptation
provided by ANF so as to further improve FCS robustness. In particular, EAAC is
devised adding the AAC on the top of the typical PD controller featuring adaptive
bending mode filters.
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A combination of classical analyses in the frequency domain, simulations of
selected stressing cases, and Monte Carlo simulations for scenarios with scattering
of several model parameters are carried out for a detailed investigation of EAAC
performance.

1.4 Thesis summary

This section briefly describes the organization of this thesis.
Chapter 2 presents a mathematical model of the LV. First, a 6-DoF nonlinear

model is developed taking into account all physical aspects relevant for the attitude
control of LV during the atmospheric phase of flight (from lift-off to first stage
separation), such as the rigid-body dynamics, aerodynamic and propulsion forces,
the effects of elasticity, and the inertial coupling terms due to the nozzle rotation in
the TVC. Next, the linearized equations of motion are derived under the assumptions
of small-disturbances with respect to a trajectory reference frame. Moreover, the
TVC actuator dynamics and wind models are discussed.

In Chapter 3, the main elements of a classical BC featuring two proportional-
derivative (PD) components for attitude and translational motion control, plus notch
and low-pass filters to gain and phase stabilize the bending mode, are recalled. The
FCS robustness to the uncertainty on LV parameters is also investigated.

In Chapter 4, the main features of the AAC architecture are critically reviewed,
and a detailed investigation of opportunities and limitations when an AAC system
is adopted for LV attitude control in atmospheric flight is carried out. Moreover,
two effective tuning procedures, that involve the solution of the RDO problem, are
devised for the AAC parameters, while appropriate guidelines are provided for the
setup of spectral damper filters. Performances of FCS tuned according to the optimal
approaches are assessed.

Chapter 5 recalls the main features of the adaptive notch filter design and RLS
adaptive algorithm. The main difficulties related to this adaptive control problem
are investigated by applying them to simple problems. Development of the EAAC is
presented, that features the AAC and an RLS algorithm to adapt the notch filter of
BC to variations of the first bending mode frequency.

In Chapter 6, the results of the performance analysis of the BC augmented by
AAC and EAAC are presented and discussed with the objective of investigating and
comparing the effectiveness of the different control architectures. The performance
and robustness assessment is carried out using time-domain simulations of selected
stressing cases and Monte Carlo simulations for scenarios with scattering of several
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model parameters and/or wind disturbances.
Finally, the conclusions and major contributions of this study are presented in

Chapter 7.
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Chapter 2

Launch vehicle model

The launch vehicle model for the design of attitude controller must be compre-
hensive of all relevant features that are necessary to describe the LV behavior during
the atmospheric phase of flight, that goes from lift-off to first stage separation. The
main features of the model are

• Rigid-body translation and rotation

• Structural elastic dynamics modelled using rocket bending modes

• Inertial coupling effects due to nozzle rotation

• Aerodynamic and thrust force and moments

• TVC actuators dynamics

In what follows a complete derivation of the equations of motion is proposed,
based on the formulations presented in Greensite [9] and Garner [10]. First, the
6-DoF EOMs for rigid-body LV nonlinear model are presented and then, a linear
model with respect to the trajectory reference frame is derived to be used for FCS
development.

Usually, for the purpose of attitude control system design, the coupling between
pitch and yaw dynamics may be ignored because LV roll rate is typically small and,
moreover, the LV considered in this thesis is a rocket symmetric about the roll axis.
Therefore, single-axis, 3-degree of freedom (3-DoF) linear model can be used to
describe the motion of the LV. Consequently, the attitude control systems for the
yaw and pitch dynamics are frequently based on the same architecture. The derived
linear model allows using of traditional stability criteria borrowed from classical
control theory, such as phase-margin and gain-margin. Since the system is inherently
time-varying, the transfer functions are computed at successive time-points along the
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trajectory, and an assumption is made that stability can be assessed by considering
points on the trajectory where the parameters are varying “slowly enough” that they
may be assumed constant.

2.1 Reference frames

The different reference frames necessary for describing the mathematical model
of the LV, are recalled in this section.

Figure 2.1. Representation of earth-centered inertial reference frame (XE , YE , ZE), and
Launch base reference frame (XI , YI , ZI).

Earth-centered inertial reference frame

The not-rotating Earth-centered inertial frame SE with set of basis vectors XE ,
YE , ZE has its origin at the Earth center as illustrated in Fig. 2.1. The z-axis is
normal to the equatorial plane, coincides with the Earth rotation axis and points
to the North Pole. The x-axis lies in the equatorial plane pointing towards the
vernal equinox. The remaining axis y is in the equatorial plane and completes the
right-handed Cartesian system. Because the Earth’s orbital motion around the Sun
is negligible in the trajectory analysis of the LV, this frame is often considered as an
inertial reference frame.
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Launch base reference frame

The launch base reference frame SI ,with coordinates XI , YI , ZI shown in Fig. 2.1,
is taken with origin at the launch site, and with XI -axis directed along the local
vertical directed upward, ZI -axis pointed to north, and YI -axis pointed to east.
In this study, because of the Earth is regarded as flat and stationary in inertial
space, and any coordinate reference frame attached to the Earth is therefore an
inertial system, the launch base reference frame is considered as inertial frame. This
assumption is sufficiently accurate because the duration of the atmospheric phase of
rocket ascent trajectory is of the order of a few minutes, so that the effects of the
Earth rotation are negligible [9, 72]. In particular, it is remarkable to evaluate the
contribution of the Coriolis acceleration 2ωEV that is at most 5%g at first stage
separation, considering that the Earth rate of rotation is ωE = 7.27 × 10−5 and
that the typical maximum speed reached by a LV of the same size class as VEGA
at the end of the first stage is V = 2000− 3000 m/s. This term must therefore be
negligible.

Body-fixed reference frame

The body-fixed frame SB with basis vectors î, ĵ, k̂ is a right-hand coordinate
system, XB, YB, ZB fixed to the vehicle’s body as illustrated in Fig.2.2. Its origin is
the center of gravity, the î-axis is along the vehicle’s longitudinal axis, the ĵ-axis,
perpendicular to the k̂-axis points downward and the ĵ-axis points rightward.

Figure 2.2. Illustration of body-fixed reference frame (XB , YB , ZB).
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Trajectory reference frame

The trajectory reference frame St with basis vectors ît, ĵt, k̂t, Xt, Yt, Zt is a
right hand non-stationary frame that translates axially with the vehicle but remains
tangent to the ascent trajectory. The ît and the ĵt axes are, respectively, tangent
and normal to the nominal trajectory. k̂t completes the right-hand frame.

2.2 Nonlinear rigid-body model

The equations of motion (EOMs) are derived by applying the Newton’s laws
to the rigid body and the motion will be described with reference to an inertial
coordinate system SI , that is taken equal to the launch base reference frame, whereas,
the inertial coupling terms due to the engine nozzle motion are introduced in the
model according to the Euler-Lagrange equation [73]. Considering a mass element
of the launch vehicle, its velocity may be expressed in SI by

µ+ dρ

dt
= µ+ ω × ρ (2.1)

where µ is the velocity of the origin of SB expressed as

µ = ûi + v̂j + wk̂ (2.2)

The position vector ρ of the element of mass respect to the origin of SB is

ρ = x̂i + ŷj + zk̂ (2.3)

The angular velocity ω of SB is also expressed as

ω = p̂i + q̂j + rk̂ (2.4)

According to Ref. [9], the equations of motion are given in SB as

m
[δµ
δt

+ ω × µ
]

= Fgb + FTb + FAb + FNb (2.5)

Iω̇ + ω × Iω = MTb + MAb + MNb (2.6)

where δ
δt() denotes time derivative with respect to the body frame SB , the subscripts

in the right-hand side terms stay for gravity (g), thrust (T ), aerodynamics (A), and
nozzle inertial coupling effects (N), and m and I are mass and inertia tensor of the
LV, respectively. Moreover, the subscript (b) indicates that the force and moment
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components are in SB frame
Writing the EOMs in scalar form for the LV 6-DoF dynamics gives

m
(
u̇+ qw − rv

)
= Fxb

m
(
v̇ + ru− pw

)
= Fyb

m
(
ẇ + pv − qu

)
= Fzb

(2.7)

(2.8)

(2.9)

where
Fxb = Fgxb + FTxb + FAxb + FNxb

Fyb = Fgyb + FTyb + FAyb + FNyb

Fzb = Fgzb + FTzb + FAzb + FNzb

(2.10)

(2.11)

(2.12)

and

Ixxṗ− Ixy(q̇ − pr)− Ixz(ṙ + pq) + Iyz(r2 − q2) + (Izz − Iyy)qr = Mxb

Iyy q̇ − Ixy(ṗ+ qr)− Iyz(ṙ + pq) + Ixz(p2 − r2) + (Ixx − Izz)pr = Myb

Izz ṙ − Ixz(ṗ− qr)− Iyz(q̇ + pr) + Ixz(q2 − p2) + (Iyy − Ixx)pq = Mzb

(2.13)

(2.14)

(2.15)

where
Mxb = Mgxb

+MTxb
+MAxb

+MNxb

Myb = Mgyb
+MTyb

+MAyb
+MNyb

Mzb = Mgzb
+MTzb

+MAzb
+MNzb

(2.16)

(2.17)

(2.18)

2.2.1 Euler angles

The orientation of the LV is given relative to the launch base reference frame
SI by three Euler angles ψ, θ and φ. In this manner the yaw, pitch and roll angles
describes LV attitude with respect to the initial position at the launch pad, because
LV is first taken to be oriented so that the body frame axis are parallel to those of
SI frame (see Fig. 2.3). Therefore, the Euler angles are defined as follow

• rotate SB about the ZI axis by angle ψ (yaw angle) in the positive direction1

• then rotate about the new direction of Y ′ axis by an angle θ (pitch angle) in
the positive direction

• finally, rotate about the X ′′ (i.e. XB) axis by an angle φ (roll angle) in the
positive direction.

1Positive direction is determined by the right-hand rule.
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Figure 2.3. LV orientation respect to the SI frame.

According to Ref. [74], the Euler angles are determined using the following set of
differential equations


φ̇

θ̇

ψ̇

 = R−1


p

q

r

 (2.19)

where

R =


1 0 − sin θ
0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ

 (2.20)
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2.2.2 Force and moments

(a) Pitch plane (b) Yaw plane

Figure 2.4. Sketch of forces acting on LV: (a) pitch plane, (b) yaw plane.

In this section we derive the force and moment terms in equations (2.7) - (2.15).
The forces acting on the launch vehicle are shown in Fig. 2.4 for, pitch (Fig. 2.4(a))
and yaw (Fig. 2.4(b)) planes.

Weight

The weight force is applied in the center of gravity (c.g.) with components in SB

Fgxb = −mg(cos θ cosψ)

Fgyb = −mg(sinφ sin θ cosψ − cosψ sinψ)

Fgzb = −mg(cosφ sin θ cosψ + sinφ sinψ)

(2.21)

(2.22)

(2.23)
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Thrust

The thrust due to the rocket engines is one of the major forces acting on the LV
during the flight, and it can be considered applied to the nozzle hinge, as shown in
Fig. 2.4. Thrust is composed of the sustained thrust Ts, directed along the vehicle
longitudinal axis, and the control (swivelled) thrust Tc, that realizes the thrust vector
control (TVC) by means of which the LV is controlled. In particular, a reference
frame SN (with basis vectors XN , YN , ZN ) can be defined rigidly attached to nozzle,
with origin in the nozzle hinge and XN directed along the nozzle symmetry axis. YN
and ZN are chosen to be parallel with YB and ZB, respectively, when the control
angles βy and βz are zero. Being Tc aligned with XN , the thrust control force in the
body frame SB is

FTB = LBNFTN = LBN


Tc

0
0

 (2.24)

where LBN is the transformation matrix from SN to SB, that is

LBN =


cos (βy) cos (βz) − sin (βy) − sin (βz) cos (βy)
sin (βy) cos (βz) cos (βy) − sin (βy) sin (βz)

sin (βz) 0 cos (βz)

 (2.25)

Thus, the force components of thrust force in SB are

FTxb = Ts + Tc cosβy cosβz
FTyb = Tc cosβz sin βy

FTzb = Tc sin βz

(2.26)

(2.27)

(2.28)

Moreover, the moments due to the thrust are

MTB = rC × FTB (2.29)

where rC =
[
−lc 0 0

]
is the control arm, that is, the distance between the nozzle

hinge and c.g. and depends on time. The moment components are

MTxb
= 0

MTyb
= lc Tc sin βz

MTzb
= −lc Tc cosβz sin βy

(2.30)

(2.31)

(2.32)
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For a LV in the boost phase of flight, Ts and Tc are function of time.

Aerodynamics

The aerodynamic force and moment components for missiles and space launch
vehicles are obtained both experimentally and analytically via body axes [9] and,
using quasi-steady-state aerodynamic theory, they are expressed in usual manner as
follows

FAxb = −D = −1
2ρV

2SCD

FAyb = −C = −1
2ρV

2SCC

FAzb = −N = −1
2ρV

2SCN

(2.33)

(2.34)

(2.35)

MAxb
= 0

MAyb
= −1

2ρV
2SlαCN

MAzb
= −1

2ρV
2SlβCC

(2.36)

(2.37)

(2.38)

where S is the reference area, lα and lβ are the aerodynamic moment arms that
is, the distance between c.g. and center of pressure (c.p.) and V is the flight speed
expressed as

V = [u2 + v2 + w2]1/2 (2.39)

It is further assumed that, due to the symmetry of the LV, no aerodynamic roll
moment is presents and pitch MAy and yaw MAz moments are expressed in terms
of normal CN and side CC coefficients.

The C coefficients in Eqs. (2.33) through (2.38) are, generally, function of
variables α, β, α̇, β̇, p, q, r. Furthermore, for LV having little or no lifting surfaces,
the damping effects of the velocity variable are negligible, and only the dependence
from α and β is taken into account. Therefore, it is assumed that the C function are
expanded in a Taylor series about some steady-state condition, the C coefficients are

CD = CD0 + CDαα+ CDββ

CC = CC0 + CCββ

CN = CN0 + CNαα

(2.40)

(2.41)

(2.42)

(2.43)

where the subscript (0) represents the value in the steady state while CCβ and CNα
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correspond to the usual stability derivatives. According to Ref. [9], because of a
symmetric LV is considered, CC0 and CN0 are zero, and, moreover, the aerodynamic
drag CD it is not dependent of α and β. However, CD0 , CCβ and CNα are function
of the Mach number.

Fanally, the aerodynamic forces and moments are

FAxb = −D = −1
2ρV

2SCD0

FAyb = −C = −Cββ = −1
2ρV

2SCCββ

FAzb = −N = −Nαα = −1
2ρV

2SCNαα

(2.44)

(2.45)

(2.46)

MAxb
= 0

MAyb
= −Nlα = −Nαlαα = −1

2ρV
2SlαCNαα

MAzb
= −Clβ = −Cβlββ = −1

2ρV
2SlβCCββ

(2.47)

(2.48)

(2.49)

Moreover, the aerodynamic angles are defined as α and β, that are, respectively,
the angle of attack and sideslip angle expressed as

α = tan−1 w

u

β = sin−1 v

V

(2.50)

(2.51)

Nozzle inertia

The effect of the nozzle mass rotation on LV dynamics is developed from first
principles by using the derivation presented in [73]. Figure 2.5 shows the relevant
elements of the LV configuration, where the total LV, rotating and translating with
respect to SI , is modeled as two interacting subsystems, that is, the base body B,
to which SB frame is rigidly attached and a nozzle that is considered a rigid body.
The base body itself is assumed to be a rigid body of mass mV with an inertial
tensor IV about SB, located with position rV with respect to SB. In the nozzle is
embedded the gimbal frame SN , the motion of which with respect to SB is described
by the angular rate ωN . The nozzle has mass mN and inertial tensor IN about SN
origin, and it is located at displacement rN with respect to SN . The origin of SN is
displaced from the origin of SB by the vector rC .

As discussed in sec. 2.2 the total LV motion is described by its translational
position, ρ, its translational velocity, µ, and its angular rate ω, and it is assumed
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Figure 2.5. Total LV configuration geometry.

that the origin of the body frame corresponds to the location of the total LV c.g..
Remember that, an arbitrary vector uI in SI can be expressed in SB by means of
the following relation

uB = LBIu
I (2.52)

where LBI is the matrix of direction cosines that transforms a vector from SI to SB .
Hereafter, the superscript B is omitted for clarity. It is assumed that the variation
of the intertial tensor IN with respect to angular displacement is negligible for small
rotations. Therefore, if SB and SN are normally aligned,

IN = LBNI
N
NLNB ≈ INN (2.53)

Boltzmann-Hamel Equations Because we are interested in describing the cou-
pling between the nozzle and LV dynamics, the motion of the total LV must be
taken into account. The effects due to the nozzle rotation can be determined from
generalized momenta of the total LV by using a modified form of Lagrange’s equa-
tions. Consider the Lagrange’s equations in the classical form for an unconstrained
system, that are

d

dt

(
∂L
∂κ̇i

)
− ∂L
∂κi

= Qi (2.54)

where L = T − V , T and V are kinetic and potential energy, respectively, κi is each
holonomic generalized coordinate and Qi is the generalized force associated with
that coordinate. According to [73, 9], for this special class of system, we have that
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∂T
∂κi

= 0 and that there are no position depend-terms. Therefore, Eq. (2.54) can be
rewritten in vector form as

d

dt

(
∇κ̇T

)
= Q (2.55)

Note that, if LV and nozzle coordinates of motion are described with respect to
the body frame SB having a nonzero translation and angular velocity with respect to
SI , the Lagrange’s equations can not be applied directly, since a subset of the motion
coordinates are non-holonomic coordinates. However, without loss of generality, a
state vector of true velocity can be defined as

κ̇ = Cu = C

µ
ω

 (2.56)

where, the holonomic velocities are given by the kinematic integral of the non-
holonomic or quasi-velocities u, and C is a kinetic transformation LBI that expresses
the velocity u in SI . Introducing the transformed coordinates into Eq. (2.55), one
can find

C
d

dt

(
∇uT

)
+ Ċ∇uT = Qu (2.57)

Recall that C relates an inertial to a rotating frame and is always orthonormal,
so CTC = I and its time derivative Ċ = Cω×, so Eq. (2.57) can be written as

d

dt

(
∇uT

)
+ ω ×∇uT = CTQu (2.58)

The expression (2.58) is a simplified vector form of the Boltzmann-Hamel equa-
tions, or Lagrange’s equations in quasi-coordinates [75].

Therefore, in order to apply the Eq. (2.58), define first the total LV kinetic energy
T , expressed in terms of the translational and angular velocities of the SB frame,
augmented by the energy of the nozzle resulting from its local velocity with respect
to SB. Thus, T is given by the sum of the contributions of the base vehicle and
nozzle, such that

T = T V + T N (2.59)

The velocity of the LV base body in the inertial frame is

Vv = µ+ ω × rV (2.60)

composed by the velocity of the reference frame and velocity due to the rotation of
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SB. Likewise, the nozzle velocity is

VN = µ+ ω × (rC + rN ) + ωN × rN (2.61)

where the additional angular velocity due to nozzle rotation with respect to SB is
taken into account. The elements of Eq. (2.59) can be expressed as

T V = 1
2mV (µ+ ω × rV )2

T N = 1
2mV (µ+ ω × (rC + rN ) + ωN × rN )2

(2.62)

(2.63)

where the operator (.)2 is the appropriate transpose-inner-product operator. Using
the kinetic energies, the generalized momenta with respect to rigid body translation
can be calculated to be

∇µT V = mV (µ+ ω × rV )

∇µT N = mN (µ+ ω × (rC + rN ) + ωN × rN )

(2.64)

(2.65)

Therefore, the total generalized momentum is

∇µT = (mV +mN )µ− (mV rV +mN (rC + rN ))× ω −mNrN × ωN (2.66)

Note that if mv +mN = m and, because we have assumed that the origin of SB
is at c.g. of the total vehicle,

mV rV +mN (rC + rN ) = 0 (2.67)

and therefore, the total linear momentum of the total LV is

∇µT = mµ−mNrN × ωN (2.68)

The last term in Eq. (2.68) is the components in momentum due to angular velocity
of nozzle and it is the lateral effect of TWD inertial coupling.

Moreover, the generalized momentum with respect to the angular velocity ω is
found to have the components
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∇ωT V = mV rV × µ+mV rV × ω × rV

∇ωT N = mN (rC + rN )× µ+mN (rC + rN )× ω × (rC + rN )

+mN (rC + rN )× ωN × rN

(2.69)

(2.70)

Employing also the identity

miri × ω × ri = Iiω i = V,N (2.71)

and again assuming that the origin of SB is the c.g., the resultant simplifications
yield

∇ωTV = IV × ω

∇ωTN = IN × ω +mN (rC + rN )× ωN × rN

(2.72)

(2.73)

Finally, the nozzle momentum can be expanded such that

∇ωTN = INω − rC ×mNrN × ωN +mNrN × ωN × rN (2.74)

Note that the last term is the nozzle inertia about the gimbal pivot point, thus
Eq. (2.74) can be rewritten as

∇ωTN = INω + (IN − rC ×mNrN×)ωN (2.75)

Then, being IV + IN = I the total LV inertia, the total angular momentum with
respect to SB is

∇ωT = Iω + (IN − rC ×mNrN×)ωN (2.76)

Similarly to translational case, the last term in Eq. (2.76) is the angular effect of
TWD.

Finally, the effect of the nozzle rotation in terms of generalized forces and
moments can be computed directly from the generalized momenta terms due to
TWD in Eqs. (2.68) (2.76) and the application of the Boltzmann-Hamel equations
(see Eq. (2.58)), resulting to be

FN = −mNrN × ω̇N + ω × (−mNrN × ωN )

MN = (IN − rC ×mNrN×)ω̇N + ω × (IN − rC ×mNrN×)ωN

(2.77)

(2.78)

The force and moment components in scalar form are obtained using the expres-
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sions relative to the SB for the arms rC and rN ,

rC =


−lc
0
0

 rN =


−lN cos (βy) cos (βz)
−lN sin (βy) cos (βz)
−lN sin (βz)

 (2.79)

for the nozzle angular rate ωN and its derivative ω̇N ,

ωN =


− sin (βy)β̇z
cos (βy)β̇z
−β̇y

 (2.80)

ω̇N =


− sin (βy)β̈z − cos (βy)β̇yβ̇z
− sin (βy)β̇yβ̇z + cos (βy)β̈z

−β̈y

 (2.81)

and assuming that the inertia of the nozzle IN is diagonal matrix as follows

IN =


INx 0 0
0 INy 0
0 0 INz

 (2.82)

Therefore, the components of force and moment in body frame SB due to the
nozzle displacement are

FNxb =mN lN (q cos (βz)β̇z + r sin (βy) sin (βz)β̇z
− r cos (βy) cos (βz)β̇y) +mN (−lN (− sin (βy)β̇yβ̇z
+ cos (βy)β̈z) sin (βz)− lN sin (βy) cos (βz)β̈y)

FNyb =−mN lN (p cos (βz)β̇z + r sin (βy) cos (βz)β̇y
+ r sin (βz) cos (βy)β̇z) +mN (−lN (sin (βy)β̈z
+ cos (βy)β̇yβ̇z) sin (βz) + lN cos (βy) cos (βz)β̈y)

FNzb =mN lN (− sin (βy) sin (βz)β̇z + cos (βy) cos (βz)β̇y)p

+mN lN (sin (βy) cos (βz)β̇y
+ sin (βz) cos (βy)β̇z)q +mN lN cos (βz)β̈z

(2.83)

(2.84)

(2.85)
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MNxb
=INx(− sin (βy)β̈z − cos (βy)β̇yβ̇z)

+ (−INz β̇y −mN lN lc(− sin (βy) sin (βz)β̇z
+ cos (βy) cos (βz)β̇y))q

− (INy cos (βy)β̇z +mN lN lc cos (βz)β̇z)r

MNyb
=− INxr sin (βy)β̇z + INy(− sin (βy)β̇yβ̇z + cos (βy)β̈z)

+mN lN lc cos (βz)β̈z
− (−INz β̇y −mN lN lc(− sin (βy) sin (βz)β̇z
+ cos (βy) cos (βz)β̇y))p

MNzb
=INxq sin (βy)β̇z − INz β̈y
−mN lc(−lN (sin (βy)β̈z + cos (βy)β̇yβ̇z) sin (βz)

+ lN cos (βy) cos (βz)β̈y)

+ (INy cos (βy)β̇z +mN lN lc cos (βz)β̇z)p

(2.86)

(2.87)

(2.88)

2.2.3 Complete nonlinear equations

In collecting and summarizing the results obtained thus far, the nonlinear equation
of motion describing the LV dynamics during the ascent flight can be readily written
in scalar form as follows

m
(
u̇+ qw − rv

)
=Ts + Tc cosβy cosβz −

1
2ρV

2SCD0

+mN lN [(q cos (βz) + r sin (βy) sin (βz))β̇z
− r cos (βy) cos (βz)β̇y + sin (βy) sin (βz)β̇yβ̇z
− cos (βy) sin (βz)β̈z − sin (βy) cos (βz)β̈y]

m
(
v̇ + ru− pw

)
=Tc cosβz sin βy −

1
2ρV

2SCCββ

−mN lN [(p cos (βz) + r sin (βz) cos (βy))β̇z
+ r sin (βy) cos (βz)β̇y − cos (βy) sin (βz)β̇yβ̇z
− sin (βy) sin (βz)β̈z + cos (βy) cos (βz)β̈y]

m
(
ẇ + pv − qu

)
=Tc sin βz −

1
2ρV

2SCNαα

+mN lN [(− sin (βy) sin (βz)β̇z + cos (βy) cos (βz)β̇y)p

+ (sin (βy) cos (βz)β̇y + sin (βz) cos (βy)β̇z)q

+ cos (βz)β̈z]

(2.89)

(2.90)

(2.91)
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Ixxṗ− Ixy(q̇ − pr)−Ixz(ṙ + pq) + Iyz(r2 − q2) + (Izz − Iyy)qr =

INx(− sin (βy)β̈z − cos (βy)β̇yβ̇z)

+ (−INz β̇y −mN lN lc(− sin (βy) sin (βz)β̇z
+ cos (βy) cos (βz)β̇y))q

− (INy cos (βy)β̇z +mN lN lc cos (βz)β̇z)r

Iyy q̇ − Ixy(ṗ+ qr)−Iyz(ṙ + pq) + Ixz(p2 − r2) + (Ixx − Izz)pr =

lc Tc sin βz −
1
2ρV

2SlαCNαα

− INxr sin (βy)β̇z + INy(− sin (βy)β̇yβ̇z + cos (βy)β̈z)

+mN lN lc cos (βz)β̈z
− (−INz β̇y −mN lN lc(− sin (βy) sin (βz)β̇z
+ cos (βy) cos (βz)β̇y))p

Izz ṙ − Ixz(ṗ− qr)−Iyz(q̇ + pr) + Ixz(q2 − p2) + (Iyy − Ixx)pq =

− lc Tc cosβz sin βy −
1
2ρV

2SlβCCββ

INxq sin (βy)β̇z − INz β̈y
−mN lc(−lN (sin (βy)β̈z + cos (βy)β̇yβ̇z) sin (βz)

+ lN cos (βy) cos (βz)β̈y)

+ (INy cos (βy)β̇z +mN lN lc cos (βz)β̇z)p

(2.92)

(2.93)

(2.94)
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2.3 Linear rigid-body model

Figure 2.6. Sketch of trajectory St and SB body frame.

In this section, the LV linearized model is devised in St, following the approach of
Garner [10] with the purpose of deriving model suitable for the study of LV attitude
control system, where perturbations of motion and attitude variables with respect
to the reference trajectory are dealt with.

In this respect, the EOMs are written for a not-rotating Earth with respect to a
not-stationary trajectory frame St that translates axially with the vehicle and rotates
so as to remain tangent to the ascent reference trajectory (Fig. 2.6). The pitch
θt and yaw ψt define the direction of LV longitudinal axis in the trajectory frame
and Yt, Zt are the lateral deviations of the LV c.g. with respect to the reference
trajectory.

Moreover, because the LV model considered in this thesis represents a symmetric
LV configuration about the roll axis, the off-diagonal values in the moment of inertia
tensor and the vehicle roll rate are assumed small, the couplings between pitch
and yaw dynamics are ruled out, and a single rotational degree of freedom may be
associated to either pitch or yaw motion. Therefore, in what follows, the model is
developed for the simplified 3-DoF motion in the pitch plane, and the yaw plane
equations are obtained by proceeding in the same way.
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Figure 2.7. Pitch plane LV geometry.

Figure 2.7 shows a sketch of the LV in the pitch plane, whereas, Figure 2.8 shows
the schematic representation of the LV with pertinent reference frames, the external
forces and motion variables. In particular, we see the body frame SB , the trajectory
frame St and the launch base frame SI . The angles θ and θc are also shown in
Fig. 2.8, where θc is the attitude commanded by the pitch program of the guidance
system and θ is the attitude of the vehicle respect to the local vertical at launch pad.
The angle θc is obtained from the reference trajectory and represents the reference
input to the FCS, while θt = θ − θc is the deviation from the desired direction Xt,
and V is the instantaneous velocity of the vehicle relative to Earth. Moreover, γ is
the angle between the velocity vector and Xt direction, and ψver is the angle between
the local vertical at a instant of flight time and the local vertical at a launch pad.

For a gravity turn trajectory the commanded pitch rate θ̇c is adjusted to cancel
the component of gravitational acceleration normal to V. In this case, for a reference
condition, V is in the Xt direction and the angle γ is zero.

Given the velocity V

V = V cos (γ)̂it + V sin (γ)k̂t (2.95)
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Figure 2.8. Sketch of LV model in the pitch plane.

the acceleration is expressed as

A = DV
dt

= V̇ cos (γ)̂it − V sin (γ)γ̇ ît + V cos (γ) d̂it
dt

+ V̇ sin (γ)k̂t + V cos (γ)γ̇k̂t + V sin (γ)dk̂t
dt

(2.96)

The frame St has angular velocity

ω = θ̇ĉjt (2.97)
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so that
d̂it
dt

= ω × ît = θ̇ĉjt × ît = −θ̇ck̂t

dk̂t
dt

= ω × k̂t = θ̇ĉjt × k̂t = θ̇ĉit

(2.98)

(2.99)

and the acceleration in Eq. (2.96) becomes

A =
[
V̇ cos (γ)− V sin (γ)γ̇ + V sin (γ)θ̇c

]̂
it

+
[
V̇ sin (γ) + V cos (γ)γ̇ − V cos (γ)θ̇c

]
k̂t

(2.100)

By observing that

Ẍt = d

dt

(
Ẋt

)
= V̇ cos (γ)− V sin (γ)γ̇ = d

dt
[V cos (γ)]

Z̈t = d

dt

(
Żt
)

= V̇ sin (γ) + V cos (γ)γ̇ = d

dt
[V sin (γ)]

(2.101)

(2.102)

Eq. (2.100) can be written as

A =
[
Ẍt + V sin (γ)θ̇c

]̂
it +

[
Z̈t − V cos (γ)θ̇c

]
k̂t (2.103)

The EOM’s, written in scalar form in St, are

m
(
Ẍt + V sin (γ)θ̇c

)
= Fgxt + FTxt + FAxt + FNxt

m
(
Z̈t − V cos (γ)θ̇c

)
= Fgzt + FTzt + FAzt + FNzt

Iyy θ̈t = MTyt
+MAyt

+MNyt

(2.104)

(2.105)

(2.106)

where the subscript t indicates that the force and moment components are in St
frame.

Since only the short-period mode is taken into consideration, the DoF along Xt

is eliminated by allowing the origin of the coordinate system to move with velocity V
and acceleration Ẍt, because its effects on vehicle stability are considered negligible
[10, 72]. We can therefore obtain an approximate system of equations in the form

mZ̈t = FTzt + FAzt + FNzt +mV cos (γ)θ̇c −mg sin (θc − ψver)

Iyy θ̈t = MTyt
+MAyt

+MNyt

(2.107)

(2.108)

In Eq (2.107) the last two terms account for the difference between the centrifugal
and gravitational acceleration. Most trajectory are shaped such that the vehicle flies
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a gravity turn trajectory. For this condition, also called zero lift and zero angle of
attack trajectory, the LV velocity V is aligned with the Xt direction (γ is zero) and
pitch rate θ̇c is commanded such that

θ̇c = g sin θc
V

(2.109)

Finally, considering that the angle ψver is negligible during the entire boost
phase of flight, thus ψver � θc, the two last terms of Eq. (2.107) are zero, and
the equations that describe the lateral and rotational motion with respect to the
reference trajectory become

mZ̈t = FTzt + FAzt + FNzt

Iyy θ̈t = MTyt
+MAyt

+MNyt

(2.110)

(2.111)

2.3.1 Small-disturbance theory and reference state assumptions

In order to study the stability of the attitude motion, Eqs. (2.110) and (2.111),
are linearized using the small-disturbance theory. To this end, we assume that
the state variable are expressed as the sum of a reference state value identified by
subscript 0 and a perturbation component with prefix ∆ as follows

Z̈t = Z̈t0 + ∆z̈t Żt = Żt0 + ∆żt Zt = Zt0 + ∆zt
θ̈t = θ̈t0 + ∆θ̈t θ̇t = θ̇t0 + ∆θ̇t θt = θt0 + ∆θt
βz = βz0 + ∆βz α = α0 + ∆α

The reference flight condition is specified using the so-called "time slice" approach
which is standard practice in launcher control design [11, 10, 8], where time-varying
mass and inertial properties are "frozen" over a short period of time. Moreover, the
EOMs are linearized about different time point along the ascent trajectory, which,
as said, is shaped such that the vehicle flies a gravity turn path. In this flight
condition the LV longitudinal axis and V are aligned with the Xt direction, and,
consequently, Z̈t0 , Żt0 , Zt0 , θ̈t0 , θ̇t0 , θt0 , α0 are zero and βz0 is a small quantity that
may be considered zero [9]. Thus, one has

cos θt = cos (θt0 + ∆θt) ≈ cos (θt0)−∆θt sin (θt0) = 1

sin θt = sin (θt0 + ∆θt) ≈ sin (θt0) + ∆θt cos (θt0) = ∆θt

Introducing the small-diturbance notation into Eqs. (2.110) and (2.111), and
incorporating the reference flight condition assumption noted above, the following
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linear equations are obtained

m∆z̈t = FTzt0 + ∆FTzt + FAzt0 + ∆FAzt + FNzt0 + ∆FNzt
Iyy∆θ̈t = MTyt0 + ∆MTyt

+MAyt0 + ∆MAyt
+MNyt0 + ∆MNyt

(2.112)

(2.113)

Finally, eliminating the reference state terms, that is, the reference forces and
moments from Eqs. (2.112) and (2.113), that become

m∆z̈t = ∆FTzt + ∆FAzt + ∆FNzt
Iyy∆θ̈t = ∆MTyt

+ ∆MAyt
+ ∆MNyt

(2.114)

(2.115)

2.3.2 Force and moments

In this section the expressions of force and moment presented in section 2.2.2
are expressed with respect to the trajectory axes and linearized by using the small-
perturbance theory, that assumes all the perturbation components and their deriva-
tives to be small, so that their squares and products are negligible compared to
first-order quantities.

Thrust

The thrust force and moment components are

FTzt = −(Ts + Tc cosβz) sin θt + Tc sin βz cos θt
MTyt

= Tc0 sin (βz)lc

(2.116)

(2.117)

Therefore, performing the linearization, force and moment perturbation compo-
nents of the thrust are

∆FTzt = −(Ts0 + Tc0)∆θt + Tc0∆βz
∆MTyt

= Tc0 lc∆βz

(2.118)

(2.119)

Aerodynamics

The aerodynamic force and moment components are expressed as

FAzt = D sin (θt)−N cos (θt)

MAyt
= Nlα

(2.120)

(2.121)
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thus, the linearized perturbation expressions are

∆FAzt = D0∆θt −∆N

∆MAyt
= ∆Nlα

(2.122)

(2.123)

where N and D are normal and drag forces in SB , discussed already in section 2.2.2,
being D = D0 + o(α2) and N = Nαα. Therefore, it is

∆N = Nα∆α (2.124)

In order to completely define the aerodynamic forces, it is necessary to define
the perturbed angle of attack with respect to the trajectory frame. Therefore,
considering Eq. 2.50 and recalling that in reference flight condition α0 = 0, the
perturbed angle of attack is

α = w

U0
(2.125)

Then, using the relation between the body axis velocity components and the trajectory
axis velocity

u = Ẋt cos θt − Żt sin θt
w = Ẋt sin θt + Żt cos θt

(2.126)

(2.127)

that, assuming u = U0 + ∆u and w = W0 + ∆w, in linear form are

U0 + ∆u = Ẋt0 + ∆ẋt → U0 = Ẋt0

∆w = Ẋt0∆θt + ∆żt

(2.128)

(2.129)

Finally, recalling that in reference condition Ẋt0 = V0 and using Eqs. (2.128) and
(2.129) in Eq. (2.125), the perturbed angle of attack is

∆α = V0∆θt + ∆żt
V0

= ∆θt + ∆żt
V0

(2.130)

A more accurate formulation also takes into account the aerodynamic damping in
the form lα∆θ̇t [9], and when a lateral wind is considered, Eq. (2.130) is rewritten as

∆α = θt + ∆żt
V0
− lα∆θ̇t

V0
− αw (2.131)

where αw = vw/V0 is the wind-induced angle of attack and vw the wind velocity.
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Nozzle inertia

The planar linearized force and moment components due to the inertial effect of
nozzle rotation are obtained linearized the Eq. (2.85) and (2.87) resulting to be

∆FNzt =−mN lN (−∆βy∆βz∆β̇z + ∆β̇y)(p0 + ∆p)

+mN lN (∆βy∆β̇y + ∆βz∆β̇z)(q0 + ∆q) +mN lN∆β̈z

∆MNzt
=− INx(r0 + ∆r)∆βy∆β̇z + INy(∆βy∆β̇y∆β̇z + ∆β̈z)

mN lN lc∆β̇z − (−INz∆β̇y −mN lN lc(∆βy∆β̇z + ∆β̇y))(p0 + ∆p)

(2.132)

(2.133)

where it is assumed that βy0 and βz0 are zero. Neglecting the higher order terms,
the above equations becomes,

∆FNzt = mN lN∆β̈z +mN lNp0∆β̇y
∆MNzt

= (INy +mN lclN )∆β̈z + p0(INz +mN lclN )∆β̇y

(2.134)

(2.135)

where the second terms in the Eqs. (2.134) and (2.135) are coupling effects between
yaw and pitch due to the roll motion. These terms can be neglected because the
roll rate is typically controlled, and it is small during the ascent flight. Finally,
introducing the latter simplification, the linear effects of the nozzle rotation are

∆FNzt = mN lN∆β̈z
∆MNzt

= (INy +mN lclN )∆β̈z

(2.136)

(2.137)

2.3.3 Linear equations collected

LV governing equations in linear form are obtained from Eqs (2.112) and (2.115)
incorporating force and moment expressions reported in section 2.3.2, as

m∆z̈t = −(Ts0 + Tc0)∆θt + Tc0∆βz +D0∆θt −Nα∆α+mN lN∆β̈z
Iyy∆θ̈t = Tc0 lc∆βz +Nαlα∆α+ (INy +mN lclN )∆β̈z

(2.138)

(2.139)

Finally, using Eq. (2.131) for the angle of attack, one obtains

∆z̈t =D0 − (Ts0 + Tc0)−Nα

m
∆θt −

Nα

mV0
∆żt + Nαlα

mV0
∆θ̇t

+ Tc0

m
∆βz + mN lN

m
∆β̈z + Nα

m
αw

(2.140)
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∆θ̈t =Nαlα
Iyy

(∆θt + ∆żt
V0
− lα∆θ̇t

V0
− αw) + Tc0 lc

Iyy
∆βz

+
INy +mN lclN

Iyy
∆β̈z

(2.141)

2.4 Flexible body dynamics

Figure 2.9. Sketch of relevant variables and parameters for the model of elastic DoFs.

In order to complete the vehicle model, the elastic DoFs are described, and to
this end, the modal decomposition method [9] is exploited.

LV is assumed to be quasi-rigid, where free-free normal flexible modes are
superimposed as small vibrations about the rigid body states. The bending modes are
decoupled from the rigid motion and are exited by engine thrust and nozzle rotation
inertial effect, whereas the aerodynamic effects are neglected. The latter assumptions
are coherent when the class of LV having relatively constant cross-section over their
length, with not major aerodynamic surfaces (fins, wing, etc.), and controlled by
TVC with a nozzle located at the base of the rocket are considered [11, 54, 76, 77].
In particular, the aerodynamic forces, due to an elastic modal deflection, are low
relative to the elastic forces and its effect is usually important only during the time of
high dynamic pressure and can be ignored during the other flight times. A detailed
review of the subject is contained in [78].

Relevant variables describing flexible dynamics are recalled in Fig. 2.9, where
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a simple sketch of the deflected shape of the LV is reported, showing the elastic
deflection ξ(η, t), the longitudinal coordinate of the nozzle ηG, and the thrust control
force Tc.

The elastic deflection at any point along the vehicle in SB is given by

ξ(η, t) =
∞∑
i=1

Φi(η)qi(t) (2.142)

where η is the abscissa along the LV longitudinal axis (xB), Φi(η) is the normalized
mass ith mode shape in the pitch plane, and qi(t) is the generalized coordinate of ith

mode. The motion of each bending mode is approximated by a second-order system
as follows

q̈i + 2ζiωiq̇i + ω2
i qi = Qi (2.143)

where ωi and ζi are the natural frequency and damping ratio of ith bending mode,
respectively, and Qi is the generalized force associated with the ith mode given by

Qi =
∫ L

0

(∑
FzbΦi(η) +

∑
Mzbσi(η)

)
dη (2.144)

where Fzb andMzb are the force and moment components due to aerodynamic, thrust
and nozzle inertia, already discussed in Section 2.2.2. Being the local rotation σi

σi = −dΦi

dη

Qi depends on the moments and normal forces acting on the vehicle. According
to [8, 34] the ith bending mode is exited primary by engine thrust and nozzle rotation.
Therefore, Qi is expressed, in linear form, as

Qi =
∫ L

0

[
(−Tc∆βz −mN lN∆β̈z)Φi(η) + (IN∆β̈z)σi(η)

]
dη

= (−Tc∆βz −mN lN∆β̈z)Φi(ηG) + (IN∆β̈z)σi(ηG)
(2.145)

2.5 State-space model

A LV linear model suitable for the goal of this study is defined taking into
account the rigid-body pitch axis rotational (Eq. (2.141)) and lateral drift dynamics
(Eq. (2.140)) with respect to vehicle reference trajectory, together with contributions
of first bending mode (Eq. (2.143)), whereas aerodynamic damping and tail-wags-dog
(TWD) effects are neglected. The latter assumptions are coherent with the level of
accuracy of the model and somewhat conservative, as TWD effects, that usually
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occur at frequency between the first and second bending mode would be slightly
stabilizing for the present LV configuration. Also, aerodynamic damping terms
would influence the stability of elastic mode higher than first, while the effects on
the rigid modes of the controlled LV are negligible [11].

Therefore, the equations of motion in linear form are

θ̈ = Nαlα
Iyy

θ + Nαlα
IyyV

ż + Tclc
Iyy

β − Nαlα
Iyy

αw

z̈ = D − Tt −Nα

m
θ − Nα

mV
ż + Tc

m
β + Nα

m
αw

q̈ + 2ζBMωBM q̇ + ω2
BMq = −φ̂TV CTcβ

α = θ + ż

V
− αw

(2.146)

(2.147)

(2.148)

(2.149)

where, eliminating the prefix “∆” for the perturbed component of state variable, and
subscripts “t” and “0” hereafter, for the sake of simplicity, z and ż are, respectively,
drift and drift rate of center of mass along the normal axis of the trajectory frame,
θ is the perturbed pitch angle, q is the generalized coordinate of the first elastic
mode. In the same manner, eliminating the subscript "z", β is the nozzle angle.
Furthermore, ωBM , ζBM and φ̂TV C are, respectively, first bending mode natural
frequency, damping ratio and displacement component over generalized mass at
TVC location.

In order to write the LV dynamics in state-space form

ẋ = Ax + Bu, y = Cx + Du (2.150)

the state vector, including rigid body and flex states, is defined as

x = [θ θ̇ z ż q q̇] (2.151)
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and the governing equations are written as


ż

z̈

θ̇

θ̈

q̇

q̈


=



0 1 0 0 0 0
0 − Nα

mV
D−Tt−Nα

m 0 0 0
0 0 0 1 0 0
0 Nαlα

Iyy
/V Nαlα

Iyy
0 0 0

0 0 0 0 0 1
0 0 0 0 −ωBM 2 −2ζBMωBM





z

ż

θ

θ̇

q

q̇



+



0
Tc
m

0
Tclc
Iyy

0
−φ̂TV CTc


β +



0
Nα
m

0
−Nαlα

Iyy

0
0


αw

(2.152)

According to typical notation for LV dynamic models [20], the following parame-
ters are defined

A6 = Nαlα
Iyy

K1 = Tclc
Iyy

a1 = − Nα

mV
a3 = Tc

m
a4 = −(Tt −D)

m
(2.153)

where A6 and K1 are dubbed, respectively, aerodynamic and control moment coeffi-
cient.

The output vector y =
[
θINS θ̇INS zINS żINS

]T
, related to sensor measure-

ments, where the contribution of flexible motion at sensor location is summed to
that of rigid motion, is expressed as

y =


θINS

θ̇INS

zINS

żINS

 =


0 0 1 0 σINS 0
0 0 0 1 0 σINS

1 0 0 0 −φINS 0
0 1 0 0 0 −φINS





z

ż

θ

θ̇

q

q̇


(2.154)

where φINS and σINS represent, respectively, bending mode displacement and
rotation components at the location of inertial navigation system (INS).
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2.6 TVC actuators dynamics

The actuator dynamic model features two serially connected transfer functions,
representing a second order model and a pure delay. The time delay τ = 20 ms, due to
hardware processing times, is modelled through a second order Padé approximation,
as ḋ

d̈

 =

 0 1
− 12
τ2 − 6

τ

d
ḋ

+

 0
− 12
τ2

βc (2.155)

βĉ = ḋ+ βc (2.156)

where βc and βĉ are respectively, the TVC command and the same signal with delay.
The transfer function of the TVC dynamics is

WTV C(s) = β

βĉ
= ω2

TV C

s2 + 2ζTV CωTV Cs+ ω2
TV C

(2.157)

where ζTV C and ωTV C are damping ration and natural frequency, the values of which
are reported in Table 2.1.

The actuation chain model is completed by saturations that bound the gimbal
angle and angular rate to ±6 deg and 10 deg/s respectively.

2.7 Wind models

In this study, two different wind models are adopted for the synthesis and
verification of the the flight control systems.

Deterministic Gust generator

A synthetic step-like wind gust has been specifically designed for stressing the
system This wind profile, graphically depicted in Fig. 2.10(a), is represented by a
piecewise continuous function of time:

• 0-45 s: a parabolic profile with magnitude varying between [0, 2.5] m/s

• 45-50 s: a linear profile with magnitude varying between [2.5, -30] m/s

• 50-100 s: an exponential profile with magnitude varying between [-30, 0] m/s

vw(t) =


Va
(
t
ta

)2
for 0 ≤ t < ta

(Vb − Va) t−tatb−ta + Va for ta ≤ t ≤ tb

Vbe
t−tb
tf−tb

log 0.1
|Vb| for tb < t ≤ tf

(2.158)
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where the coefficients are specified as tf = 100 s, ta = 70 s, tb = 75 s, Va = 5 m s−1,
Vb = −30 m s−1.

Stochastic Gust generator

In order to stress and validate the flight control systems, a random wind distur-
bance is generated according to the most recent NASA guidelines [79], in the same
fashion as in previous works dealing with atmospheric rocket attitude control [36, 76].
The wind is made of an altitude-dependent steady-state profile with shear envelope
vwp(h) defined in Eq. (2.159) together with a stochastic wind gust vw(s, h). The
envelope (blue line in Figure 2.10(b)) is characterized for the first 20 Km of altitude
(Hf = 20000 m) by a constant gust amplitude A = 14 m/s, an exponential leading
edge (Hl = 2000 m) and a 1-cosine shape trailing edge (Hu = 2500 m).

vwp(h) =


10A[( h

Hl
)0.9 − 0.9 h

Hl
] for 0 ≤ h < Hl

A for Hl ≤ h ≤ Hf −Hu

A
2 [1− cos( π

Hu
(h−Hf ))] for Hf −Hu < h ≤ Hf

(2.159)

The stochastic wind velocity component vw is modeled by coloring white noise nw
through a Dryden filter with the following transfer function

Gw(s, h) = vw(s, h)
nw(s) =

√
2
π
V (h)−vwp(h)

L(h) σ2(h)

s+ V (h)−vwp(h)
L(h)

(2.160)

where L(h) and σ(h) are the turbulence length scale and the standard deviation
versus altitude h and their values are given in tabular form in [79].
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(a) Deterministic step-like wind gust profile.

(b) Stochastic wind gust profile.

Figure 2.10. wind model

Figure 2.10(b) shows the estimated wind encountered in the VEGA VV05
mission (green line) and a few random samples of the stochastic gust (gray lines).
Figure 2.10(b) visually confirms that a set of 100 samples are able to cover the
estimated wind encountered in the VEGA VV05 mission (green line), similarly to
what was done in [36, 76].
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2.8 Time domain simulation model

The performance assessment of LV FCS is conducted by means of time-varying
planar model of the atmospheric phase of flight. The vehicle dynamics are derived
from a linear perturbation model that includes rigid and flexible dynamics, equations
of which are presented in Sec. 2.5, and the TVC actuator dynamics reported in
Sec. 2.6. In most instances, the presented time-varying linear model is sufficiently
accurate to capture all relevant effects for attitude control design overcome difficulties
encountered in using a model with many complex subsystems having nonlinear
dynamics [8, 51]. In order to describe the perturbed motion about the reference
trajectory of the LV all along the time span of ascent flight, the time-varying model
is realized by varying the linear model parameters with time using scheduled look-up
table.

The reference LV model, considered in this study, is representative of a medium-
size vehicle (lift-off mass 120.000 kg) of the same payload class as VEGA and the
detailed description of which can be found in Ref. [9].

0 20 40 60 80 100 120 140

0

0.5

1

1.5

2

2.5

3

3.5

0

5

10

15

20

25

30

Figure 2.11. Aerodynamic and control moment coefficients, and bending mode natural
frequency vs. flight time.

Variations of principal LV parameters, that is, A6, K1 and ωBM , as functions
of flight time are shown in Figure 2.11 for a representative ascent trajectory from
launch pod through an altitude of 60 km. The complete set of model data at the
maximum dynamic pressure (max-Q) condition (t = 72 s) is reported in Table 2.12.

2The LV model is freely available on GitHub https://github.com/AlessandroZavoli/Rocket-
Attitude-Dynamics for FCS performance evaluation and benchmarking.
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Table 2.1. LV model parameters at t = 72 s (max-Q condition).

Unit Value
m kg 7.38× 104

lα m 10.39
lc m 9.84
Iyy kg m2 3.28× 106

V m/s 937.70
Alt m 15, 143
Tc N 1.52× 106

Tt −D N 1.71× 106

Nα N/rad 1.07× 106

A6 1/s2 3.3818
K1 1/s2 4.5647
a1 1/s2 −0.0154
a3 1/s2 20.6090
a4 1/s2 −27.2710
ωBM rad/s 18.9
ζBM - 0.005
φINS - 0.8
σINS rad/m 0.178
φ̂TV C 1/kg 4.31× 10−5

ωTV C rad/s 70
ζTV C - 0.7
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Chapter 3

Baseline controller

3.1 Statement of the LV control problem

A prerequisite to the design of LV autopilot is the determination of mission profile,
reference trajectory, and overall vehicle configuration. This task is accomplished by
the guidance function that defines the reference trajectory in terms of position and
velocity of the vehicle and thrust vector orientation. Usually, the guidance commands
are suitably translated into pitch and yaw (or pitch and yaw rates) commands whose
purpose is to orient the vehicle in a prescribed direction. Thus, the launch vehicle
guidance system provides the pitch and yaw commands as reference input of the
FCS.

Unlike traditional approaches to the design of the FCS, where the study of
short-period dynamics may be carried out independently of the guidance problem,
the two topics cannot be dealt with separately [11] when attitude control of a LV is
taken into consideration. Attitude control has a significant influence on trajectory
dispersion, because it is required to minimize trajectory deviations in terms of
attitude error and lateral drift, and also to minimize the angle of attack in order to
guarantee the structural integrity of the vehicle. Therefore, FCS design is conducted
with multiple objectives, the first of which is to stabilize the short-period motion
due to the fact that the LV is aerodynamically unstable and highly flexible.

In general, the principal tasks of the FCS are to achieve

• Stability with respect to

– aerodynamic instability of vehicle

– high flexibility

• Performance in terms of
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– aerodynamic load minimization

– trajectory error minimization

• Robustness provided for

– model parameter uncertainties

– anticipated exogenous wind disturbances.

As aforementioned, LVs are usually aerodynamically unstable because the location
of the aerodynamic center of pressure is forward of the vehicle center of gravity
position. Hence, in order to provide adequate short-period stability, traditional FCS
architectures control attitude angle and rate using proportional and derivative (PD)
actions, as reported in Refs. [11, 34, 20, 10].

Further issues are caused by vehicle flexibility, particularly when bending mode
and control frequencies are of the same order of magnitude. This problem arises
because structural bending modes may be excited by control actions required for
maneuvering and, without some form of compensation, resonance would amplify
bending mode oscillations. According to conventional methods for stabilizing the
bending modes, notch and low-pass filters are placed in the feedback loop. The
problem is complicated by the fact that passive filtering may reduce gain and phase
margins of the short-period control loop.

After stabilizing the short-period dynamics of the vehicle, it is necessary to
examine the influence of the FCS on aerodynamic loads and trajectory tracking.
Angle of attack variations due to winds gusts (especially in regions of high dynamic
pressure) must be limited, to avoid loss of control. Angle of attack must also be
controlled in order to limit aerodynamic moments. In this respect, a load relief
feature is included in the control system, whose effect is to turn the vehicle into the
wind direction to reduce the angle of attack, which may lead to attitude deviations
as well as translational effects with respect to the reference trajectory.

The widely adopted control strategy, presented in the well-known monograph by
Greensite [11, 62], to satisfy the two conflicting requirements adds an angle of attack
feedback, that allows to manage angle of attack and lateral drift rate. Another
control architecture with the same aim is presented in study on FCS for VEGA
LV [20], based a PD controller on lateral drift. It is realized by placing proportional
actions on the lateral drift and lateral drift rate measurements provided by an INS,
that is able to maintain the launcher on the reference trajectory as well as to improve
the wind gust response. The latter architecture is used in this study to design the
attitude control system, that will be referenced as baseline controller (BC) in what
follows.
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3.2 Baseline controller

KPθ

KDθ̇

KPZ

KDŻ

+ HX(s) HN(s)

θ

θ̇

Z

Ż

βc

Figure 3.1. BC architecture.

As mentioned above, the goal of the FCS is to stabilize LV attitude motion,
maintain the programmed trajectory and reject external disturbances, by acting on
TVC nozzle deflections. The architecture of proposed BC is shown in Fig. 3.1 and
features the classical PD components for attitude and lateral dynamics, plus filters
to phase-stabilize and attenuate the bending modes [11, 10]. In more details, the
controller includes

• a PD element on pitch angle θ channel with gains KPθ and KDθ

• a PD element on lateral displacement z (gain KPz) and drift velocity ż (gain
KDz), to maintain the launcher on the reference flight path and improve the
response to wind gusts

• a second-order, non-minimum phase low-pass filter HX to phase-stabilize the
first bending mode

• a notch filter HN to attenuate the bending-mode magnitude.

The controller is fed by the output vector y =
[
θINS θ̇INS zINS żINS

]T
(see

Sec. 2.5), and the corresponding control law is described in the frequency domain as

KBC(s) = [KPθ KDθ KPz KDz ]HX(s)HN (s) (3.1)
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Table 3.1 shows a classical set of requirements for robust stability, in terms of
stability margins, for the VEGA launcher [76], that, as said, is in the same weight
class of LV model considered in this thesis (see Sec 2.8).

Table 3.1. FCS stability requirements.

Rigid-Body margins Flexible-body margins

Aero GM Rigid DM Rigid GM Flex GM Flex DM

≥ 6 dB ≥ 100 ms ≤ −6 dB ≤ −3 dB ≥ 50 ms

Table 3.2. FCS performance requirements.

Requirements Metrics Bounds

Aerodynamic load Qα < Qα safety envelope
Lateral drift zmax < 500 m
Lateral rate drift żmax < 15 m/s
TVC angle deflection βmax < 6 deg

In order to better understand the robust stability requirements is needed to
analyze the system in frequency domain through Nichols plot. To this end, the open-
loop system (controller, TVC actuator dynamic and LV model) is re-arranged and
broken at the controller output in order to reduce the system to a SISO configuration.
The Nichols plot of the open-loop frequency response at t = 72 s is shown in Fig. 3.2.
The frequency response presents two groups of stability margins defined for each
crossing frequency around the critical instability points. The first one includes
low-frequency margins (frequency below 8.4 rad/s), namely Aero gain margin (GM),
Rigid GM, and Rigid phase margin (PM), that are associated to the rigid-body
dynamics (RB). The group of high-frequency margins (frequency above 8.4 rad/s),
that is, Flex GM and Flex PM, refer to the bending mode (BM). The hump of
the curve between the critical points confirms the bending mode attenuation and
phase-stabilization realized by the filters. Phase Margin (PM) requirements are
commonly expressed in terms of Delay Margin (DM), defined as DM = PM/ω0dB,
where ω0dB is the crossover frequency of the open loop system.

Performance requirements in Table 3.2 are verified through time-domain simula-
tions by using the LTV model presented in Sec. 2.8. One of the requirements that
must be met by FCS in atmospheric flight is to limit the structural loads within
a given envelope defined on the flight time. This load requirement is expressed as
Qα, which is the product of the dynamic pressure Q and the angle of attack α. It
is apparent that Qα is sensitive to wind disturbances and, therefore, the control
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Figure 3.2. Nichols plot of open-loop response at t = 72 s.

law must be particularly robust against moderate and strong wind gusts at different
altitudes. Furthermore, since the guidance is open-loop, the FCS must limit the
lateral drift with respect to reference trajectory (z) and drift rate (ż). It is also
important to limit the actuation effort in order to avoid TVC servo saturation.

FCS synthesis is conducted in several phases. First, a controller that achieves
adequate short-period stability and performance is developed. Then, the bending
mode stabilization is dealt with by designing compensator filters that provide
appropriate gain and phase stabilization. Finally, the BC is completed by introducing
the lateral drift and drift rate control.

As said above, in order to manage LV parameter variations over flight time, the
BC synthesis process described above is to be repeated at specific design points
along the reference trajectory. Therefore, controller gains and filter parameters are
scheduled based on suitable variable, such as time or non-gravitational velocity. The
scheduling time grid must be dense in order to obtain BC effective in managing the
relevant variations of LV dynamical characteristics during the flight.

In what follows, the steps in BC synthesis are discussed with reference to the
maximum dynamic pressure condition at t = 72 s.

3.2.1 Short-period stabilization

First requirement of FCS on LV stabilization is satisfied by means a PD controller
on the attitude feedback channel, the design of which is conducted by considering
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the rotational dynamics of the LV, obtained from the Eq. 2.146 having neglected
lateral, TVC and bending mode dynamics [34], as

θ̈ = A6θ +K1β (3.2)

with transfer function relating θ to β as follows

θ

β
= G(s) = K1

s2 −A6
(3.3)

The system poles are of ±
√
A6, with A6 positive when the a.c. location is forward

of the c.g., so that a root is in the right-half s-plane as shown in Fig. 3.3.

Figure 3.3. Location of rotational dynamics poles.

In order to stabilize the system, PD controller is used

K(s) = KPθ +KDθs (3.4)

and Fig. 3.4 shows the root locus when the PD controller is applied to the open-loop
transfer function of Eq. (3.3). The zero introduced by the derivative component
of PD controller attracts the pole with positive real part in the left-half of s-plane,
achieving positive stability.

Suitable values of KPθ and KDθ , so as to satisfy the stability margin requirements,
are obtained by enforcing the following conditions

i) 6 dB gain margin at low frequency



3.2 Baseline controller 54

Figure 3.4. Root locus of the open loop system K(s)G(s) for positive variations of KPθ
.

ii) 30 deg phase margin at high frequency

for the open-loop transfer function of the controlled system

K(s)G(s) = K1(KDθs+KPθ)
s2 −A6

(3.5)

In particular, by imposing a 6 dB margin at low frequency (ω → 0) we have

K(jω)G(jω) = K1(KDθjω +KPθ)
−ω2 −A6

= 2 (3.6)

so that KPθ is given by

KPθ = 2A6
K1

(3.7)

The KDθ is obtained when a 30 deg phase-margin is specified as

K(jω)G(jω) = K1(KDθjω +KPθ)
−ω2 −A6

= cos (30◦) + j sin (30◦) = (−0.86 + 0.5j)

(3.8)
and therefore

K1(KDθjω +KPθ)
−ω2 −A6

= (−0.86 + 0.5j) (3.9)

The next step consist in equating the real parts of the right- and left-hand side
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of Eq. (3.9) as follows

K1KPθ = −0.866(−ω2 −A6) (3.10)

By substituting Eq. (3.7) into Eq. (3.10), ω is obtained as

ω =
√

1.3A6 (3.11)

Finally, by equating the imaginary part of the right- and left-hand side of Eq. (3.9)
and using Eq. (3.11), one obtains

K1KDθω = 0.5(−ω2 −A6) (3.12)

KDθ =
√
A6
K1

(3.13)

Equations (3.7) and (3.13) are based on parameters A6 and K1, allowing to
mechanize the synthesis procedure for all the design point throughout the reference
trajectory. The Nichols plot of the uncontrolled LV short-period dynamics G(s) and
the controlled system K(s)G(s) at t = 72 s in Fig. 3.5, shows that the action of K(s)
is to move upward and in right side the open-loop response curve of the system G(s)
providing the required 6 dB gain margin and 30 deg phase margin.
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Figure 3.5. Nichols plots of LV short period open loop G(s) (red line) and the controlled
K(s)G(s) (blue line) dynamics.
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TVC actuator dynamics

At this point, the TVC actuator dynamic (see Sec. 2.6) must be taken into
account. Since it maybe in the bandpass of the first bending mode and therefore has
significant effects on their stability properties. Being the TVC frequency response a
second-order low-pass filter with the additional phase-shift due to computational
delay time, its effect is to add a phase-lag and magnitude attenuation at intermediate
and high frequencies. The TVC actuator dynamics are often
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Figure 3.6. Nichols plots of the open-loop responses of controlled short period dynamics
K(s)G(s) with (red line) and without (blue line) TVC actuator dynamics.

The Nichols plots of Fig. 3.6 shows the effect of the TVC actuator dynamics on
system phase. Note that the Rigid PM decreases with respect to the system without
the TVC, while the Aero GM margin is marginally affected.

3.2.2 Bending mode stabilization

Bending mode stabilization is the most distinctive and difficult problem encoun-
tered in designing LV attitude control, because the bending mode properties are
not known with great precision, and they vary with flight time. In particular, when
there is not an adequate separation in frequency between bending and rigid-body
modes, it is increasingly more difficult to ensure satisfying rigid-body response and,
at the same time, stabilize the elastic dynamics.

The INS sensor measures both angle and rate of the elastic body and, in turn,
feeds these signals back into the control loop. This usually causes degradation of
the control system stability and may even drive the system to instability.
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Since the bending mode is excited by TVC nozzle rotation, the transfer function
of rigid body and flexible dynamics is

θ(s)
β(s) = G(s) +Gflex(s) (3.14)

where Gflex(s) is obtained from Eq. (2.148)

Gflex(s) = −φ̂TV CTc
s2 + 2ζBMωBMs+ ω2

BM

(3.15)

The Bode plot of the open-loop response of the uncontrolled LV when both
rigid and flexible dynamics are considered is shown in Fig. 3.7(a) of different time
steps during the flight. Resonant peaks are apparent at high frequency due to the
bending mode dynamics, the magnitude and frequency of which increase as flight
time increases. Figure 3.7(b) shows that the complex poles associated to the bending
mode dynamics move away from the real axis. Therefore, as the flight time increases
the bending mode exhibit a faster and more oscillatory behavior. At the same time,
the real poles associated to rigid body translate towards faster dynamics and then
return towards the real axis exhibiting slower dynamics at the end phase of flight.
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(b) System roots location

Figure 3.7. LV short-period and bending mode dynamics as functions of time.

Figure 3.8 shows the root locus of the LV system at the maximum dynamic
pressure condition, comprehensive of rigid and flexible dynamics and featuring the
PD controller on the pitch angle presented in Eq. (3.4). The bending mode dynamics
introduces an additional pole-zero pair in the open-loop system. It is apparent in
Fig. 3.8 that the PD controller is not able to stabilize the system and, in particular,
the poles of bending mode move in the right-half of the complex plane as KPθ

increases. The location of the roots shown in Figure 3.8 is typical of LV having
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attitude sensor located on the nose of the vehicle [11].

Figure 3.8. Root locus of the controlled LV model, including short-period and bending
mode dynamics for positive variations of KPθ

.

Considering the instability due to the first bending mode, some type of compensa-
tion is necessary to stabilize the system. To this end, the conventional approach relies
on the implementation of second-order structural filters for appropriate gain-phase
stabilization of flexible modes, as for instance, low-pass and notch filters. In this
study, low-pass and notch filters are designed according to the guidelines provided
by Wie [80].

Phase stabilization

Phase stabilization provides the desired gain and phase characteristics at the
specified frequency. A phase-stabilized bending mode is one that has a finite phase
margin. To this end a non-minimum phase, second-order, low-pass filter

HX(s) = s2 − 2ζzωzs+ ω2
z

s2 + 2ζpωps+ ω2
p

(3.16)

is considered. Pole and zero locations are specified so that they share the same
natural frequency (ωz = ωp = 1.3ωBM ) with ζp > ζz, and the values ζp = 0.5 and
ζz = 0.2 have been selected in order to provide the desired phase shift.

In the present control problem, phase stabilization is realized when the phase
of the first bending mode is near 0 deg (in general between −180 and 180 deg).
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The reason is apparent from Fig. 3.9, where the Nichols plot of open-loop response
of the rigid-body (blue line) and bending mode dynamics (red line) of the model
controlled by PD (Fig. 3.9(a)), and PD and low-pass filter (Fig. 3.9(b)) are shown.
The low-pass filter phase-stabilizes the system by shifting the phase of the open-loop
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(a) Unstable system
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(b) Phase stabilized system

Figure 3.9. Phase stabilization of the LV model at t = 72 s.

response curve relative to the flexible dynamics to the left of critical point [0dB, 180
deg]. Even though the open-loop response is stable (the critical point is encircled
clockwise), Fig. 3.9(b) shows that the bending mode magnitude is too high so that
attenuation is required. As consequence, a notch filter is introduced in order to
gain-stabilize the bending mode.

Gain stabilization

Notch filtering suppresses unwanted signal in the control loop, ensuring that the
specific mode is not to be destabilized by feedback control. Moreover, provides gain
stabilization, reducing control loop gain at the desired frequency so as to obtain
stability regardless of phase uncertainties. According to [80], the notch filter is
realized in the form

Hnotch(s) = s2 + 2ζNωNs+ ω2
N

s2 + 2ζDωDs+ ω2
D

(3.17)

for ωN = ωD = ωBM . The notch filter is designed to have the zeros near the
undesirable, light-damped poles of the system, in order to achieve an approximate
cancellation, and the poles placed so as to increase the damping of the system.
Therefore, the parameters ζN and ζD, with ζN < ζD, specify bandwidth and peak
level of filter attenuation. The frequency response is reported in the Bode plot of
Fig. 3.10 for different values of the damping ratio ζD.

The provided attenuation of the filter is obtained at ωN = ωD = ωBM as
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Figure 3.10. Bode plot of a notch filter for different values of ζD.

Knotch = 20 log10

(
ζN
ζD

)
(3.18)

As reported in [77], in order to deal with the uncertainty of the bending mode
frequency, the notch filter is realized by three cascaded second-order filters centered,
respectively, at the nominal bending mode frequency ωBM , and at the minimum
and maximum expected dispersed frequencies of the bending mode due to modelling
uncertainties (ωBM and ωBM ). The overall transfer function is

HN (s) = s2 + 2ζNωBMs+ ω2
BM

s2 + 2ζDωBMs+ ω2
BM

· s
2 + 2ζNωBMs+ ω2

BM

s2 + 2ζDωBMs+ ω2
BM

· s
2 + 2ζNωBMs+ ω2

BM

s2 + 2ζDωBMs+ ω2
BM

(3.19)

where ωBM is the (nominal) bending mode frequency and, considering an uncertainty
of ωBM ± 10%, it is ωBM = 0.9ωBM and ωBM = 1.1ωBM , and we set ζN = 0.02
and ζD = 0.1. The frequency response of HN (s) is shown in Fig. 3.11. In conclusion,
using of cascaded notch filters provides bending mode peak attenuation into a
specific bandwidth defined to accommodate the frequency uncertainty (Fig. 3.11(a)).
Moreover, as shown in Fig 3.11(b), it also provides additional phase stabilization,
that increases the Flex-PM relative to the banding mode.

Finally, bending mode stabilization is achieved by the series connection of low-
pass filter and notch filter, as follows

HF (s) = Hx(s)HN (s) (3.20)
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Figure 3.11. Bode plot of a the cascaded notch filters HN (s).

The bending filter HF (s) acts on the output of the PD controller eliminating the
frequency content in the signal that may excite the bending mode. Finally, the
resulting Nichols plot of the controlled system with the bending mode filter HF (s)
is shown in Fig 3.12, where the attenuation of the flexible dynamics with respect to
the system featuring the low-pass filter (Fig 3.9(b)) only is clearly visible.
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Figure 3.12. Nichols plots of the LV dynamics, including rigid (blue line), flexible (red
line) and TVC actuator dynamics, featuring the bending mode filters HF (s).
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3.2.3 Drift control

The PD controller discussed above, is able to meet the stability requirements
illustrated in Table 3.1. However, the FCS is also required to meet the performance
specification reported in Table 3.2. In particular, the FCS should limit aerodynamic
load, lateral drift and drift rate, that are primary due to the wind disturbances. The
reduction of the aerodynamic load for LV is achieved by minimizing the angle of
attack, the aerodynamic load Qα being expressed as,

Qα = Q(θ + ż

V
− αw) (3.21)

It is apparent that, the so-called load minimum condition [81], that is, angle of
attack variations are minimized, can be obtained by using a θ feedback controller.
According to [11], since the fundamental time constant of the lateral drift dynamics is
much greater than that associated to the attitude dynamics, an appropriate selection
of Kθ may be obtained by analyzing the so called quasi steady-state form of the
rigid body equation wherein the first and high order derivatives in θ are set equal
to zero. Therefore, considering the rigid-body attitude dynamics (Eq. (2.146)) and
using Eq. (2.153), one has

θ̈ = A6α+K1β (3.22)

By substituting the PD control law for β(s)

β(s) = −(KPθ +KDθs)θ(s) (3.23)

the following transfer function for θ results

θ(s) = A6
s2 +K1KDθs+ (K1KPθ −A6)

(
żss
V
− αw

)
(3.24)

where żss is the drift rate value at steady-state. Finally, setting the first and second
derivative of θ to zero gives

θss = A6
(K1KPθ −A6)

(
żss
V
− αw

)
(3.25)

By substituting Eq. (3.25) in Eq. (2.149) the steady-state value of α is obtained

αss = K1KPθ

(K1KPθ −A6)

(
żss
V
− αw

)
(3.26)

It is apparent that the load minimum condition (αss = 0) is achieved for KPθ = 0.
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This solution is not feasible because the system becomes unstable. In this respect,
to accomplish the tasks of limiting the aerodynamic load and the lateral drift with
respect to the reference trajectory, an additional feedback on drift z and drift rate ż
is introduced, so as to obtain the control low already presented (Eq. (3.1)), that is
here recalled for the sake of clarity,

KBC(s) = [KPθ KDθ KPz KDz ]HX(s)HN (s)

where, as said, KPz and KDz are the control gain for the feedback on z and ż,
respectively.

It is worth to recall that, even thought the proportional control on θ has an
effect on the angle of attack, it is difficult to select a KPθ value able to satisfy the
stability requirements as well as to limit the variation of the angle of attack and,
consequently, the aerodynamic load. Therefore, using Eqs. (3.7) and Eqs. (3.13),
only minor adjustments of KPθ and KDθ obtained are required in order to obtain
adequate robustness with respect to lateral dynamics, that are neglected in the
selection procedure of KPθ and KDθ discussed in Sec. 3.2.1. Moreover, small values
for KPz and KDz provide a satisfying way for reducing lateral drift and aerodynamic
loads without degrading the attitude tracking performance. Note also that using
large values of KPz and KDz leads the system to instability.
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Figure 3.13. Nichols plot of the LV model at t = 72 s, including rigid and flexible body
and TVC actuator dynamics, controlled by the BC.

The Nichols plot of the system featuring the controller of Eq. (3.1) is shown in
Fig. 3.13, where three sections of the open-loop response curve are visible, that is,
the low-frequency section relative to the lateral drift controlled dynamics (green



3.2 Baseline controller 64

line), the attitude dynamics (blue line), and the high-frequency dynamics relative to
the bending mode stabilized using the filter HF (s) (red line).

3.2.4 Gain scheduling

As discussed in Section 2.5, most of the LV parameters are dependent on time;
mass and inertial properties, aerodynamics coefficients, bending mode frequency and
thrust vary rapidly during the flight.

A suitable strategy to manage the parameter variations and guarantee the
appropriate stability margin and performance during the atmospheric phase, is
the Gain Scheduling (GS) of the control law [20, 18]. GS approach consists in
decomposing the LV control problem into a number of linear designs performed along
the flight envelope at a number of operational points so as to obtain a scheduled
global controller by interpolating design points. In this study, the PD control gains
are synthesized with a time step of 10 s along the trajectory, and linearly interpolated
as functions of flight time (Fig. 3.14).

The main drawback of the GS methodology is that the stability and performance
robustness are not guaranteed between the design points [18]. This problem is
generally overcome by analyzing the linear stability of the system using a finer grid
of analysis points and also by an extensive time-domain simulation analysis.
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Figure 3.14. PD controller gains versus time.



3.3 Results 65

3.3 Results

In this section, the BC stability and performance are assessed via classical linear
stability analysis and time-domain simulations. The simulations are carried out
using the linear time-varying model presented in Sec. 2.8, from launch through
an altitude of 60 km (t = 140 s) in situations where the LV undergoes the Dryden
wind disturbances discussed in Sec. 2.7. The analysis is conducted both in nominal
condition, and taking into account the effects of parameter uncertainties.

3.3.1 Performance in nominal conditions

In nominal conditions system stability requires to have all the closed-loop poles
on the left side of the complex plane, which can be easily assessed in the frequency
domain through Nichols plot. In this respect, the Nichols plots of open-loop responses
at time steps of 10 s from t = 10 to 140 s in Fig. 3.15, show that the LV featuring
the BC developed in this chapter, is stable throughout the flight.
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Figure 3.15. Nichols plots at design points.

The levels of stability are analyzed through classical metrics, such as gain and
phase margins at different crossing frequencies, as outlined in Sec. 3.2. The margins
evaluated in the time range from 10 s to 140 s are shown in Fig. 3.16 together with
the design requirements (red lines) of Table 3.1. Figure 3.16(a) shows that the
rigid-body gain margin (Aero GM and Rigid GM) meet the robustness requirement
reported in Table 3.1, although with narrower stability margins when aerodynamic
loads become more intense. BC is able to meet the specification on the rigid phase
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Figure 3.16. Classical stability margins as functions of flight time.

margin, as shown in Fig 3.16(b), reported in terms of delay margin to match the
requirement formulation (Table 3.1). Moreover, flexible-body dynamics is effectively
stabilized by BC and the robustness requirements are met as it is apparent from
Fig 3.16(c). The delay margins relative to the flexible dynamics not reported are
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equal to ∞.

3.3.2 Performance in off-nominal conditions

In LV FCS design the analysis of the effect of parameter uncertainties on BC
stability and performance is of great interest. In fact, LV model is inherently
uncertain and parametric uncertainty may determine significant variations in the
behavior of the model.

Each uncertain parameter p is represented using a multiplicative model as follows

p = pNOM (1 + pr∆) ∆ ∈ [−1, 1] (3.27)

where pNOM is the nominal value and pr is the uncertainty range.
As said above, parameter uncertainties may have a significant effect on the

stability of the controlled system, that is assessed using classical indicators (e.g. gain
and phase stability margin) and tools such as Nichols plots. In this respect, in what
follows an analysis is conducted by varying only some parameters that have a major
impact on the system behavior, that is, the so-called aerodynamic parameter A6,
the controllability parameter K1, and the first bending-mode frequency ωBM .

(a) A6 (b) K1

Figure 3.17. Nichols plots of the open-loop response for perturbed values A6 and K1 at
t = 72 s.

Figure 3.17 shows the of Nichols plots of the open-loop linear model at t = 72 s
(high dynamic pressure region) for A6 and K1 uncertainties in the range ±35%.
It is apparent in Fig. 3.17(a), that the increase on A6 determines a reduction of
stability as Nichols plot shifts in the direction of the stability point and the Aero
GM is reduced. Conversely, Fig. 3.17(b) shows that the Aero GM is degraded as K1

decreases. Therefore, variations on A6 and K1 have opposite effects on the stability
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at low-frequency. Nevertheless, this is an expected result as, in fact, the ratio A6/K1

is a critical factor for LV control, because the first requirement of attitude control
is that there exist sufficient control capability to limit aerodynamic loads, that is,
K1β > A6α. Consequently, as the ratio A6/K1 increases, control capability of the
TVC is reduced, and the allowable TVC nozzle deflection must be greater to balance
the aerodynamic moment.

Figure 3.18. Effects on stability of combined variations of A6 and K1.

In this respect, the worst case for the rigid body stability is identified when K1 is
reduced and A6 is increased as shown in Fig. 3.18, where the Nichols plots obtained
for different combination of A6 and K1 uncertainties in the range ±35% are traced
in gray. The red line represents the frequency response for variations of +35% on
A6 and -35% on K1, that drive the system in a condition where the Aero GM is
approximately zero.

Figure 3.18 also shows the Nichols plot obtained for scattering of -35% on A6

and +35% of K1, in this case, a relevant increment of the Aero GM together with a
small reduction of the Rigid GM with respect to the nominal case is visible.

The performance degradation of the BC occurring when an increase on A6 and
reduction of K1 is taken into account, is confirmed by the result of time domain
simulation shown in Fig. 3.19. In particular, Fig. 3.19 reports the comparison
between the model response, in terms of aerodynamic loads Qα, for different level
of uncertainty obtained increasing A6 and reducing K1 by the same percentage
respect to their nominal values, the maximum variation being ±40%. It is apparent
that the maximum amplitude of Qα rapidly increases with the level of uncertainty,
and, for a +10% of A6 and -10% of K1, the aerodynamic load reaches its Qα safety
envelope, whereas for greater scattering Qα requirement is violated. Eventually, for
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Figure 3.19. Qα time histories for combined variations of A6 and K1.

a scattering level of 40% the BC is not longer able to control the LV in the presence
of severe Dryden gust, and a loss of control (LoC) occurs, that is, the control cannot
be recovered. Further insight on the effect of the increasing level of uncertainty on
BC performance is provided from the time history of the pitch angle (Fig. 3.20(a)),
lateral drift (Fig. 3.20(b)) and lateral drift rate (Fig. 3.20(c)), where, similar to Qα
behavior, the maximum amplitude of these variables increase for greater level of
scattering.

The other parameter that has a major impact on the system behavior is the
bending mode natural frequency ωBM . The effects of its variations are shown in the
Nichols plots of Fig. 3.21 for scattering in the range between -35% and +35%. As
the dispersion increases for both positive and negative variations, Fig. 3.21 shows
that the “hump” in the range [180 deg, -180 deg], relative to the bending mode,
rapidly grows because the notch-filter, centered on the nominal value of ωBM , is not
able to effectively attenuate the bending mode. In particular, negative variation of
ωBM leads to a considerable reduction of Rigid GM as well as Flex PM.

The reduction of the Rigid GM due to a negative variation of ωBM is apparent
in Fig 3.22, where the Rigid GM at different flight times are reported for a reduction
of the bending mode frequency up tp 50%. In particular, the figure shows that the
reduction of Rigid GM is not uniform as the bending mode decreases. In fact, for
variation up to 20% the margin degradation in limited, whereas it decreases rapidly
for uncertainties larger than 20%. Indeed, the notch filter (see Sec. 3.2.2), is designed
to accommodate a 10% uncertainty of the bending mode natural frequency, and its
effectiveness in attenuating bending mode dynamics is increasingly reduced as ωBM
becomes higher than 10%.
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Figure 3.20. Simulation results for different combined uncertainty variations of A6 and
K1.

Figure 3.23 shows the simulation results in terms of pitch angle responses when
the bending mode frequency is reduced up tp 50%.

It is apparent that the BC effectively manages up to -20% of uncertainty on
the ωBM , and the responses are similar to those resulting in nominal conditions.
Conversely, for a ωBM reduction of -40%, pitch angle oscillations appear between t
= 60-100 s, and the BC is not longer able to control the LV for a variation of -50%.
These results are confirmed when the Rigid GM is analyzed in Fig 3.22; for a 40%
reduction of ωBM the Rigid GM assumes small values and is negative between t =
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Figure 3.21. Nichols plots for scattering of ωBM .
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Figure 3.22. Rigid GM for scattering of ωBM .

50 – 90 s, that indicates that the system is unstable, whereas the -50% variation of
the frequency drives the system unstable throughout the flight, as the Rigid GM is
negative for all the design points.

It is also worth to mention that, although the Rigid GM in Fig 3.22 shows
that the LV model is unstable in the time range 50-90 s for a reduction of the
bending mode frequency of 40%, no divergence occurs in the time-domain simulation
(Fig. 3.23). Further analyses carried out by removing saturation on TVC angular and
angle rate show that the observed behavior is related to these nonlinear components.
In particular, it appears that saturations on angular and angular rate limit the
amplitude of the high frequency oscillations of thrust axis that develop in the model
without saturation (Fig. 3.24), as the high-frequency oscillations excite the bending
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Figure 3.23. Pitch angle response for different scattering levels of ωBM .
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Figure 3.24. TVC nozzle rotation response with (red line) and without (blue line) angle
and angle rate saturations.

mode and driving the model unstable.
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Chapter 4

Adaptive augmenting control

4.1 Introduction

An adaptive controller is a control system with a mechanism for adjusting the
parameters in order to achieve a certain desired behavior in response to the system
variation and/or disturbances [41]: In other words, it has the ability to modify
control gains depending on input to the plant in order to accommodate system
uncertainty [40]. The adjustable parameters are called adaptive and the adjusting
mechanism, which is described by a set of mathematical equations, is called an
adaptive law. In most cases, this kind of controller is nonlinear because of the
adaptive law, making adaptive control inherently difficult to design and analyze by
using traditional design and analysis methods for linear time-invariant (LTI) control
systems, such as Bode plot, Nichols plot, phase and gain margins and eigenvalue
analysis [39].

The model reference adaptive system (MRAS) is, probably, one of the adaptive
methods most frequently used. The adaptive gains are adjusted according to the
error signal given by the difference between system output and output of a reference
model expressing the desired performance of the closed-loop control system [39, 82].
The mechanism for adjusting the parameters in MRAS is usually realized by using
two well-know approaches, that is, the gradient descent method, know as the MIT
rule, and the Lyapunov stability theory [83]. Beside the above mentioned techniques,
many other adaptive controllers have been successfully developed and deployed for
research applications. On the other hand an adaptive control system has never been
implemented on any safety-critical systems, the main problem being the difficulty in
the verification and validation of the controller, since existing certification methods
control systems cannot be readily used for nonlinear adaptive control systems [40].

In order to realize the potential benefits of adaptive control and address the flight



4.2 AAC Architecture 74

certification for a safety-critical aerospace system, Adaptive Augmenting Control
(AAC) [51, 52, 54] has been proposed and developed in the framework of the Space
Launch System (SLS) program [53]. This approach provides an adaptation layer on
top of a classically designed linear control system. In this architecture it is assumed
that, in nominal condition, a well-designed linear controller is able to provide the
required stability and performance, and the AAC gives little or no augmentation.
Conversely, in the event that the BC is unable to provide expected performance due
to parameter variation, external disturbances, or large modeling error, the adaptive
controller modifies the output of the BC so as to recover adequate performance.

In other words, AAC acts only when the BC loses effectiveness, and has been
proposed as a mean to retain the consolidated performance and certification practices
of classically designed linear control systems, while consistently expanded the flight
envelope improving their performance and robustness in off-nominal conditions [51].
In facts, BC is augmented by an adaptive control law that has the following main
objectives: i) to provide minimal adaptation in nominal conditions, ii) to increase
performance and command tracking in dispersed conditions and in presence of
external disturbances, iii) to prevent loss of vehicle (LoV) in extreme off-nominal
conditions [84]. From another point of view, the AAC contribute in improving BC
robustness, that is the ability of the system to be insensitive to parameter variations,
could make the scheduling and BC implementation simpler reducing the burden of
re-tuning activities that are needed for variations of payload mass or mission profile.

4.2 AAC Architecture

In this section the architecture and main features of the AAC system proposed by
Orr [51], are recalled, together with, the more modern version of AAC [54] realized
in the framework of continuing development of the adaptive gain algorithm for SLS
program. In what follows, the original formulation, called AAC first law [51], is
first discussed and, then, the modified formulation, dubbed AAC second law [54], is
presented.

4.2.1 AAC first law

Adaptive control augments a classical control system (such as, but not necessarily,
a PID) with a multiplicative gain that is tuned online, during the flight, in order
to minimize deviations with respect to a reference model. In the block diagram
shown in Figure 4.1, the output of the adaptive control law is the total adaptive gain
kT , that, multiplied by the output of the BC, regulates the control action βc. In
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◦ PD HX HN × TVC
LV

DY NAMICS

θc + βc β y

−

ADAPTIVE LAWREFERENCE MODEL
− er+

kT

Baseline Controller

Adaptive Augmenting Control

Figure 4.1. Architecture of a LV attitude control system with AAC.

nominal conditions, the BC is expected to manage all control tasks without requiring
the intervention of the AAC; conversely, in off-nominal conditions or in presence of
significant external disturbances, the AAC should provide an additional robustness
layer.

The total adaptive gain kT is obtained by summing a positive constant gain k0,
that represents the lower bound of kT , to the output ka of the adaptive control law,
as follows

kT = k0 + ka (4.1)

In nominal conditions, AAC action should be minimal, so that kT is as close as
possible to unity. The total adaptive gain is only allowed to vary in a limited range
of values: upper and lower bounds are set according to stability requirements on
gain margins of the system controlled by BC, that are, according to Table 3.1, Aero
GM and Rigid GM greater than or equal to 6 dB.

Note also that the total adaptive gain changes the overall gain of the BC,
increasing or decreasing the system gain margins, as it is apparent from the Nichols
plot in Fig. 4.2 for kT minor of unity. In facts, the open-loop curve of the systems
(LV featuring BC) moves downwards with adaptive control due to the decreased
gain. If the adaptive gain is smaller than the system gain margin, the curve passes
on the left of the critical point [0 dB, 180 degrees], indicating that the system is
unstable. Therefore, if an open-loop gain margin of 6 dB is required and the lower
bound for kT is kTmin = k0 = 0.5, then the maximum value that ka can assume is
1.5, that is, an upper limit for kTmax = 2, with a gain margin increment of exactly 6
dB, as a larger value of kT would make the system unstable.

The adaptive control law, that regulates the adaptive gain ka, is a first order,
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Figure 4.2. Effect of adaptive total gain on the open-loop response curve of the LV featuring
BC.

nonlinear, differential equation

k̇a =
(
kamax − ka
kamax

)
aAACe

2
r − αAACkays − βAAC (kT − 1) (4.2)

where

1. the first component depends on the error er between the output of the reference
model and the system output, with a saturation term for ka

2. the second term, called spectral damper, reacts to undesired high-frequency
dynamics in the control signal by reducing the adaptive gain

3. the third term acts to bring the system back to the nominal condition, i.e.,
pushing kT to unity.

Reference model error and logistic gain limiting

The first term of the adaptive control law in Eq. (4.2)

(
kamax − ka
kamax

)
aAACe

2
r (4.3)
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provides adaptation by increasing the adaptive gain proportionally to the square
error of a reference model that approximates the closed-loop dynamics of the vehicle
[54], expressed as er = θINS−θr. The reference attitude angle θr is usually computed
according to a second-order linear reference model

θr
θc

= 2ζrωrs+ ωr
2

s2 + 2ζrωrs+ ωr2 (4.4)

The reference model parameters, ωr and ζr, are set so that the response is as similar
as possible to the response of the system closed by the BC. Since in the simulation
model used in this study the reference frame is tangent to the nominal trajectory,
the angle θINS above represents the angular displacement relative to the nominal
condition, and θr is zero for the entire flight.

The saturation term (kamax − ka)/kamax , called logistic gain limiting, prevents
the adaptive gain from making the system unstable. Furthermore, the logistic gain
limiting smoothly brings ka to its upper limit kamax , reducing the adaptive rate.

Spectral damper

The second term in Eq. (4.2), namely, the spectral damper

αAACkays (4.5)

realizes a negative adaptation rate to eliminate frequency components in the control
signal that might excite TVC actuators and bending mode dynamics. The spectral
damper takes the command βc as input and generates an output signal ys proportional
to the average power in a specific spectral band. In particular, the nozzle actuator
command βc passes through two filters

yHP = HHP (s)βc
ys = HLP (s) y2

HP

(4.6)

(4.7)

where HLP and HHP are second-order filters that identify the high-frequency content
of βc and quantify the average spectral power of the input, respectively, given by

HHP = s2 + 2ωHP
z s+ ω2

z

s2 + 2ωHP
p s+ ω2

p

HLP = KLP s
2 + 2ωLP

z s+ ω2
z

s2 + 2ωLP
p s+ ω2

p

(4.8)

where KLP = 0.0032, in order to achieve an attenuation of 50 dB at high frequency,
and the other parameters are expressed in terms of the cut-off frequencies ωHP

c and
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ωLP
c as [38, 85]

ωHP
p = 0.7ωHP

c ωHP
z = 10−5/4ωHP

p ωLP
p = 1.6ωLP

c ωLP
z = 105/4ωLP

p

The Bode plots of HLP and HHP are shown in Figure 4.3.
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Figure 4.3. Bode plots of spectral damper filters.

In order to generate the spectral damper output ys, the high-pass filter HHP (s)
selects the undesired high-frequency content of βc, the signal yHP being squared for
rectification, and then the low-pass filter HLP (s) provides a measure of the average
spectral power of the input. The signal ys is then multiplied by αAAC and ka in
order to limit the adaptive gain and keep the system within the stability limits.

Spectral damper preliminary tests. Some of the characteristics of the spectral
damper, using the transfer functions reported in Eqs. (4.8) (Figure 4.3), are evaluated
through two simple simulation tests. In the first one, the spectral damper receives
as input the signal β composed of the sum of two sine waves, with frequencies
1 rad/s and 10 rad/s. As said, the spectral damper acts to eliminate undesired
high frequency content in the command signal, thus, the ωHPc is set to 5 rad/s and,
consequently, ωLPc = ωHPc /2 = 2.5 rad/s according to the guidelines proposed in
Sec. 4.2.1. Figure 4.4 shows the filter input β, the output yHP and the squared
output y2

HP . In particular, the low frequency content of the input is cancelled, and
the amplitude of the high-frequency components is identified. Figure 4.5 shows that
the low-pass filter generates a signal proportional to the average power of the input
yS by using y2

HP as input signal.
In the second test, the input simulates a controller command β including an
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Figure 4.5. Spectral damper HLP action.

undesired high-frequency component (Figure 4.6(a)). Figure 4.6(b) shows that
the spectral damper is able to capture the high frequency components of the input
command even in case of variable amplitude, generating the output ys, the amplitude
of which follows y2

HP .

Spectral damper filter cut-off frequency set up. A common issue when
implementing the AAC system for the first time is figuring out an appropriate value
for the cut-off frequencies of the spectral damper filters. Available guidelines in
literature [84, 54] are usually quite elusive, and suggest to specify the high-pass
cut-off frequency ωHPc higher than the rigid-body bandwidth, in order to capture
high-frequency components of the response; the cut-off frequency ωHPc of the low-pass
filter HLP is then tuned to smooth the spectral damper signal ys.

According to the example proposed in Ref. [51], the following guidelines, hereafter
referred as tuning (I), are adopted
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Figure 4.6. Spectral damper action on a simulated TVC command.

• High-pass filter HHP (s)

1. DC gain as small as possible

2. passband gain of unity

3. steep transition band, with the -3 dB bandwidth occurring approximately
one octave above the rigid-body control frequency.1

• Low-pass filter HHP (s)

1. a maximally flat filter (such as a Butterworth filter), that is, a filter
having the sharpest roll-off possible without inducing peaks in the Bode
plot

2. low-pass cut-off frequency ωLPc approximately matching the rigid-body
control frequency.

In this study, a minor, yet significant, change in the cut-off frequencies of both
filters is proposed, that will be referred as tuning (II) in what follows

• the high-pass cut-off frequency ωHPc is taken as the Rigid GM frequency

• the low-pass cut-off frequency ωLPc is one octave below, that is, ωLPc = ωHPc /2.

Figure 4.3 shows the Bode plots of the spectral damper filters according to
tunings (I) and (II). The main difference is that the cut-off frequencies of the spectral

1In this study, the rigid-body control frequency is assumed to be the same as the rigid PM
frequency.
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damper filters set using tuning (II) are at higher frequency than those obtained with
tuning (I), in order to not capture the rigid-body dynamics frequency content in
control signal. Even though the difference appears negligible, the results presented
in Sec. 4.2.4 will demonstrate the importance of the value of cut-off frequency, up to
the point that it may significantly change the system response.

Leakage

The third term in Eq. (4.2), commonly referred to as leakage

βAAC (kT − 1) (4.9)

acts like an elastic action that draws the value of kT towards unity. In the absence
of external excitation, the adaptive law slowly returns to a gain of kT = 1, so that
the BC is expected to effectively control the LV in nominal conditions.

4.2.2 AAC second law

An evolved formulation of the adaptive law is discussed in [54]

k̇T = phi(kT )ae2
r − plo(kT )αys − β(kT − 1) (4.10)

It is apparent that the two adaptive laws (Eqs. 4.2 and 4.10) share the same structure,
where the three AAC main features, that is, adaptive error term, spectral damper
and leakage term are easily recognizable. The modified formulation of the adaptive
gain law is recast directly in terms of the total loop gain kT and the nonlinear
dependence on the adaptive gain ka is removed.

The terms phi and plo are nonlinear saturation functions that replace the logistic
gain limiting term and the saturation on the spectral damper, respectively. The
saturation functions phi and plo are

phi(kT ) = 1−
(

1 + exp
[
A

(
1
A

log
(

εkTmax
1− εkTmax

))
+ kTmax − kT

)])−1

(4.11)

plo(kT ) =
(

1 + exp
[
A

(
1
A

log
(

1− εkTmax
εkTmax

))
+ kTmin − kT

)])−1

(4.12)

where A and ε are parameters defining the shape of the saturation functions, and
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kTmax and kTmin are the maximum and minimum values of total gain. Figure 4.7
shows the saturation function obtained by setting A = 100 and ε = 0.002. Unlike the
logistic gain limiting, and the linear dependency of the spectral damper term from
ka, the saturation functions determines a sharp reduction of adaptation rate only
when the total adaptive gain differs by about 10% of its minimum and maximum
values.
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Figure 4.7. Saturation functions.

Moreover, upper limits are set on spectral damper input (ys) and reference model
error (er), so as to avoid large values of adaptation rate, in the form

e2
lim =

(kTmax − kTmin
aAAC∆telim

)
(4.13)

yslim =
(kTmax − kTmin
αAAC∆tsdlim

)
(4.14)

where ∆telim and ∆tsdlim are suitably specified time constants [54] set to 0.42 and
0.06, respectively.

4.2.3 AAC performance

In this section, the three primary features of the AAC algorithm are discussed,
that is, i) minimal adaptation when the BC is performing nominally; ii) system
gain increment in response to excessive command tracking errors in the presence
of uncertainties; iii) gain reduction to prevent undesirable high frequency parasitic
dynamics (i.e. control structure interaction) from driving the system to instability.
To this end, the simulations are carried out using the reference model presented in
Section 2.5, whose parameters are frozen at the most demanding condition, that
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is, maximum dynamic pressure. The BC is designed according to the procedure
illustrated in Chapter 3, and the resultant stability margins of the controlled system
are reported in Table 4.1. AAC parameters are specified according to the classical
tuning procedure reported in [51].

Table 4.1. BC Stability margins.

Stability Margin Frequency value
Aero GM 0.73 (rad/s) 6.51 (dB)
Rigid PM 2.72 (rad/s) 19.6 (deg)
Rigid GM 8.4 (rad/s) 7.35 (dB)
Flex PM1 18.7 (rad/s) 125 (deg)
Flex PM2 19 (rad/s) 145 (deg)
Flex GM 27 (rad/s) 16.4 (dB)

For each simulation, initial pitch angle of LV is equal to 2 deg, and external
disturbances are zero. Therefore, the simulation are carried out to compare the
capability of BC and BC featuring AAC in leading the pitch angle to zero, its
equilibrium value.

◦ γ PD HF × TVC
LV

DY NAMICS

θc + βc β y

−

ADAPTIVE LAWREFERENCE MODEL
− er+

kT

Baseline Controller

Adaptive Augmenting Control

Figure 4.8. Architecture of LV control system with AAC and adjustable gain γ.

Moreover, the test are selected to investigate the effects that each term in the
AAC law, Eq. (4.2), produces ’individually’. Therefore, as shown in the block diagram
of the system with BC and AAC in Fig. 4.8, a gain γ is used to adjust the nominal
BC loop gain up or down in order to demonstrate the system performance with
degraded rigid-body low or high-frequency stability margins. The AAC algorithm
should also adjust kT to drive the system back within its nominal performance
envelope.

Figure 4.9 shows the open-loop Nichols plot of the system controlled by BC in
nominal condition (black dashed line) and for the two conditions obtained degrading
the system gain-margin by multiplying BC by γ (solid lines).
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Figure 4.9. Nichols plot for the worst-case stability conditions.

A careful inspection of the typical Nichols plot for LV attitude control in atmo-
spheric flight suggests that it is possible to excite primarily the adaptive error term
if the system is forced to a condition, hereafter named Forced low-gain, where the
low-frequency rigid-body gain margin (Aero GM) is approximately zero. The Forced
low-gain is realized by pre-multiplying the controller output by a factor γ = 0.5 that
is slightly less than the Aero GM in nominal conditions, as shown in Fig 4.9(a). In
this case the adaptive error (and partially the leakage) term would try to increase
the total adaptive gain kT in order to recover the stability (i.e., augmenting gain
margin).

Conversely, a Forced high-gain may be devised by using γ = 1.9 close to the
inverse of the rigid GM, as shown in Fig 4.9(b), where the high-frequency rigid-body
gain margin (Rigid GM) is close to zero. In this situation, the gain margin could be
increased only by means of a reduction of the adaptive gain, that, in turns, can be
obtained by the spectral damper and the leakage terms only.

Minimal adaptation

In this case, γ is set to 1 and hence the BC is able to control the nominal system.
Figure 4.10 shows the comparison between the responses using BC and BC featuring
AAC (BC+AAC) in terms of pitch angle θ, TVC rotation β and adaptive total
gain kT . In the absence of external disturbances and uncertainties, θ immediately
converges to zero (Fig. 4.10(a)) for both controllers, and the adaptive total gain
kT slightly oscillates about unity as shown in Fig. 4.10(c). The initial spike in
kT is due to the rapid variation of nozzle angle (Fig. 4.10(b)) commanded by BC,
that is captured by the spectral damper, that reduces kT . The reduction of the
total adaptive gain is rapidly compensated by the adaptive error term, that keeps
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Figure 4.10. Time histories of (a) pitch angle θ, (b) nozzle angle β, (c) adaptive total gain
kT and (d) effects of adaptive error and spectral damper on k̇a at γ = 1.

kT about 1 as shown in Fig. 4.10(d). Note that BC and BC+AAC have similar
performances, and minimal adaptation occurs as expected.

Forced low-gain condition

Figure 4.11 shows results for the forced low-gain condition, obtained for γ = 0.5.
The BC operates in a marginally stable condition and the pitch response presents
a oscillating behavior as shown in Fig 4.11(a). Conversely, the AAC algorithm
immediately detects the error between system output and reference model, and
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increases kT in order to recover the loss of stability (Fig. 4.11(c)). This is clearly
visible in Fig. 4.11(d) where the adaptive error term contribution to the adaptive
rate k̇a is greater than that of the spectral damper which results in an increase of
kT .
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Figure 4.11. Time histories of (a) pitch angle θ, (b) nozzle angle β, (c) adaptive total gain
kT and (d) effects of adaptive error and spectral damper on k̇a at γ = 0.5.
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Forced high-gain condition

In this case, where γ = 1.9, the performance of the BC are degraded, and it is
no longer possible to stabilize the system, and a LoV occurs (Fig. 4.12(a)).
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Figure 4.12. Time histories of (a) pitch angle θ, (b) nozzle angle β, (c) adaptive total gain
kT and (d) effects of adaptive error and spectral damper on k̇a at γ = 1.9.

In particular, Fig. 4.12(b), where the TVC nozzle rotation time histories of BC
and BC+AAC are reported, shows that the TVC is saturated by the BC command.
As shown in Fig. 4.12(c) where kT vs. time is reported, the AAC algorithm reduces
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kT , increasing the rigid GM and stabilizing the system. Finally, Fig. 4.12(d) shows
that the spectral damper term provides the main contribution to the adaptive gain
dynamics.

4.2.4 Spectral damper tuning assessment
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(b) Off-nominal (case B)

Figure 4.13. Pitch angle vs. time response to a synthetic, step-like, wind gust disturbance.

The effect of an incorrect tuning of the spectral damper cut-off frequencies is
now discussed. Figure 4.13 shows the results of simulations carried out for two
different off-nominal conditions, where the reference LV controlled by BC model
is considered with constant parameters corresponding to the maximum dynamic
pressure condition. Moreover, the LV is excited by step-like wind gust presented in
Sec 2.7. The spectral damper parameters are specified according to the approaches
referred as tuning (I) and tuning (II) (Sec. 4.2.1), while retaining the same values of
all other parameters of AAC, as reported in Table 4.2.

Figure 4.13(a) refers to an off-nominal condition obtained by considering a
positive 30% increment of A6 and a negative 30% variation in the value of K1
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Table 4.2. AAC parameters.

aAAC αACC βAAC ωHPc ωLPc

Tuning (I) 300 30,000 0.05 6 rad/s 3 rad/s
Tuning (II) 300 30,000 0.05 8 rad/s 4 rad/s
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Figure 4.14. Nichols plots for cases A (blue line) and B (red line).

(Case A). As shown in the Nichols plot in Fig. 4.14, relative to the off-nominal
condition Case A the system controlled by BC is stable, nevertheless the Aero GM
is reduced and its value is close to zero. Response of both systems are in good
agreement and an increment in performance with respect to the BC is apparent.

On the other hand, Fig. 4.13(b) reports the results for a slightly more challenging
condition, where A6 is increased by 35%, and the negative variation of K1 is set at
40% (Case B). In this situation the system controlled by BC alone is unstable as it
is apparent in the Nichols plot relative to Case B in Fig. 4.14. Tuning (II) is able to
deal with an intense 30 m/s wind step-gust disturbance, while tuning (I) leads to a
loss of control (LoC) event.

It is possible to explain this behavior by analyzing the locations of the spectral-
damper cut-off frequencies ωHPc and ωLPc . For tuning (I) they are placed at a
significantly lower values, than for tuning (II). Therefore, the spectral damper action
is more invasive, and operates in a condition where only an increase of kT is needed
to recover the loss of gain margin, as shown in Figure 4.14.
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4.3 Optimal AAC tuning

Current approach for tuning the AAC controller consists of setting three main
elements

i) Upper and lower bounds of the adaptive gain kT equal, respectively, the the
Aero GM and Rigid GM, related to the rigid-body dynamics of nominal system

ii) Cut-off frequency of the spectral damper filters, ωHPc and ωLPc

iii) Gains aAAC , αAAC , and βAAC .

The latter set of parameters is often specified using a time-consuming trial-and-
error-procedures, as suggested in the literature [52, 38], where nonlinear simulations
in the time domain are used to confirm that AAC behaves as expected.

In order to reduce the burden due to tuning activities and achieve a suitable
tuning of AAC parameters to full exploit its potentiality, a rigorous methodology
has been developed in this study, which could be applied to any LV configuration of
interest. In particular, two approaches are proposed, both relying on the formula-
tion of a robust design optimization (RDO) problem [69], the goal of which is to
maximize a statistical metric that describes FCS performance measured over a set
of representative simulations of LV flight. In more detail, adaptive law parameters
are tuned with the aim of minimizing attitude error and aerodynamic loads. In so
doing, also the occurrence of LoV events may be reduced. The tuning methodologies
are based on the metrics J1 = ‖∆θ‖∞ and J2 = ‖HHP∆θ‖1 that measure FCS
performance in a (single) time-domain simulation with respect to maximum angular
displacement and unwanted oscillatory behavior, respectively, over the considered
flight phase.

The first proposed approach requires minimal understanding of AAC features,
and the performance index JMC is identified using MC simulations. However, this
procedure is computationally expensive since each evaluation of JMC requires a large
number of runs. In order to reduce the computational effort, a second tuning method
is developed considering that, in marginal stability conditions, model reference
error and spectral damper outputs have a major impact on the multiplicative gain
variation. In this respect, the cost function J is evaluated by simulations in two
worst-case conditions.

The two approaches rely on performing representative time-domain simulations,
where the step-like deterministic wind disturbance, presented in Sec. 2.7, is applied.
Nevertheless, the techniques could be easily extended to incorporate other limiting
conditions that may be pertinent to a specific LV, and/or accommodate realistic wind
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profiles if appropriate, for instance introducing real, in-flight wind measurements
from previous missions.

4.3.1 RDO/MC approach

In the first approach, a problem dubbed RDO/MC is formulated as follows.
Let c be a randomly generated realization of a scattered subset of LV coefficients,
according to a prescribed uncertainty distribution. The vector

x =



aAAC

αAAC

βAAC

ωHPc

ωLPc


(4.15)

of tuning parameters is determined that minimizes a combined merit index JMC

based on the worst performance, in terms of J1 and J2, across a set C of realizations
c ∈ C that, in fact, is a Monte Carlo simulation campaign. The optimization problem
is written as

min
x
JMC(x) = min

x

{
max
c∈C

J
(c)
1 + max

c∈C
J

(c)
2

}
(4.16)

where, following a few tests, it turns out that ‖C‖ = 100 can provide a consistent
statistic evaluation of JMC .

A genetic algorithm (GA) [70] is used for solving the RDO/MC problem. GAs are
well-known population-based, derivative-free, meta-heuristic techniques inspired by
natural evolution, that have been successfully applied to a wide range of real-world
problems of significant complexity. GA performs a global optimization and, thanks
to its stochastic selection and mutation operators, has greater chances to evade
from local optima than greedy methods [86]. Although population-based methods
usually result in an order of magnitude lower convergence rate than deterministic
optimization algorithms, adoption of GA for problem (4.16) is motivated by the
fact that the objective function JMC is non-differentiable and intrinsically noisy,
as it is the result of a number of Monte-Carlo simulations. In this respect, the
GA peculiarity of replacing most (if not all) of the population at each generation
dramatically improves the success over other meta-heuristic algorithms [70].

Figure 4.15 shows the flowchart of the tuning procedure using GA. At the
beginning, the algorithm creates a random initial population, the individuals of
which are the candidate solutions of the problem. Next, for each individual, MC
simulations are run using the set C of random scattered parameters. Then, the fitness
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Figure 4.15. Flowchart of RDO/MC approach for tuning.

value of each possible solution is evaluated by calculating the objective function
JMC .

At this point, the GA uses the current population to create the children that
make up the next generation. The algorithm selects a group of individuals in the
current population, called parents, who contribute their genes (the elements of
the solution vector) to their children. The algorithm usually selects individuals
that have better fitness values as parents, identified through K-random tourney
selections. Tournament selection involves running several “tournaments” among
a few individuals chosen at random from the population. The winner of each
tournament (the one with the best fitness) is selected for crossover. Simulated binary
crossover with probability pc = 0.9 combines subparts of two parent solutions to
produce offspring. Moreover, GA creates mutation children by randomly changing
the genes of individual parents. Through adaptive uniform mutation with probability
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pm = 0.05 the search space is explored by looking for better points.
Algorithm performance is further improved by using elitism, that is, the individ-

uals in the current generation with the best fitness values automatically survive to
the next generation, to ensure monotonic improvement in the best solution at any
generation, and a partial restart mechanism that activates whenever the population
diversity is low, in order to move away from the current population in which the GA
is stuck and avoid sub-optimal solution. The process continues until the population
converges to the global maximum or another stop criterion is reached. Further
details on the GA optimization methodology can be found in [87].

4.3.2 RDO/min-max approach

The second tuning method should address the major issues experienced in the
application of RDO/MC, that is, high computational cost and noisy objective
function JMC due to the quality of the approximate randomness generated by MC
simulations. As outlined in Sec. 4.2.1, a suitable tuning of spectral damper can
be achieved by selecting the cut-off frequencies as functions of the rigid-body GM
frequency ωGM rigid, that is

ωHPc = ωGM rigid (4.17)

ωLPc = ωHPc /2 (4.18)

The other gains aAAC , αAAC , and βAAC define the relative weight of model-
reference error, spectral damper, and leakage terms, respectively. Since the leakage
is usually well-behaved, provided that a sufficiently small value of βAAC is selected
in the range [0.05, 0.3], βAAC = 0.25 is hereafter assumed.
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Figure 4.16. Nichols plots of the worst-case tuning conditions at t = 72 s.
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In facts, the design problem consists of tuning the remaining parameters, x̃ =
[αAAC , aAAC ] and, to this end, according to the comments in Sec 4.2.3 two limiting
cases, due to parameter variations or off-nominal operations, may cause high values
of either the reference model error or the spectral damper output. More precisely,
when the system operates with a nearly zero low-frequency rigid-body GM (Aero
GM), the large reference model error (and related term) provides the increment
of total adaptive gain kT necessary to recover the stability margin. Conversely,
whenever the high-frequency rigid-body GM (Rigid GM) gets close to zero, kT is
reduced by the spectral damper action to, again, preserve system stability.

Therefore, a set of realizations C? = {cA-GM, cR-GM} is specified with reference to
the aforementioned situations, that is, cA-GM is defined by increasing A6 and decreas-
ing K1 by the same amount until the Aero GM approximates zero (Figure 4.16(a)),
whereas cR-GM is obtained by reducing the elastic mode frequency ωBM until the
Rigid GM becomes negligible, while keeping A6 and K1 at their nominal values
(Figure 4.16(b)). The design goal is thus to optimize FCS performance with respect
to the most demanding (in terms of control action) of the two limit conditions,
once a step-like wind gust [Eqs. 2.158] is assigned as disturbance. As a result, the
RDO/min-max optimization problem is formulated as

min
x̃
J(x̃) = min

x̃

{
max
c∈C?

J
(c)
1 + max

c∈C?
J

(c)
2

}
(4.19)

that can be regarded as a scaled-down form of problem (4.16) where only two
simulations per objective function evaluation are needed and, as an advantage, the
objective function J is well-behaved with respect to the MC-based function JMC .

The RDO/min-max problem is tackled by the Nelder-Mead simplex method [71],
a local, derivative-free, optimization technique, so as improve convergence by limiting
numerical errors in the finite-difference evaluation of J derivatives.

Figure 4.17 shows the flowchart of this second optimal tuning procedure. Nelder -
Mead algorithm uses a simplex of n+1 points for n-dimensional solution vector, that
is, x̃ with n = 2. The algorithm first makes a simplex around the initial guess x0,
and for each test point (the vertices) of the simplex evaluates the objective function
J . The method then performs a sequence of transformations of the simplex, named
reflected, expand, contract and shrink, aimed at decreasing the cost function values
at its vertices. At each step, the transformation is determined by computing one
or more test points, together with their cost function values, and by comparison of
these function values with those at the vertices, the algorithm replace the worst point
with a point reflected through the centroid of the remaining n points. If this point



4.3 Optimal AAC tuning 95

Start

Generation of
initial simplex G0

Worst-case Simulations

Evaluate the pro-
cess using objec-
tive function � (x̃)

Reflection or expan-
sion or contraction

Sufficient
progress?

Substitute one point Shrink

Minimum
attained?

End

No

No

Yes

Yes

Figure 4.17. Flowchart of RDO/min-max approach for tuning.

is better than the best current point, the algorithm try to expand simplex along this
line. If this new point is not much better than the other simplex point, but it is
better than its previous value, the algorithm proceeds to contract the research point
in the direction of the other test points. On the other hand, if this new point is
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not much better than the worst previous value, the algorithm goes on to shrink the
simplex towards the simplex vertex with the minimum value of the cost function.
The iterations proceed until their stopping criterion is satisfied.

Provided that a reasonable initial guess is given, convergence is about one order
of magnitude faster than a population-based global optimization algorithm. Global
optimality of the solution can be pursued by repeatedly performing a random-start
(or multiple-start) initialization procedure.

4.3.3 Results

Table 4.3 shows the AAC first law tuning parameters evaluated according to the
two procedures discussed in Sections 4.3.1 and 4.3.2. As for the bounds on kT , the
values k0 = GMaero and kamax = GMrigid−k0 are set, where the small margins in the
max-Q condition (critical for stability) are taken into consideration. It is apparent
that the optimal solutions present minor differences, as expected to some extent.
The point is that the RDO/min-max method is significantly more efficient from a
computational point of view. In particular, the solution is determined in about 15
min using an Intel Core i7-9700K CPU @ 3.60 GHz with 8 physical cores in spite of
the fact that Nelder-Mead is a serial algorithm, whereas the RDO/MC approach
takes roughly 16 hr on the same hardware while running a fully parallel algorithm.
In this respect it is worth to remark that the deterministic Nelder–Mead simplex
method can be effectively used for the RDO/min-max optimization in place of the
stochastic GA because of the minor complexity of the problem and the smoother
cost function.

As for RDO/MC, a minor tweaking of GA hyper-parameters is required in order
to improve convergence and, notably, suitable values of population size NP and
number of generations NG are to be selected. After a few tests showing that large
values of the above parameters significantly increase computational time without
improving quality of solution, NP and NG were set to 64 and 100, respectively.

Table 4.3. AAC optimally tuned parameters.

Tuning method k0 kamax aAAC αAAC βAAC ωHPc ωLPc

RDO/min-max 0.50 1.50 3,192.00 22,806.00 0.25 8.00 4.00
RDO/MC 0.50 1.50 3,856.00 43,277.00 0.17 8.77 1.67

Performance assessment for the FCS is carried out through extensive sets of
simulations in the time domain, that consider the LV flight from lift-off to the first
stage separation, for a wide scattering range of model parameters, as shown in
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Table 4.4. Stochastic disturbances are generated by a Dryden wind model presented
in Sec. 2.7.

Table 4.4. Scattering ranges for Monte Carlo simulations.

Parameter Scattering range (%)

A6 ±30
K1 ±30
a1 ±10
a3 ±10
a4 ±10
ωBM ±30

Tuning approaches are robust against the wind profiles used in the optimization
process. This is demonstrated in Fig. 4.18, where the envelopes of the structural
load Qα computed from MC campaigns of 1,000 simulations are shown for the FCS
using the AAC tuned with two different wind profiles, that is, the step gust in
Eq. 2.158 and a randomly generated wind based on the Dryden model in Eq. 2.159
(Fig. 4.18(a)). It is apparent in Fig. 4.18(b) that the wind profile used for tuning
(the RDO/min-max method is used) has no effect on AAC performance as the two
envelopes are indistinguishable. Similar results are obtained with different wind
profiles, provided that a smooth and reasonably large variation of vw near the max-Q
condition is specified.

(a) Wind profiles for AAC tuning (b) Qα envelope and safety limit vs. time: model
parameters scattered as in Table 4.4, single wind
profile

Figure 4.18. Effect of wind profiles on AAC tuning.

Figure 4.19 shows the L2-norm of attitude error (∆θ), z-axis drift (z) and drift
rate (ż), and structural load (Qα), together with the overall control effort (i.e. ‖β‖1),
as computed for the AAC using the two tuning solutions. The norms are averaged
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Figure 4.19. Normalized performance metrics over a Monte Carlo campaign based on
1,000 simulations.

over 1,000 simulations (model parameters are scattered according to Table 4.4) and
normalized with respect to the same metrics computed for the LV controlled by the
BC without augmentation. The results for the two formulations of the minimization
problem are, in fact, indistinguishable, as was expected given the close values of
optimal AAC gains. Control system performance is improved by AAC in terms of
Qα (-13%) and attitude error (-8%), while keeping the same performance levels as
BC on z-axis drift rate and displacement.

Table 4.5. Average L∞-norm of performance parameters from Monte Carlo simulations

Controller ‖∆θ‖∞ ‖z‖∞ ‖ż‖∞ ‖Qα‖∞
[deg] [m] [m/s] [kPa deg]

BC 4.45 136.33 13.26 13.41
BC + AAC (RDO/MC) 4.04 136.13 12.58 11.73
BC + AAC (RDO/min-max) 4.05 136.48 12.62 11.79

Further insight in the outcome of AAC optimal tuning is provided in Table 4.5,
where the effects of the adaptive law are shown in terms of L∞-norms of ∆θ, z, ż,
and Qα, averaged over the MC runs. It is apparent that, even in terms of worst
performance, Qα and attitude error are reduced, while ż and, to an even lesser
extent, z are only slightly affected by the adaptive law. The latter is due to the fact
that the adaptive gain kT does not depend on z-drift, but for the effect of θ on the
reduction of ż under wind disturbances.
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(a) BC

(b) BC + AAC (RDO/min-max)

(c) BC + AAC (RDO/MC)

Figure 4.20. Qα envelope and safety limit vs. time: model parameters scattered as in
Table 4.4, single wind profile; bold continuous lines indicate no scattering.
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It is worth to observe that AAC performance assessment by averaging the
aforementioned metrics over a large number of cases, many of which easily managed
by the BC, does not properly represent the results and benefits of AAC action.

In this respect, Figure 4.20 shows the envelope of Qα together with the corre-
sponding safety limit [9] over a Monte Carlo campaign based on 1,000 simulation
runs, where model parameters are scattered as in Table 4.4 and a single wind profile
is considered in all runs. Controller performances are compared for the LV featuring
BC (Fig. 4.20(a)) and BC with augmentation, that is, RDO/min-max and RDO/MC
tunings in Figs. 4.20(b) and 4.20(c), respectively. It is apparent in the figures, where
the time-histories of Qα for nominal values of the parameters are also reported as
bold continuous lines, that the two methodologies for optimal tuning provide similar
results. Considering that simulations where Qα exceeds the threshold may end up
with a LoV event, that is, a mission failure, the benefit of the AAC on mission
success rate is now clearly visible, as RDO/min-max tuning prevents 270 out of
295 situations where the safety limit is violated that would have occurred without
augmentation. Note that such a large number of cases with Qα above threshold
is due to the combined effects of an extended scattering range and a tight safety
envelope.

Figure 4.21. Application of RDO/min-max tuning procedure to the evolved AAC,
Eq. (4.10): Qα envelope and safety limit vs. time; model parameters scattered as
in Table 4.4, single wind profile; bold continuous line indicates no scattering.

As said, adaptive algorithms developed for SLS have evolved and consolidated
over time. In this respect, the suitability of the proposed tuning approaches for the
evolved AAC formulation [54] of Eq. 4.10 is investigated through the application of
the RDO/min-max approach. Provided that the formulation of the optimal problem
is straightforward, Fig. 4.21, where the structural load vs. time is reported for the
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same MC campaign and wind profile of Fig. 4.20, shows that the FCS performance
is comparable to that obtained with the adaptive law considered in this study.

A closer and final view of simulation outcome shows that AAC can successfully
deal with scattering of rigid-body parameters as large as 30%, whereas relevant
variations of bending mode frequency are more troublesome (mostly when the
frequency decreases), particularly when the spectral damper is not properly tuned.
In those circumstances, the AAC may occasionally degrade BC performance, and
even lead the system to instability, as gain stabilization can hardly manage large
offsets from nominal of elastic mode characteristics.
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Chapter 5

Adaptive notch filter

5.1 Introduction

As discussed in Sec. 3.2.2, BCs for flexible LVs employ notch filters centered on
the expected bending mode frequencies, resulting in a simple and effective way to
suppress unwanted signal in the control loop and stabilize a specific mode. Low-pass
filters are also included in the BC to provide the appropriate phase characteristics
at the desired frequency so as to obtain a closed-loop damping of the mode greater
than the passive damping [80]. Filter tuning is not trivial, as their performances
depend on the accuracy in the determination of bending mode frequencies, which
may be affected by uncertainties in the structural modeling of the vehicle. As the
elastic mode frequencies present relevant variations during the flight due to the
variation of vehicle inertial characteristics, BC design requires scheduling of filter
parameters [62]. Moreover, effectiveness of the notch filter is sensitive to modeling
errors.

In this respect, an adaptive notch filer using appropriate sensor output to exactly
estimate frequency could be considered, in order to produce improved performance.
In particular, the bending mode frequencies would be automatically tracked during
flight and this information used to vary the filter frequency accordingly.

As mentioned in Sec 1.2 this approach has been studied extensively, and different
methods to identify the elastic frequencies and adapt the notch filter have been
proposed. A number of papers [67, 88, 89, 48] describe an adaptive notch filters, the
design parameters of which are continuously updated by an adaptation algorithm
that uses the pitch rate sensor output to estimate the unknown parameters of
the filter and match in real-time the bending mode frequency. To this end, the
recursive least-squares (RLS) method [68] is adopted that minimizes the weighted
root-mean-square of the filter output.
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This approach is used in this thesis to improve the BC robustness. Moreover,
an Extended Adaptive Augmenting Control (EAAS) is developed, the architecture
of which is based on the implementation of an adaptive algorithm for the bending
mode filter of the BC augmented by AAC. Therefore, the EAAC should provide not
only gain-margin adaptation by means of AAC, but also phase-margin adaptation.

5.2 Adaptive notch filter design

In this section, the main features of the adaptive notch filter (ANF) design are
recalled. For implementation of the ANF, the number of parameters to be adapted
should be kept at a minimum. Accordingly, the second-order notch filter, suitable for
application to the adaptive algorithm has the following structure in the z-domain [67]

HAN (z−1) = N(z−1)
D(γz−1) = 1 + 2az−1 + z−2

1 + a(1 + γ)z−1 + γz−2 (5.1)

where γ and a define, respectively, the notch filter bandwidth, that becomes narrower
as γ approaches unity, and the notch frequency, adjusted by the adaptive algorithm
as the bending mode frequency changes.

Being the pitch rate sensor signal θ̇INS(n) the filter input at the nth time step,
the output is

y(n) = HAN (z−1)θ̇INS(n) = N(z−1)
D(γz−1) θ̇INS(n) (5.2)

that is expressed as

y(n) = x(n) + 2ax(n− 1) + x(n− 2) (5.3)

where x(n) is given by

x(n) = 1
D(γz−1) θ̇INS(n) (5.4)

In order to design the adaptation algorithm by using the recursive least-square
(RLS) method [68] , the AN parameter a is chosen so as to minimize a cost function
that consists of the sum of filter output squares

E(n) =
n∑
i=0

λn−iy(i)2 (5.5)

where λ, the so-called forgetting factor, is a positive constant close to, but less than,
unity. The forgetting factor is intended to ensure that ’older’ data are forgotten in
order to follow the statistical variations of the observable data.
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By using the Eqs. (5.3) and (5.4), Eq. (5.5) can be written as

E(n) =
n∑
i=0

λn−i[A(i)a+B(i)]2 (5.6)

where the parameters are expressed as

A(i) = 2x(i− 1) B(i) = x(i) + x(i− 2)

The design parameter a that minimizes the cost function is found imposing the
condition ∂E/∂a = 0, which leads to the following relationship

a(n) = −
∑n
i=0 λ

n−iA(i)B(i)∑n
i=0 λ

n−iA2(i) = − η(n)
2Φ(n) (5.7)

where Φ(n) and η(n) are, respectively, the time-average correlation and cross-
correlations. In the recursive implementations of the least-squares method, the
estimation of notch frequency is started with prescribed initial conditions, and the
information contained in the new data samples is used to update the old estimates.
In this respect, Φ(n) and η(n) are expressed in their recursive form [68] as

Φ(n) = λΦ(n− 1) + x(n− 1)2 (5.8)

and
η(n) = λη(n− 1) + x(n− 1){x(n) + x(n− 2)} (5.9)

Finally, the natural frequency of the bending mode is estimated as follows

ωid(n) = cos(−a(n))−1

∆T (5.10)

where ∆T is the the sampling time.

5.3 Extended adaptive augmenting control

The ANF is integrated in a control architecture featuring the BC augmented by
the AAC presented in Sec 4.2. The resulting control architecture shown in Fig. 5.1
is called Extended Adaptive Augmenting Control (EAAC).

In its classic implementation for LVs, the BC transfer function, reported in
Eq. (3.1), presents the product HF = HX(s)HN (s), which refers to the non-adapted
filters recalled in Section 3.2.2 (Eqs. (3.19)-(3.16)). When the ANF is devised, the
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Figure 5.1. Architecture of EAAC system.

transfer function of the BC, dubbed BC-AN, is

KBC−AN (s) = [KPθ KDθ KPz KDz ]HXAN (s)HAN (s) (5.11)

where HAN (s) is the ANF in Eq. (5.1), and HXAN (s) is the adaptive form of the
low-pass filter HX , that is realized by using the bending mode frequency identified
by the RLS adaptive algorithm, that is, with reference to Eq. (3.16), ωp = 1.3ωid.

A high-pass filter is applied to the pitch rate signal in order to cancel out the
frequency component related to the rigid-body dynamics so as to improve the
tracking capabilities of the adaption algorithm. The filter transfer function is

HHPAN (s) = s2

s2 + 2ζHPANωHPAN s+ ω2
HPAN

(5.12)

where ζHPAN is set to 0.7, and ωHPAN is equal to the highest frequency of rigid-body
dynamics.

Finally, the output a of the adaptive algorithm (Eq. (5.7)) is regularized by the
smoothing function

aactual(n) = a(n)0.05 + (1− 0.05)a(n− 1) (5.13)

5.4 Results

In this section, simulations are carried out to analyze the features and evaluate
the performance, in term of frequency tracking, of the ANF. To this end, a simulation
model has been devised, the block diagram of which is presented in Fig. 5.2, where
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the RLS ANF is fed by different sine wave signals.

Figure 5.2. ANF scheme used in simulation tests.

5.4.1 Variable frequency sine wave

The first test aims to verify the capacity of the ANF to identify and notch a
time-varying frequency sine wave signal u

u(t) = sin (ωt) with ω =

ωi = 20 rad/s t < 10 s

ωf = 60 rad/s t > 10 s
(5.14)

Figure 5.3 shows the frequency estimated by the ANF and the comparison
between filter input u and output yAN . The ANF, obtained by setting λ = 0.98
and γ = 0.9, is able to estimate the sine wave initial frequency ωi (Fig. 5.3(a)) and
to effectively cancel the sinusoidal oscillations (Fig. 5.3(b)). Moreover, the ANF
captures the frequency variation of the sine wave occurring at t = 10 s, and the
estimated frequency converges at the actual sine wave frequency ωf in about 3 s, as
shown in Fig. 5.3(a). It appears in Fig. 5.3(b), that the ANF output yAN , after a
transient phase due to the sharp sine frequency variation, is led to zero by the ANF.

An accurate setting of parameters λ and γ is a crucial aspect in implementing the
ANF. The forgetting factor λ determines the adaptation rate, where a smaller value
of λ provides faster adaptation by placing less weight on the past data. Figure 5.4(a),
where results relative to different values of λ and γ = 0.9 are reported, shows that
as the forgetting factor λ decreases, the filter response becomes quicker, but the
estimation performance degrades.

As said, when γ approaches unity, the notch filter bandwidth becomes narrower
and a degradation on the estimation of the time-varying frequency appears, as shown
in Fig. 5.4(b), where the frequency identified by the filter for different values of γ and
λ = 0.98 is reported. In this respect, a larger bandwidth increases the estimation
performance but, when the ANF is applied in the attitude control problem, an
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Figure 5.3. ANF response to a variable frequency sine wave signal.
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Figure 5.4. ANF response to a variable frequency sine wave signal for different value of
forgetting factor λ and filter bandwidth γ.

excessively large bandwidth degrades the rigid-body dynamic response performance.

5.4.2 Multiple sine wave

The behavior of the ANF is evaluated when the signal u, made by adding two
sinusoids with different frequencies (ω1 and ω2) and amplitudes (A1 and A2), is
considered as input, that is

u(t) = A1 sin (ω1t) +A2 sin (ω2t) (5.15)
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Figure 5.5 refers to a test, dubbed Case I, where u is obtained setting A1 = A2 = 1
and ω1 = 10 rad/s and ω2 = 30 rad/s. The RLS identification algorithm promptly
estimates the higher frequency ω2, as shown in Fig. 5.5(a). The filter cancels out
the higher frequency component in the signal u, and yAN is a unity amplitude sine
wave with a frequency of 10 rad/s at steady-state, as expected.
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Figure 5.5. Case I: A1 = A2 = 1, ω1 = 10 and ω2 = 30.

When Case II is considered, reference is to be made to Fig. 5.6, where the results
obtained for u specified by setting A1 = 2, A2 = 1, ω1 = 10 rad/s and ω2 = 30 rad/s,
are presented. In this situation, the estimated frequency is the lowest among the
two above because the adaptation algorithm is based on the “vibration power” of
the signal [88], that is, the RLS identification algorithm tracks the frequency of the
signal with the major signal power and frequency, that may be roughly estimated
as (A2/2)ω for a sine wave. The fact that the ANF algorithm tracks low-frequency
dynamics instead of those at high-frequency, may cause issues in implementing the
filter in the BC. In particular, identification of the bending mode frequency during
flight could be perturbed by the low frequency rigid-body dynamics, that can assume
large amplitude. An inaccurate estimation of the bending mode frequency leads to
instability as the notch filter is incorrectly centered and, consequently, not able to
stabilize the bending mode.

In order to avoid that the ANF tracks the low-frequency component in the input
signal, the high-pass filter in Eq. (5.12) is applied to u. Figure 5.7 shows the results
obtained for Case II when a high-pass filter with cutoff frequency at 15 rad/s is
considered. The ANF accurately tracks and notches the high frequency content in
the signal u, as it is visible in Fig. 5.7(a), when the filter input u and output yAN
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Figure 5.6. Case II: A1 = 2, A2 = 1, ω1 = 10 and ω2 = 30.

are also compared (Fig. 5.7(b)).
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Figure 5.7. Case II with high-pass filter: A1 = 2, A2 = 1, ω1 = 10 and ω2 = 30.
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Chapter 6

Results and discussion

In this chapter, the performances of BC+AAC and EAAC are evaluated using
the linear, time-varying and planar model of the LV pitch and lateral dynamics
discussed in Sec. 2.8, and simulating the atmospheric phase of flight from launch
through an altitude of 60 km (t = 140 s) in situations where the LV undergoes
large wind disturbances. In this respect, a stochastic Dryden wind disturbance, the
mathematical model of which is presented in Sec. 2.7, is taken into consideration for
the simulations; Fig. 6.1 shows the wind speed as function of time.
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Figure 6.1. Dryden wind gust profile.

To this end, the AAC second law recalled in Sec. 4.2 is implemented in BC+AAC
and EAAC (see Sec. 4 and 5.3, respectively) and the AAC parameters are tuned
solving the robust design optimization RDO/min-max problem discussed in Sec. 4.3.2.
Table 6.1 shows the values of AAC parameters adopted in the simulations.

In more details, in Sec. 6.1 simulation results for nominal conditions and different
parameter scattering sets are presented. In Sec. 6.2 two worst case scenarios, that
involve significant reductions of the bending mode frequency combined with large
rigid-body parameter scattering, including modal gain at sensor are discussed in
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Table 6.1. AAC optimally tuned parameters.

kTmin kTmax aAAC αAAC βAAC ωHPc ωLPc

0.50 2.00 1,768.70 12,411.73 0.25 8.00 4.00

order to demonstrate the effectiveness of the adaptive algorithms beyond the BC
capability. Finally, in Sec. 6.3 the main performance metrics are evaluated through
Monte Carlo campaigns for scenarios with variations of several model parameters.

6.1 Performance assessment

In this section, the performance of BC augmented by AAC and EAAC is analyzed
with the aim to demonstrate that the adaptive control architectures developed in
the thesis can achieve

• minimal adaptation in nominal conditions

• improvement in performance and robustness with respect to BC as the disper-
sion of parameters increases

• high effectiveness in stabilizing the system for large scatterings that lead to
the failure of LV controlled by BC.

According to [20] and to the discussion in Sec. 3.3.2, limit configurations are
defined for the rigid stability margins as follows

• case LF (or Low Frequency) where the Aero GM is minimum

• case HF (or High Frequency) where the Rigid GM is minimum.

The two scattering sets for the rigid-body parameters, that lead to LF and HF cases
are shown in Table 6.2. Moreover, another situation where stability is extremely low,
dubbed LF+, is specified as a superset of LF configuration, where the aerodynamic
parameter A6 is increased of 35% and control authority K1 is reduced by 35%.

The effects of the three sets of parameter variations on system stability are
shown in Fig. 6.2, where the Nichols plots of the open-loop linear model at t = 72 s,
corresponding to the already cited maximum dynamic pressure condition are reported.
The frequency response clearly shows that the LF and LF+ scatterings are more
critical for the stability because rigid-body gain margin (Aero GM) at low frequency
is reduced. Since the LF, HF and LF+ cases are only related to rigid-body parameter
dispersions, the variation of the 1st bending mode natural frequency ωBM is also
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Table 6.2. Scattering sets LF, HF and LF+.

Parameter LF (%) HF (%) LF+ (%)

A6 +30 −30 +35
K1 −30 +30 −35
V +10 −10 +10
a1 +10 −10 +10
a3 −10 +10 −10
a4 −10 +10 −10
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Figure 6.2. Nichols plots in nominal condition (dashed line), and for LF, HF and LF+

scattering sets at t = 72 s.

considered in the tests, and its effects are illustrated in the Nichols plots of Fig. 6.3
for the LF condition (that is the most demanding for the rigid-body dynamics
control), and ωBM variations equal to -30% and -45% (Fig. 6.3(a)), as well as +30%
and +45% (Fig. 6.3(b)).

As the bending mode frequency dispersion increases for both positive and negative
variations, Fig. 6.3 shows that the “hump” in the range [180 deg, -180 deg], relative
to the bending mode, rapidly grows because the notch and low-pass filters, centered
on the nominal value of ωBM are not able to effectively gain- and phase-stabilize
the bending mode, and the dispersion eventually makes the system unstable.

The tests are listed in Table 6.3.

• Test 0 is intended to analyze the behavior of controllers in nominal conditions

• Test 1-2 are run to assess controller performances when only rigid-body pa-
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Figure 6.3. Nichols plot for LF condition with (a) negative variations of ωBM and (b)
positive variations of ωBM .

rameter scattering is taken into account

• Tests 3-6 are conducted to analyze the effect of the adaptation algorithms at
the limits of BC stability range, for large scattering combinations of rigid-body
and flexible parameters

• Tests 7-9 are intended to evaluate the extended safety envelope capabilities
provided by the adaptive schemes; to this end the level of uncertainty is
increased beyond the operational range of BC.

Table 6.3. Test results: Ì specification is met, ê specification in not met. (Qα) aerody-
namic load is in safety envelope. (LoC) system is stable. (∆Qα) percentage difference
of maximum Qα w.r.t. BC alone.

scattering set BC BC+AAC EAAC

Test RB ωBM Qα LoC Qα LoC ∆Qα Qα LoC ∆Qα

0 Nominal Nominal Ì Ì Ì Ì -8% Ì Ì -9%
1 LF Nominal ê Ì ê Ì -28% ê Ì -27%
2 HF Nominal Ì Ì Ì Ì -2% Ì Ì -2%
3 LF +30% ê Ì ê Ì -30% ê Ì -30%
4 HF +30% Ì Ì Ì Ì -3% Ì Ì -3%
5 LF -30% ê Ì ê Ì -26% ê Ì -26%
6 HF -30% Ì Ì Ì Ì 0% Ì Ì 0%

7 LF+ Nominal ê ê ê Ì - ê Ì -
8 LF +45% ê ê ê ê - ê Ì -
9 LF -45% ê Ì ê ê - ê Ì -22%

Table 6.3 shows results related to FCS performance for the three considered
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control architectures. In particular, entries Qα and LoC indicate if the controllers
meet the performance specification, that is, the aerodynamic load stays within Qα
safety envelope during the flight, and a LoC event is avoided (i.e. controlled system
is stable), respectively. Moreover, the percentage difference between the maximum
Qα of the system controlled by BC+AAC and EAAC w.r.t. BC is reported in the
column ∆Qα.

Even thought in tests 1, 3 and 6, where LF uncertainty set is used, both BC+AAC
and EAAC are not able to meet the specifications on the Qα limitation, a significant
improvement (about 28%) w.r.t. the maximum Qα related to BC is apparent.
Moreover, the EAAC is able to obtain system stability for all the considered tests,
whereas BC+AAC is unstable for large variations of the bending mode frequency
(tests 8, 9).

Relevant results are discussed in some detail in what follows.

6.1.1 Test 0 - Nominal condition

In this case, all parameters are set at their nominal values. As expected, the BC
has reasonably good performance and the contributions of the AAC and EAAC are
minimal. In fact, as shown in Fig. 6.4 the three controllers are all able to keep the
aerodynamic load within the safety limit.
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Figure 6.4. Test 0: Qα comparison.

In spite of the fact that AAC and EAAC increase adaptive gain between t = 50
and 80 s so as to manage wind disturbances, as it is observed from the time histories
of the total adaptive gain kT versus time in Fig. 6.5(a), the adaptive controllers
provide similar performance than BC. Moreover, the EAAC estimated bending
mode frequency ωid, reported in Fig. 6.5(b), correctly follows the time variations of
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nominal bending mode frequency ωnominal. In this test no bending mode frequency
scattering is taken into account (ωscattered = ωnominal), as it appears in Fig. 6.5(b).
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Figure 6.5. Test 0: adaptive parameters. (a) Comparison between BC+AAC and EAAC
adaptive total gain. (b) Bending mode frequency ωid estimated by EAAC.

(a) L2-norm (b) L∞-norm

Figure 6.6. Test 0: normalized performances metrics.

The mild action of AAC and EAAC is confirmed in Fig. 6.6, where the L2-
norm and L∞-norm of attitude error (∆θ), z-axis drift (z) and drift rate (ż), and
aerodynamic load (Qα), are reported together with the overall control effort (that is∫
|βtvc|) of BC+AAC and EAAC, normalized w.r.t. the corresponding values for the

BC. The BC+AAC and EAAC configurations achieve only slight reductions of the
maximum amplitude of Qα w.r.t. BC as low as 8% and 9%, respectively.

6.1.2 Test 1 - LF scattering set

In this case, only the rigid-body uncertainty set LF is accounted for, whereas
the bending mode scattering is zero. For the considered wind disturbance, the BC is
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Figure 6.7. Test 1: Qα comparison.

not able to keep Qα within safety envelope (Fig. 6.7).
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Figure 6.8. Test 1: adaptive parameters. (a) Comparison between BC+AAC and EAAC
adaptive total gain. (b) Bending mode frequency estimated by EAAC.

Conversely, as shown in Fig. 6.8(a), where the time histories of the total adaptive
gain kT of BC+AAC and EAAC are reported, the peak at t = 55 s is significantly
reduced as the adaptive gain kT is increased between t = 50 and 80 s, when the
wind disturbance is more intense, so as to satisfy the requirement and prevent
LoC. Figure 6.8(b) shows that EAAC correctly tracks the nominal bending mode
frequency (in this case ωscattering = ωnominal) during the flight.

Figure. 6.10, where L2-norm and L∞-norm normalized w.r.t. BC performance,
of attitude error (∆θ), z-axis drift (z) and drift rate (ż), aerodynamic load (Qα)
and control effort of BC+AAC and EAAC are reported, shows that the BC+AAC
and EAAC provide similar and improved overall performances as far as pitch angle
(Fig. 6.9), aerodynamic load (Fig. 6.7) and control effort are concerned.
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Figure 6.9. Test 1: comparison between BC, BC+AAC and EAAC pitch responses.

(a) L2-norm (b) L∞-norm

Figure 6.10. Test 1: normalized performance metrics.

6.1.3 Test 7 - Extended BC capability, large rigid-body uncertainty
LF+

A large modelling error is simulated by setting the level of uncertainties to LF+,
where, as said, the aerodynamic parameter A6 is increased of 35%, together with a
35% reduction of control authority K1.

This level of scattering rapidly drives the LV controlled by BC towards divergence,
as shown by the pitch angle response in Fig. 6.11. On the other hand, the BC+AAC
and EAAC preserve the stability of the system by increasing the adaptive gain kT
(Fig. 6.12(a)) even though the limit on Qα (Fig. 6.13) is violated. The observed
LV behavior is in agreement with the results discussed in [38], where simulations
are carried out using the nonlinear model of the VEGA LV (Vegacontrol) for
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Figure 6.11. Test 7: comparison between BC, BC+AAC and EAAC pitch responses.

large parameter dispersions beyond operation range (35% on a not specified set of
parameters) and VV05 wind profile. The results reported in that study show that
the system with BC becomes unstable, whereas the AAC can control the instability
preventing the LoC. Turning to the present analysis, we see that EAAC correctly
identifies the actual ωBM , as shown in Fig. 6.12(b), and the behavior of the BC+AAC
and EAAC is quite similar, in terms of adaptive gain kT modulation (Fig. 6.11) and
pitch angle (Fig. 6.11) control. It is worth to remark that even though the systems

0 20 40 60 80 100 120 140

0.5

1

1.5

2

(a) Adaptive total gain

0 20 40 60 80 100 120 140
0

10

20

30

(b) Bending mode frequency estimation

Figure 6.12. Test 7: adaptive parameters. (a) Comparison between BC+AAC and EAAC
adatpive total gain. (b) Bending mode frequency estimated by EAAC.

with adaptive controllers do not meet all the requirements, the adaptive algorithms
are able to manage large variations of rigid-body parameters together with intense
wind disturbances. In this respect, the relevant effect of AAC on control system
robustness is apparent (Fig. 6.13).

6.1.4 Test 8 - Large increase of bending mode frequency

In this case, the performances of controllers are investigated when the variation
of the bending mode frequency is set to +45%, while the other parameters are
perturbed as for the LF scattering set. In this situation, potential instability comes
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Figure 6.13. Test 7: Qα comparison.

from crossing the left critical point [0 dB, -180 deg], as shown in Fig. 6.3(b). Note
that the system with BC only is on the edge of stability.
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Figure 6.14. Test 8: comparison between BC, BC+AAC and EAAC pitch responses.

Both BC+AAC and BC do not meet requirements, and the divergent behaviors
for BC and BC+AAC are apparent in Fig. 6.14, where pitch angle response vs. time
is reported. Figure 6.15 shows the Nichols plot at t = 55 s and t = 61 s for the system
controlled by BC in nominal condition and with the considered scattering set, and
for the system controlled by BC+AAC in the scattered condition. Regardless of the
considered wind profile, an initial increase in the AAC adaptive gain is apparent
from the kT time history shown in Fig. 6.16(a). This result from the action to recover
the loss of performance at low frequency, near the Aero GM, due to the variation of
the rigid-body parameters A6 and K1. The total adaptation gain presents a peak
value kT = 1.66 at t = 55 s, that, if kept constant, would lead to instability, as it is
apparent when the Nichols plot in Figure 6.15(a) is observed.
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(b) t = 61 s

Figure 6.15. Nichols plot of the open loop responses. BC nominal case, BC scattered case
and BC scattered case augmented by AAC at t = 55 s (a) and t = 61 s (b).

0 20 40 60 80 100 120 140

0.5

1

1.5

2

(a) Adaptive total gain

0 20 40 60 80 100 120 140
0

10

20

30

40

50

(b) Bending mode frequency estimation

Figure 6.16. Test 8: adaptive parameters. (a) Comparison between BC+AAC and EAAC
adaptive total gain. (b) Bending mode frequency estimated by EAAC.

Note that this situation occurs only for a limited amount of time, as shown in
Fig. 6.16(a); at t = 61 s the AAC decreases the adaptive gain as a result of the
action of the spectral damper, bringing the total adaptive gain to values below unity
(kT = 0.83) when trying to stabilize the system at higher frequencies, that is, with
respect to the critical point [0 dB, -180 deg]. Unfortunately, as shown in the Nichols
plot at t = 61 s in Fig. 6.15(b), this leads the system to instability at low frequency,
as confirmed by the negative Aero GM at the critical point [0 dB, 180 deg]. The low
frequency instability degrades the disturbance rejection capability of the BC+AAC,
that is not able to deal with the wind disturbance, so that a LoC event occurs. This
circumstance clearly shows the limits of the AAC gain stabilization method.

On the other hand, EAAC correctly identifies the scattered ωBM , as shown
in Fig. 6.16(b) and, adapting notch and low-pass filters, avoids the insurgence of
an instability at the left critical point [0 dB, 180 deg]. In this respect, the gain
adaptation provided by EAAC is now able to limit Qα, as apparent in Fig. 6.17,
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where the EAAC response in terms of Qα is observed to be slightly above its safety
envelope.
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Figure 6.17. Test 8: Qα comparison.

6.1.5 Test 9 - Large decrease of bending mode frequency

In this test, in addition to the LF rigid-body parameter variation, the bending
mode frequency is decreased by 45%. While for a ±30% frequency variations no
relevant differences from the nominal case are apparent, a 45% frequency reduction is
outside the robustness envelope of the BC, and drives the system unstable (Fig. 6.18).
In particular, the BC notch and low-pass filters are no longer able to attenuate
and phase-stabilize the bending mode, with a consequent reduction of the stability
margins.
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Figure 6.18. Test 9: comparison between BC, BC+AAC and EAAC pitch responses.

Figure 6.18 shows the divergent behavior of BC+AAC at t = 55 s, whereas the
system without control adaptation retains stability, even though high-frequency
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oscillations of pitch angle are apparent. The LoC event of the BC+AAC is due to
the fact that AAC reduces the adaptive gain kT (see Fig. 6.19(a)) in an attempt to
eliminate high-frequency oscillations; however, by doing so, the controlled system
is not longer able to manage the intense wind gust that occurs at t = 55 s. In the
considered off-nominal condition, it is impossible for the AAC to recover stability,
regardless of the adopted tuning procedure. In fact, the AAC may only modify
the gain magnitude of the BC, that is, it may only shift up or down the open-loop
response curves. Therefore, as it is apparent in Fig. 6.20(a) that shows the Nichols
plot of the system featuring BC at t = 55, 65 and 75 s, there are not kT values, that
the AAC can generate, able to achieve stabilization.
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Figure 6.19. Test 9: adaptive parameters. (a) Comparison between BC+AAC and EAAC
adaptive total gain. (b) Bending mode frequency estimated by EAAC.
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Figure 6.20. Nichols plot at t = 55, 65 and 75 s for LF scattering set and -45% variation
of ωBM for the BC and EAAC.

Conversely, the EAAC is effective in maintaining stability, as shown by the
pitch response in Fig. 6.18, and achieves better performance w.r.t. BC in terms of
aerodynamics load reduction, as apparent in Fig. 6.21. The scattered bending mode
frequency (Fig. 6.19(b)) is accurately estimated, and, consequently, the notch and
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low-pass filters are correctly tuned, that are able to gain- and phase-stabilize the
bending mode. In particular, Fig. 6.20(b), where the Nichols plots of the system
controlled by EAAC considering only the adaptation of the bending mode filters, is
presented at t = 55, 65 and 75 s, shows that the system is gain- and phase- stabilized
due to filter adaptation, the effect of kT being negligible.
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Figure 6.21. Test 9: Qα comparison.

It is also worth to mention that, although the Nichols plot in Fig. 6.3(a) shows
that the LV model with BC is unstable, no divergence occurs in the simulations
(Fig. 6.18). As already discussed in Sec. 3.3.2, the observed behavior is due to the
nonlinear components introduced by saturations on nozzle angle and angular rate.

6.2 Worst-case scenarios

At this point, selected results are presented and discussed with the objective of
investigating and comparing the effectiveness of the adaptive control architectures in
conditions where large off-nominal parameter variations and/or wind disturbances
decrease the open-loop stability of the vehicle and require the AAC to generate a
significant control activity. In particular, the effects of ANF implementation on the
operating limits of the BC and AAC is investigated. In this respect, beside the
results obtained by BC, BC+AAC and EAAC, performance of BC-AN, that is, BC
featuring ANF (Eq. (5.11)), is also taken into consideration.

In more detail, two worst-case scenarios are simulated

• Case 1 bending mode frequency is reduced by 35% and modal gain sensor is
increased of 6 dB
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• Case 2 aerodynamic coefficient A6 is increased by 35%, control moment
coefficient K1 is decreased by −35%, and ωBM is reduced by −45%

6.2.1 Case 1

In the first case the bending mode frequency is reduced so as to increase the
coupling between rigid-body and elastic modes. Although the variation of ωBM
is outside the robustness envelope of the BC, the AAC succeeds at stabilizing the
vehicle [51]. The BC instability is apparent in the Nichols plots of the open-loop
frequency response shown in Fig. 6.22 at flight time t = 72 s, when the dynamic
pressure Q is at the maximum value.
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Figure 6.22. Case 1: Nichols plots of open-loop response at t = 72 s.

Figure 6.23(a), where the time evolution of Qα is shown for the aforementioned
control architectures, confirms that the system controlled by BC is driven unstable,
exceeding its aerodynamic load limit. Note that the curve corresponding to BC-AN
also shows a loss-of-control (LoC) situation, whereas the two configurations featuring
the AAC (BC+AAC and EAAC) retain stability throughout the entire flight by
pushing the adaptive gain down to its lower bound (see Fig. 6.23(d)). Gimbal angles
generated by these adapted controllers, reported in Fig. 6.23(b), show that the EAAC
configuration significantly reduces control activity, as the L1-norm of β is 38.67 deg s
from a value of 52.20 deg s for the BC+AAC configuration. Figure 6.23(c) shows that
the perturbed bending mode frequency is properly identified in the EAAC controller.
The oscillations of ωid, visible in the figure in the time interval 50 ÷ 70 s, are due
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Figure 6.23. Case 1: Simulation results.

to the more intense wind disturbance in that phase of flight, which significantly
increases the high frequency excitation of rigid modes so that the input signal to
the identification algorithm is more disturbed. Finally, Fig. 6.23(d) shows that the
EAAC presents a lower reduction of the adaptive gain kT in comparison with the
BC-AAC scheme, so that there is a larger control authority suitable for managing
more challenging off-nominal conditions.

6.2.2 Case 2

In the second test the effect of the ANF implementation on the operating limits of
the AAC is investigated. To this end, the aerodynamic coefficient A6 is increased by
35%, the control moment coefficient K1 is decreased by −35%, and ωBM is reduced
by −45%, while all the other parameters maintain their nominal values.

Figure 6.24, where the open-loop responses of the BC in nominal and scattered
conditions are presented, shows that the combined variations of A6 and K1 decrease
the Aero GM, making it close to zero. Moreover, as the bending mode frequency



6.2 Worst-case scenarios 126

-180 -90 0 90 180
-30

-20

-10

0

10

20

30

40

 6 dB

 3 dB

 1 dB

 0.5 dB

 0.25 dB

Figure 6.24. Case 2: Nichols plots of open-loop response at t = 72 s.
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Figure 6.25. Case 2: Simulation results.

decreases, the notch filter of the BC, centered at the nominal bending mode frequency,
is no longer effective in attenuating the flexible dynamics. The reductions of Rigid
GM and first Flex PM determine a shift of the “hump” on the Nichols plot towards
the top-right corner of the figure and, as a consequence, the BC becomes unstable.
In this situation, the AAC cannot recover stability because there is no kT variation
that may shift the open-loop response curve corresponding to the scattered model so
that it moves clockwise around the critical point [0 dB, 180 deg]. Therefore, in this
case, the configuration BC+AAC is unstable at t = 72 s, and Fig. 6.25(a) shows that
a LoC event (corresponding to divergence of system response) occurs at t ≈ 55 s.

The same figure also shows that the LoC is avoided by the BC-AN because
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the scattered bending mode frequency is correctly estimated (see Fig 6.25(b)), and
adaptation of notch and low-pass filters provides phase-stabilization and bending
mode attenuation. However, BC-AN is not successful at keeping Qα within the
safety envelope. Finally, it is apparent that EAAC is able to both stabilize the
system and significantly reduce the maximum values of Qα, that even in this extreme
scattering condition, are slightly above the limit.

6.3 Monte Carlo campaigns

6.3.1 MC 1

FCS performance assessment is also carried out through extensive Monte Carlo
(MC) campaigns where 1000 simulations are run. The first campaign (MC 1)
considers the parameter scattering reported in Table 6.4.

Table 6.4. Scattering ranges for MC 1.

Parameter Scattering range (%)

A6 [−35, +35]
K1 [−35, +35]
a1 [−10, +10]
a3 [−10, +10]
a4 [−10, +10]
ωBM [−35, +35]

Figure 6.26, where the envelopes of Qα together with the corresponding safety
limit are reported for the four controller implementations, shows that both BC+AAC
and EAAC present more limited maximum values of the aerodynamic load in
comparison with BC and BC-AN. This is confirmed in Fig. 6.27, that shows the
L2-norms of attitude error (∆θ), the z-axis drift (z) and drift rate (ż), and the
aerodynamic load (Qα), together with the overall control effort (

∫
|βtvc|) for the

control configurations BC-AN, BC+AAC and EAAC. The norms are averaged over
the number of runs and normalized with respect to the same metrics computed for
the LV controlled by the BC. It is apparent that BC+AAC and EAAC improve the
performance in terms of reduction of Qα, attitude error and control effort.

This is confirmed considering that, as shown in Table 6.6, BC+AAC and EAAC
allow for a reduction of about 60%, in comparison with BC and BC-AN, of situations
where the Qα safety envelope is violated. In this test, EAAC and BC+AAC
performances are very similar, which is somewhat expected as the scattering on
ωBM in MC 1 is less critical for the AAC with respect to the situation where the
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(a) BC (b) BC-AN

(c) BC+AAC (d) EAAC

Figure 6.26. MC 1: Qα envelope and safety limit vs. time; bold continuous lines indicate
no scattering.

value of ωBM is reduced and brought close to the highest rigid-body frequency. It
is also worth to mention that control performance metrics averaged over a large
number of cases where model parameters are randomly scattered, are improved over
those corresponding to specific, worst-case conditions.

6.3.2 MC 2

A second Monte Carlo simulation campaign (MC 2) is carried out by scattering
the model parameters according to Table 6.5, where the bending mode frequency,
constant along the flight, is reduced by 35% of its nominal value over the 1.000
simulation runs. Figure 6.28, where the responses in terms of aerodynamic load Qα
are reported, shows that BC and BC-AN provide similar results, as already noted
for the MC 1 campaign.

Conversely, the BC+AAC presents a substantial performance degradation as
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Figure 6.27. MC 1: Normalized performance metrics.

Table 6.5. Scattering ranges for MC 2.

Parameter Scattering range (%)

A6 [−35, +35]
K1 [−35, +35]
a1 [−10, +10]
a3 [−10, +10]
a4 [−10, +10]
ωBM −35

Table 6.6. Number of cases exceeding Qα safety limit.

Controller MC 1 MC 2
BC 329 265
BC-AN 324 258
BC+AAC 119 335
EAAC 144 91

confirmed by the L2-norms in Figure 6.29, where it is apparent that attitude errors
and Qα are greater than the same metrics computed for the BC. On the other hand,
EAAC retains the reduction of attitude error, aerodynamic load and control effort
that are typically provided by a BC+AAC configuration operating as expected, and
to reduce the number of LoC events. This is clearly visible in Table 6.6, as the
EAAC is able to prevents 174 of the 265 situations where the constraint on Qα is
violated using the BC and, more important, 244 of the 335 mission failures occurring
with the BC+AAC control implementation.
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(a) BC (b) BC-AN

(c) BC+AAC (d) EAAC

Figure 6.28. MC 2: Qα envelope and safety limit vs. time; bold continuous lines indicate
no scattering.

Figure 6.29. MC 2: Normalized performance metrics.
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Chapter 7

Conclusions

7.1 Main achievements

The thesis is focused on development and analysis of adaptive control architectures
to the Flight Control System (FCS) of a Launch Vehicle (LV) in the atmospheric
phase of flight with the following major objectives

1. to improve performance and safety in terms of trajectory error and aerodynamic
load minimization

2. to improve the FCS stability robustness against model uncertainties

3. to reduce the burden related to gain tuning and FCS validation activities
before each flight.

LV modeling

As a first step, LV modeling is dealt with in order to achieve an accurate
description of LV flight from lift-off to first stage separation. A nonlinear model
of the LV is developed, the equations of motion of which are derived taking into
account all physical aspects relevant for the LV attitude control problem, such as
rigid-body dynamics, aerodynamic and propulsion forces and moments, elastic DoFs,
and the inertial coupling terms due to nozzle rotation. Suitable wind disturbance
models are also devised.

In order to investigate FCS stability and performance in the consolidated frame-
work for linear controller synthesis and analysis (i.e. root locus, Bode diagrams,
Nichols charts), a linearized model is derived under the assumptions of small de-
viations of vehicle motion from the reference trajectory, and assuming that LV
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parameters, such as mass or thrust magnitude, are “frozen” over a short period of
time. The LV model is completed by the TVC actuator dynamics.

Attitude control design

A classic attitude controller (BC), which consists of a PD controller on pitch axis
with anti-drift control, plus a filter to stabilize high-frequency dynamics and bending
modes, is developed. The BC is designed to meet traditional stability requirements
for LVs, that is, 6 dB gain and 30 deg phase margins, and to guarantee robustness
against parameter uncertainties. Performance and stability assessments of BC are
carried out using frequency-based analyses and time-domain simulations, where a
number of LV parameters are scattered and severe wind disturbances are considered.
The results show that BC performance degrades as the level of uncertainty increases,
as expected. In particular, the maximum amplitude of the aerodynamic load Qα
reaches its safety envelope for a 10% increase of A6 combined with a 10% reduction
of K1, that are the parameters related to the aerodynamic moment and control
authority, respectively.

Adaptive control

In the second part of the study, the Augmenting Adaptive Controller (AAC)
architecture is taken into consideration. According to this approach the BC output
is corrected by a multiplicative gain whose value is adapted during the flight in
order to minimize deviations with respect to a suitably specified reference model,
and to limit the excitation of high frequency dynamics. As an advantage, AAC
implementation does not introduce any modifications in the BC architecture and
filter structure.

The main features of the AAC are critically analyzed, and opportunities and
limitations of its architecture are investigated. Moreover, a number of simulations
confirms that performance and robustness are improved by the adaptive algorithm
for the considered variations of model parameters, and in situations where the LV
experiences intense wind variations. Furthermore, the AAC is able to prevent loss of
control when the level of uncertainties on rigid-body parameters is increased beyond
the stability range of BC (up to uncertainty of 35% on A6 and K1).

However, it is also observed that relevant variations of bending mode frequency,
which cause a loss of effectiveness of BC notch filters, are more troublesome (mostly
when the frequency decreases). In those situations, the AAC may degrade BC
performance, and even lead the system to instability, as gain stabilization hardly
manages large scattering of bending mode frequency.
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Optimal tuning of AAC parameters

AAC gain selection is still an open-topic mainly due to the complexity of the
spectral damper action, and tuning is based on trial-and-error procedures. In this
respect, refined guidelines are discussed in the thesis for the setup of the spectral
damper filters, and two novel tuning methodologies for the AAC parameters are
presented. The aim is to reduce the issues and burden of the procedures currently
adopted for the design of the adaptive laws. In particular, the novel methodologies
involve the solution of a robust optimization problem (RDO), the goal of which
is to minimize the maximum angular displacement and a suitable measure of the
unwanted high frequency oscillations of pitch angle.

The first approach (RDO/MC) uses a genetic algorithm (GA) to find the optimal
AAC parameters that minimize an objective function evaluated as the result of a
Monte Carlo campaign. This technique is robust with respect to initial estimates of
tuning parameters, avoidance of local minima and not smooth merit index.

The second tuning method (RDO/min-max) is formulated as a min-max optimiza-
tion, where AAC parameters are to be determined that maximize the performance
in two worst-case conditions. These conditions are defined by setting the values
of uncertain parameters so that the low- and high-frequency gain margins of the
open-loop LV controlled by BC are zero. The RDO/min-max is based on the Nelder-
Mead simplex method for the solution of the optimization problem, and provides
the same quality of results of RDO/MC being much faster and less computationally
demanding, as the performance metrics are determined in a few, suitably selected,
corner cases. Optimal tuning improves AAC performance in terms of reduced atti-
tude errors and angle-of-attack variations, preventing up to 94% of loss of vehicle
(LoV) the considered test cases.

Adaptive bending mode filters and Extended AAC

As said, large variations of bending mode frequency from nominal may signif-
icantly degrade the performance of the adaptive algorithm. This can be critical
when the bending mode frequency gets closer to the frequencies of rigid-body modes,
and the gain variation provided by AAC is not effective when a system where
phase-stabilization would be required is dealt with.

In this respect, a novel adaptive control architecture is proposed as a possible
means for improving the robustness of AAC to uncertainties in the model of flexible
dynamics. Notch and low-pass filters, that are standard components of the BC, are
adapted following an on-line estimation of the first bending mode frequency based
on the application of the recursive least-squares (RLS) method. The adaptive notch
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filters (ANF) are successfully integrated in the control architecture featuring the BC
augmented by AAC. The so-called Extended Adaptive Augmenting Control (EAAC)
appears effective in improving control system performance in situations where the
BC is marginally stable and AAC functionality is challenged by large variations of
bending mode frequency.

In particular, it is apparent that in the aforementioned situation, the EAAC
provides the required control stability, also reducing the control effort associated
to the configuration featuring BC and AAC without filter adaptation. When the
gain stabilization realized by AAC would be ineffective to control the vehicle, due to
the combined effects of increased aerodynamic action and limited control authority
when the bending mode frequency is reduced with respect to its nominal values, the
EAAC is again able to stabilize the model and to significantly reduce the structural
load.

As a final comment, the adoption of adaptive control methodologies can be an
effective and reliable tool for enhancing FCS robustness with respect to parametric
uncertainties and, possibly, a mean for limiting the costs of mission integration
activities, so as to reduce the recurrent activities in FCS design and validation.

7.2 Future work

Future work and possible improvements for this thesis will require a thorough
evaluation of the proposed adaptive control algorithms using a high-fidelity six-
degree-of-freedom (6-DoF) nonlinear simulation model that includes all relevant
elastic and, if present, sloshing dynamics, tail-wags-dog effects, nonlinear unsteady
aerodynamics, sensor dynamics and related error models and external disturbances.
The adaptive controller shall be also implemented in the pitch and yaw axes, taking
into account roll coupling effects.

In this thesis, the adaptive control techniques have been designed and assessed
using a reference LV model of the same class as VEGA LV, the data of which
are relative to a single mission. In this regard, future works might investigate the
implementation of the proposed adaptive controllers for different LVs and missions.
For instance, when reference is made to LVs with liquid-propellant propulsion systems,
featuring non-negligible sloshing effects that can create dynamic couplings with
rigid and/or flexible body dynamics, the effects sloshing on the effectiveness of the
adaptive control architectures developed in this thesis could be investigated.

Furthermore, the 6-DoF nonlinear dynamics model developed in this study is a
suitable asset for LV simulation, that can be used in future researches on system
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identification and trajectory reconstruction.
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