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Continuous-time and sampled-data stabilizers for
nonlinear systems with input and measurement

delays
Stefano Battilotti

Abstract—In this paper, we propose continuous-time and
sampled-data output feedback controllers for nonlinear multi-
input multi-output systems with time-varying measurement and
input delays, with no restriction on the bound or serious
limitations on the growth of the nonlinearities. A state prediction
is generated by chains of saturated high-gain observers with
switching error-correction terms and the state prediction is used
to stabilize the system with saturated controls. The observers
reconstruct the unmeasurable states at different delayed time-
instants, which partition the maximal variation interval of the
time-varying delays. These delayed time instant depend both
on the magnitude of the delays and the growth rate of the
nonlinearities. We also design sampled-data stabilizers as zero-
order discretization of a hybrid modification (with continuous-
time states and discrete-time control and innovations) of the
continuous-time stabilizers.

Index Terms—Delay systems, time-varying measurement and
input delays, dynamic state predictors, continuous-time and
sampled-data output feedback controllers.

I. INTRODUCTION

THE problem of reconstructing the unmeasurable state
variables for stabilization by using the delayed output

measurements is long-standing. For stable linear systems the
problem has been solved in [33]. Nonlinear observer has been
proposed in [22] for linearizable by additive output injection
systems. A predictor based on a cascade of observers has been
introduced with LMI techniques in [8]. For globally Lipschitz
continuous invertible observability maps ([12] and [20]) the
proposed observer consists of a chain of dynamic predictors
that reconstruct the unmeasurable state vector at different
delayed time-instants. Also globally Lipschitz conditions on
the system are required in [14]. In all these papers linear
predictors are used. A survey on the predictor-based approach
is extensively surveyed in [21]. Predictor–based results have
been more recently obtained in [18] where a known compact
absorbing set (plus some technical additional assumptions)
is assumed for all the system trajectories. These dynamic
predictors follow the structure of the ones introduced in [12]
and [20].

Predictors, which are not implemented as dynamical filters,
are designed in [16] under the assumption that either a) the
expression of the state trajectories is explicitly known or b) the
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system is globally Lipschitz. In [17] the existence of predictor–
based observers is shown under the hypothesis that the so-
called predictor map is known exactly. The implementation
of predictors containing integral terms (distributed predictors)
may be computationally prohibitive for real-time applications,
and sensitive to uncertainties and modeling errors.

Actually, all the above cited results can be implemented
only if the predictor map is available (this happens for linear
systems, bilinear systems, chains of linear systems with input
nonlinearities), except for [18] where a modified version of
the chained predictors, introduced in [12] and [20], are used.
Numerical and approximate predictors have been proposed
in [15]. State predictors for nonlinear stable systems are
studied in [5], removing globally Lipschitz and compact
absorbing set assumptions by introducing techniques based
on incremental homogeneity properties ([4]). All the above
papers consider constant measurement delays. The case of
time-varying measurement delays has been considered in [34]
although restricted to linear systems with piecewise constant
measurement delays. A Lyapunov-Krasovskii approach is used
in [13] and [36] and exponential error convergence is proved
in [1]. However, applications are limited to small delays. A
Razumichin approach has been used in [12] and in the more
general context of multi-output systems in [9]. In the last two
papers a chain of observer is used to achieve error convergence
when this is not possible with only one observer. On the other
hand, applications are limited to globally Lipschitz systems (as
in [9]) or differentiable delays with additional rate restrictions
(as in [13]). In [5] and [6] these limitations are overcome
and global predictors are designed for systems with bounded
trajectories.

The reconstructed unmeasurable state variables are used for
stabilization in the presence of delayed controls. A solution
is to set to zero the input delay and then searching for
upper bounds on the input delays that the closed-loop system
can tolerate while still realizing the desired goal. This often
involves Lyapunov-Krasovskii functionals (as discussed in
[11] and [26], which often lead to satisfactory results when
the delay is small; see [25]. However, many applications have
long input delays. In general, stabilization under long input
delays needs control designs that use the value of the input
delay, and in many cases, distributed delays are used, meaning
the control uses all values of the state or input along some
interval of past times; see [27].

In [26] a prediction based approach is used to construct
globally asymptotically stabilizing control laws for time-
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varying systems using state-feedback. This approach differs
from the classical reduction model approach or the prediction
based approaches introduced by Krstic (as in [7], [21] and
[16]) which also involve distributed terms. Several dynamic
extensions are used, making it possible to obtain a prediction
of the state variable without using distributed terms. Many
contributions, including [3] and [1], use several dynamic
extensions to carry out state prediction, but to the best of our
knowledge, they do not apply to the problem we consider here
and they use distributed terms. Our prediction stabilization
technique applies to nonlinear Lipschitz systems, which is also
the case for many prediction ones, e.g., [16].

Finally, the works [1], and [38] were limited to linear time-
invariant systems under additional eigenvalue conditions and
controllability conditions or bounds on the delays, without
robustness to uncertainty; [12] covered nonlinear systems
under a globally drift-observability condition and [37] was
concerned with time-varying linear systems. Most of the above
papers are focused on the state-feedback problem with globally
Lipschitz or linear dynamics. Only [10], [1] and [3] cover
the output-feedback case with large delays but restricting to
globally Lipschitz dynamics and only [19] covers feedback
linearizable systems but restricting to small delays. In this
paper, we remove globally Lipschitz assumptions or linearity
assumptions on the system by introducing techniques based on
incremental homogeneity properties ([4]) and propose output-
feedback stabilizers for multi-inputs multi-outputs nonlinear
systems with time-varying measurement and input delays, with
no restriction on the bounds. Following the idea of chains of
linear observers ([9], [20]), we generate a state prediction by
chains of nonlinear (high-gain) observers that reconstruct the
unmeasurable state at different delayed time-instants, which
partition the maximal variation interval of the time-varying
delays. The number of observers is in general larger as the
maximum delay is larger. Our remarkable improvement of
this idea relies in the fact that the number of observers, in
the presence of strong nonlinearities, should depend also on
the growth rate of the nonlinearities. Stronger nonlinearities
require a larger number of observers. The state prediction is
used by a nonlinear controller to stabilize the system through
the delayed control input. The novelty of our stabilizer is
the use of a nonlinear (saturated) control law affected by
a chain of nonlinear observers with saturated estimates and
switching error-correction terms. Saturations (or alternatively
rate limiters) take care of the strong nonlinearities of the
system and avoid the peaking phenomenon (well-known for
systems with no delays). Switching error-correction terms take
care of the time-varying delays. Also incremental homogeneity
properties introduce a novel and generalized technique for
rescaling the controller’s and observers’ gains which is even
new with regard to the controllers adopted in [4] for systems
with no delays and has a key role in the stability properties
of the closed-loop system. The nonlinear nature of the closed-
loop system requires a quite technical approach and specific
nonlinear analysis tools, which is another contribution of this
paper. In particular, for the closed-loop stability analysis we
introduce new classes of (logarithmic) Lyapunov-Razumichin
functions which are particularly useful in the presence of

nonlinear dynamics. Robustness and few other extensions
are discussed in section IV-E. We also propose a zero-order
hold discretization of a hybrid version (with continuous-time
states and discrete-time control and innovations) of the above
continuous-time stabilizers to obtain a sampled-data output-
feedback stabilizer (section V). Since the discretized stabilizer
and the hybrid stabilizer produce the same controls and state
estimates at the sampling times, the stability analysis of the
closed-loop system is performed with the hybrid stabilizer,
taking advantage of the results obtained for the continuous-
time stabilizer. Sampled-data predictors and controllers were
studied in [2] and [16] under the above mentioned restrictions
of continuous-time controllers while various other contribu-
tions achieve only practical asymptotic stability (see [32] for
instance). By considering general nonlinearities and achieving
asymptotic stability, our result is another remarkable contri-
bution in the literature of sampled-data output-feedback for
systems with delays. The novelty of our sample-data stabilizer
is the use of a nonlinear (saturated) sampled-data control law
affected by a chain of nonlinear sampled-data observers with
saturated estimates and switching error-correction terms.

II. NOTATION

(N1) Rn (resp. Rnˆs) is the set of n-dimensional real column
vectors (resp. nˆ s matrices). Rě (resp. Rně, Rnˆsě ) denotes
the set of non-negative real numbers (resp. vectors in Rn,
matrices in Rnˆs, with non-negative real elements). Rą (resp.
Rną) denotes the set of positive real numbers (resp. vectors in
Rn with real positive entries). pRnq˚ is the dual space of Rn
(space of row vectors).
(N2) For any matrix A P Rpˆn we denote by Ai,j the pi, jq-th
element of A and for any vector v P Rn (or v P pRnq˚) we
denote by vi the i-th element of v. Also, we may write vectors
v P Rn as pv1, . . . , vnq

T , vectors w P pRnq˚ as pw1, . . . , wnq
and matrices A P Rsˆn either as A “ rv1, . . . , vns (i.e. by
columns) or A “ rwT1 , . . . , w

T
s s
T (i.e. by rows). In is the

nˆ n identity matrix. Moreover,

diagtA1, . . . , Amu :“

¨

˚

˚

˝

A1 0 ¨ ¨ ¨ 0
0 A2 ¨ ¨ ¨ 0
...

... ¨ ¨ ¨
...

0 0 ¨ ¨ ¨ Am

˛

‹

‹

‚

where Ai is any matrix and the 0 blocks have suitable
dimensions. We retain a similar notation for functions. Also,
|a| denotes the absolute value of a P R, }a} denotes the
euclidean norm of a P Rn with }a}M :“

?
aTMa where

M P Rnˆn is a positve definite matrix, }A} denotes the norm
of A P Rnˆn induced from }¨}. For any matrix A (resp. vector
v) xAy denotes the matrix (resp. vector) with xAyi,j :“ |Ai,j |
(resp. with xvyi :“ |vi|).
(N3) We denote by C0pX ,Y q, X Ă Rn and Y Ă Rs, the
set of continuous functions α : X Ñ Y . Moreover, K0 de-
notes the set of strictly increasing functions α P C0pRě,Rěq,
K denotes the set of functions α P K0 such that αp0q “ 0,
K8 denotes the set of functions α P K such that αpsq Ñ `8

as s Ñ `8. Also, L denotes the set of strictly decreasing
functions α P C0pRě,Rąq such that αpsq Ñ 0 as s Ñ `8
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and by KL denotes the set of functions α P C0pRěˆRě,Rěq
such that αps, ¨q P L and αp¨, sq P K for each s P Rě. By
αpsq “ opβpsqq for sÑ p0 (where p0 P RYt˘8u) we mean
that limsÑp0

αpsq
βpsq “ 0.

(N4) For ε P Rą, the group of dilations G “ pεr, ˛q is the set
of elements εr :“ pεr1 , . . . , εrnqT P Rn, r P Rn, with group
operation εr

1

˛ εr
2

“ εr
1
`r2 and identity element ε0n :“ 1n :“

p1, . . . , 1qT where 0n :“ p0, . . . , 0qT .
Also, we define the εr´dilation of v P Rn as the left group

action ˛ on Rn defined as εr ˛ v – pεr1v1, ¨ ¨ ¨ , ε
rnvnq

T .
Similarly, we define the εr´dilation of w P pRnq˚ as
the right group action ˛ on pRnq˚ defined as w ˛ εr –

pεr1w1, ¨ ¨ ¨ , ε
rnwnq.

By extension, we can define the left εr´dilation of A :“
rwT1 , . . . , w

T
s s
T P Rnˆs as the left group action ˛ on Rnˆs

defined as εr ˛ A – rεr1wT1 , . . . , ε
rnwTn s

T and the right
εr´dilation of A :“ rv1, . . . , vns P Rsˆn as the right group
action ˛ on Rsˆn defined as A ˛ εr – rεr1v1, ¨ ¨ ¨ , ε

rnv1s.
The dilation’s properties used in this paper are given in the
appendix.
(N5) on Rn we introduce a partial ordering ĺ as follows: for
any pair of vectors x, y P Rn we write x ĺ y if and only if
xi ď yi for all i “ 1, . . . , n. We naturally extend this partial
ordering on Rnˆs: for any pair of matrices A,B P Rnˆs A ĺ

B if and only if Ai,j ď Bi,j for all i “ 1, . . . , n, j “ 1, . . . , s.
Also for any Apxq P Rnˆs, x P Rm, and compact C Ă Rm we
denote by supxPC Apxq any matrix AM such that Apxq ĺ AM
for all x P C.

On the other hand, for any pair of square matrices A,B we
will write A ď B (resp. A ă B) if and only if A ´ B is
negative semidefinite (resp. A´B is negative definite).
(N6) A saturation function σl with saturation levels l P Rną is a
function σlpxq :“ pσl1px1q, . . . , σlnpxnqq

T , x P Rn, such that
for each i “ 1, . . . , n and xi P R:

σlipxiq “

"

xi |xi| ď li
signpxiqli otherwise.

(1)

It is easy to prove the following inequalities:

xσlpxq ´ σlpyqy ĺ 2 xσlpx´ yqy ĺ 2l, (2)
xσlpxqy ĺ xxy (3)

for all x, y P Rn and l P Rną.

III. THE CLASS OF SYSTEMS AND PROBLEM STATEMENT

We consider continuous-time nonlinear systems with de-
layed measurements y and inputs u:

9xt “ Axt `But´c ` φpxtq, t ě ´c´ 2d8, (4)
yt “ Cxt´dt , t ě 0 (5)

with state xt P Rn, measurements yt P Rp, continuous
measurement delay dt P Rě, known up to time t and bounded
by a known constant d8 and known constant input delay
c P Rě (see section IV-E2 for time-varying input delay ct).
The assumption that the delays are known is realistic in many
applications. The input ut is set to zero for t ď c. We
assume that φ is locally Lipschitz (see section IV-E1 for locally

Lipschitz output nonlinearities ψ: yt “ Cxt´dt ` ψpxt´dtq).
The matrices A,B,C have the form

A “ diagtA1, . . . , Amu, B “ diagtB1, . . . , Bmu,

C “ diagtC1, . . . , Cpu, (6)

where pAi, Biq are in Brunowski form and Ci “ p1, 0, . . . , 0q.
If pA,B,Cq are not in this form, we assume that pA,Bq is
controllable and pC,Aq observable and use the coordinates in
which pA,Bq has the form in (6) (plus additional terms to
be dumped in φ) to design the controller and the coordinates
in which pC,Aq has the form in (6) (plus additional terms
to be dumped in φ) to design the observer. The problem
we want to solve in this paper is to design continuous-time
stabilizers of (4) using the output information yt and sampled-
data stabilizers using the sampled output information yth ,
th :“ hT (h P N and T P Rą the sampling period).

IV. CONTINUOUS-TIME STABILIZERS

The continuous-time stabilizer we propose consists of a
controller together with a certain number of chained observers.
These observers are chained in the sense that each observer in
the chain computes the estimate of the state of the controlled
process, delayed by a sufficiently small relative amount, and
hands over a certain amount of information (like its own
estimate) to the next one in the chain. The approach of using
chained sub-predictors for coping with large delays is not new
([12], [9]). The novelty here is to consider the measurement
and control delays dt and c forming together a large delay
dt`c (from the last received measurement to the first applied
control action) and the partition of the delay interval r´c, d8s
into an increasing sequence of points tppjquj“1,...,ν , which
determines the number ν of sub-predictors. Another important
novelty is that ν depends not only on how large is the delay but
also on the growth rate of the nonlinearities of the controlled
process (tunable chain length ν). According to this partition,
each observer of the chain computes an estimate of the delayed
state x

pjq
t :“ xt´ppj´1q , j “ 2, . . . , ν ` 1, denoted by px

pjq
t .

The first element of the observer chain is an observer which
computes the estimate px

pν`1q
t of the (maximally) delayed state

x
pν`1q
t :“ xt´d8 and the last element of the observer chain

is an observer which computes the estimate px
p2q
t of the state

x
p2q
t :“ xt`c (i.e. a c-step prediction). The control action is

defined by processing this last estimate so that, when delayed
by c at the input ut´c of the system, it corresponds to the
estimate of xt. The partition of the interval r´c, d8s into a
sequence of points tppjquj“1,...,ν is made precise as follows.

Definition 4.1: A real sequence tppjquj“1,...,ν is a δ-fine
partition of an interval ra, bs Ă R, δ P Rą, if ν “ r b´aδ s ` 1,
ppjq :“ a` pj ´ 1qδ for j “ 1, . . . , ν ´ 1 and ppνq :“ b.
Notice that the number N depends on the refinement δ of the
partition and ppνq ´ ppν´1q ď δ with ppνq ´ ppν´1q “ δ if
and only if b´a

δ is integer. In what follows, we consider δ-fine
partitions tppjquj“1,...,ν of the interval r´c, d8s including the
point 0 and an auxiliary extra point ppν`1q ą d8 such that
ppν`1q ´ ppνq ď δ and we assume that ppν0q “ 0 for some
ν0 P t1, . . . , νu (we will say that the partition is extended and
centered at 0).
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A. The observer chain with tunable length

Each observer of the chain, say the j-th observer of the
chain, manipulates a certain amount of information, according
to the relative values of the delay dt with respect to the
partition of r´c, d8s: typically, when dt is large the observer
will process the estimate px

pj`1q
t handed over by the preceding

observer in the chain, while for small values of dt the observer
will use the available outputs yt and, if necessary, past outputs
ys, s ď t. Different data processing of the above type
determine different innovations for each observer to guarantee
convergence of the estimate to the delayed state. As already
stated, we assume that dt is bounded by d8 and continuous.
A useful property of continuous delays is the following (see
also [10]). Let y˚t be the undelayed outputs, i.e. y˚t´dt

“ yt.
Lemma 4.1: If dt is continuous, when for each t ą d8 and

∆ : dt ď ∆ ď t there exists st ď t : y
st “ y˚t´∆.

In other words, when the delay dt is continuous, past mea-
surements are available for processing continuously in time up
to t.

Let’s get into the technical structure of each observer
in the chain. Let fpoq P Rn, r P Rną, ε, lpoq P Rą and
diagonal positive definite Γpoq P Rnˆn be design parameters.
Moreover, in accordance with the notation x

pj`1q
t :“ xt´ppjq

set upj`1q
t :“ ut´ppjq . The observer chain is described by

9
px
pjq

t “ Apx
pjq
t `Bu

pjq
t´c

` φ
´

σλpoqpεq

´

px
pjq
t

¯¯

` P poq
´1
CTRpoqz

pjq
t ,

j “ 2, . . . , ν ` 1, t ě 0, (7)

with saturation function σλpoqpεq and saturation levels
λpoqpεq :“ lpoqεr, matrices

P poq “ pIn ´G
poqAT qT ˛ ε´2r ˛ pIn ´G

poqAT q,

Rpoq “ Cpε´r ˛Gpoq ˛ ε´rqCT , Gpoq “ εf
poq

˛ Γpoq ˛ εf
poq

, (8)

and innovations z
pjq
t defined as follows:

˝ for j “ ν0 ` 1, . . . , ν ` 1

z
pjq
t :“

$

’

’

’

&

’

’

’

%

ytpjq ´ Cpx
pjq

t´s
pjq
t

if dt P r0, p
pj´1qq,

yt ´ Cpx
pjq

t´s
pjq
t

if dt P rp
pj´1q, ppjqs,

Cppx
pj`1q
t ´ px

pjq

t´s
pjq
t

q if dt P pp
pjq, ppν`1qs

(9)

(where ytpjq is the past output at tpjq P r0, ts such that tpjq ´
dtpjq “ t´ ppj´1q: tpjq does exist by lemma 4.1) with delay

s
pjq
t :“

$

&

%

0 if dt P r0, p
pj´1qq,

dt ´ p
pj´1q if dt P rp

pj´1q, ppjqs,

ppjq ´ ppj´1q if dt P pp
pjq, ppν`1qs,

(10)

˝ for j “ 2, . . . , ν0

z
pjq
t :“ Cppx

pj`1q
t ´ px

pjq

t´s
pjq
t

q (11)

s
pjq
t :“ ppjq ´ ppj´1q. (12)

Each observer is initialized as follows:

px
pjq
θ :“ 0,@θ P r´c´ 2d8, 0s (13)

(this particular initialization is motivated by sake of simplicity,
otherwise we would have a slightly more involved design in
the proof of the main theorem: see step (III) after (92)).The
length ν of the chain depends not only on the magnitude of
the delays but also on the nonlinearities of the system and it
is a critical parameter in our design.

Remark 4.1: Notice that when dt P r0, p
pj´1qq, j “ ν0 `

1, . . . , ν ` 1, the past outputs ytpjq (tpjq ă t, where tpjq “

t ` dtpjq ´ ppj´1q) is processed for the innovation z
pjq
t . The

estimate x
pjq
t is not delayed (spjqt “ 0). Notice that for the

implementation of this step we need the past outputs ytpjq
(tpjq ă t) and this requires the continuity of dt. This is the
only point for which the continuity of dt is needed. If dt
is not continuous the output ytpjq may be not available for
processing. In this case we may think to reconstruct the value
ytpjq from the past outputs (exactly or approximately using
for instance sinc-functions). As it appears from (9), (11), the
chained structure is given by the estimate px

pj`1q
t of x

pj`1q
t

computed by the pj ` 1q-th observer in the chain and handed
over to the j-th observer only either when dt P pp

pjq, ppν`1qs

((9)) and for the observers which compute state interpolations
(i.e. past values of the state: (11)) or for the observers which
compute state predictions (i.e. future values of the state: (11)).

Remark 4.2: Notice that each observer (7) is a copy of
the system (4), delayed by the amount ppj´1q, with saturated
estimates σλpoqpεqppx

pjq
t q and updated by the innovation process

z
pjq
t , weighted by the gain matrix P poq

´1
CTRpoq. The gain

matrix is defined as a suitable dilated transformation with
parameter ε, which follows very naturally from the incremental
homogeneity assumptions on the process nonlinearities f
which will be introduced in the section IV-C. The importance
of saturating the estimates when trying to reconstruct the state
of a nonlinear system with delay-free measurements has been
pointed out in various works since the late 90’s. Here, we prove
the important fact that also in the presence of measurement
delays we need to process saturated estimates.

B. The controller

Let fpsq P Rn, lpsq P Rą and diagonal positive definite
Γpsq P Rnˆn be design parameters. The controller is defined
as

ut :“ ´RpsqBTP psqpIn ´A
TGpsqq ˆ

ˆ σλpsqpεq

´

pIn ´A
TGpsqq´1

px
p2q
t

¯

(14)

with saturation function σλpsqpεq and saturation levels
λpsqpεq :“ lpsqεr (in general ‰ λpoqpεq) and

P psq “ pIn ´A
TGpsqq´T ˛ ε´2r ˛ pIn ´A

TGpsqq´1,

Rpsq “ BT pεr ˛Gpsq ˛ εrqB, Gpsq “ εf
psq

˛ Γpsq ˛ εf
psq

. (15)

Notice how in (14) pxp2qt provides an estimate of x
p2q
t “ xt`c

and the control, as well as the estimates, are saturated with
different levels λpsqpεq ‰ λpoqpεq.

Remark 4.3: Notice that the controller (14) comes out
from the composition of a linear controller with the saturation
σλpsqpεqp¨q. The linear controller is characterized by a gain ma-
trix RpsqBTP psq defined as a suitable dilated transformation
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with parameter ε, which follows very naturally from the incre-
mental homogeneity assumptions on the process nonlinearities
f which will be introduced in the section IV-C. The impor-
tance of saturating the control when trying to asymptotically
stabilize a delay-free nonlinear system by output feedback
has been pointed out since the late 90’s. Here, we prove the
important fact that also in the presence of delays it is important
to saturate the (delayed) control action.

C. Main assumptions and results

Our assumptions on the system (4) are the following (see a
review of incremental homogeneity in appendix A).
(H0) (forward completeness): the trajectories xt of (4) satisfy
the following inequality: there exist µ P Rą and continuously
differentiable and proper U : Rn Ñ Rě and κ P K8 such that
9Upxtq|p4q ď µUpxtq ` κp}ut´c}q for all t ě ´c´ 2d8,

(H1) (state feedback design): for some degrees fpsq P Rn and
weights r P Rną such that

f
psq
j´1 ď f̂

psq
j ď f

psq
j , j “ 2, . . . , n,

f̂
psq
1 :“ f

psq
1 , f̂

psq
j :“ rj ´ rj´1 ´ f

psq
j´1, j “ 2, . . . , n, (16)

φ is homogeneous in the upper bound with quadruples pr, r `
fpsq, f̂psq,Φpsqpxqq and lower triangular Φpsqp0q,
(H2) (observer design): for some degrees fpoq P Rn and weights
r P Rną such that

2f
poq
j ´ f

poq
j´1 ď f̂

poq
j´1 ď f

poq
j´1, j “ 2, . . . , n,

f̂
poq
j :“ rj`1 ´ rj ´ f

poq
j`1, j “ 1, . . . , n´ 1, f̂poqn :“ fpoqn , (17)

φ is incrementally homogeneous in the upper bound with
quadruples pr, r ` f̂poq, fpoq,Φpoqpx1, x2qq and lower triangular
Φpoqp0, 0q.
(H3) (state feedback performances recovery): fpoqn ą f

psq
n .

Remark 4.4: Assumptions (H1) and (H2) are enough
general for coping with large classes of nonlinear systems:
the nonlinearities must satisfy some incremental homogeneity
conditions, one for state-feedback design (H1) and one for
observer design (H2). The additional condition (H3) is a fast
recovery condition (through state reconstruction) of the closed-
loop performances achieved by state-feedback and couples
the state-feedback design with the observer design. Output
feedback controllers are obtained from the state-feedback
controllers by processing the state estimates instead of the
true (unknown) values of the state. Notice that Φpsqp0q (resp.
Φpoqp0, 0q) is required to be lower triangular, which implies
that φ, when at least once differentiable, has a lower triangular
linearization at 0. This implies that the linearization of (4) at
0 is controllable. Assumptions based on incremental homo-
geneity similar to (H1)-(H3) have been considered in [4] for
designing controllers for systems with no delays. In this paper,
we consider more general control and observer structures than
the ones introduced in [4] with ad hoc techniques for the
choice of the gain matrices and saturation levels as well as
for the closed-loop stability analysis. It is not difficult to
check for assumptions (H1) and (H2). In general, this kind

of assumptions amount to solve a set of algebraic inequalities
in the unknowns r P Rną and fp¨q P Rn. For example the system

9x1,t “ x2,t ` x1,t, 9x2,t “ ´x1,t ` p1´ x2
1,tqx2,t ` ut´c (18)

satisfies all the assumptions (H1)-(H3) with φpxq “

px1,´x1 ` p1 ´ x2
1qx2q

T , r “ p1, 3qT , fpsq “ p1, 1qT ,
fpoq “ p4, 2qT and suitable Φpsqpxq and Φpoqpx1, x2q (which
we leave to the reader) with lower triangular Φpsqp0q and
Φpoqp0, 0q.

Assumption (H0) is a standard assumption for forward
completeness and it can be relaxed by requiring that the
trajectories of (4) satisfy (H0) only up to time t “ c (i.e.
forward completeness for the open-loop system). This kind of
assumption is needed to ensure that in the absence of control
input (up to time t “ γ) the state trajectories do not explode
to infinity. For instance, assumption (H0) holds for (18) with
Upxq “ }x}2, µ “ 3 and κ “ s2.

Remark 4.5: A consequence of (16) and (17) is that the
numbers f

psq
j , j “ 1, . . . , n, form a non-decreasing sequence

while the numbers f
poq
j , j “ 1, . . . , n, form a non-increasing

sequence and in the overall by (H3) we have

f
psq
1 ď . . . ď fpsqn ă fpoqn ď . . . ď f

poq
1 . (19)

Since ĺ is a partial ordering on Rn, the monotone condition
(19) induces also a partial ordering on the group of dilations.
As a matter of fact,

v ĺ wñ εv ĺ εw (20)

if ε ą 1 (i.e. expanding dilations) and v ĺ w ñ εw ĺ εv if
ε ă 1 (i.e. contracting dilations). In this way, for expanding
dilations we have on account of (19)

εf
psq
1 1n “ εf

psq
1 1n ĺ εf

psq

ĺ εf
psq
n 1n “ εf

psq
n 1n, (21)

εf
poq
n 1n “ εf

poq
n 1n ĺ εf

poq

ĺ εf
poq
1 1n “ εf

poq
1 1n. (22)

The first important stabilization result of this paper is the
following.

Theorem 4.1: Let C Ă Rn be a given compact set. Under
assumptions (H0)-(H3) there exist diagonal positive definite
Γplq P Rnˆn, lplq P Rą, l P ts, ou, ε P Rą, δ P Rą and a δ-fine
partition tppjquj“1,...,ν of r´c, d8s, extended and centered at 0,
such that the solutions pxt, x̂

pjq
t q, j “ 2, . . . , ν ` 1, of (4), (5),

(7), (14), with x´c´2d8 P C, are bounded for all t ě ´c´ 2d8
and limtÑ`8 xt “ 0.
The continuous-time controller (7), (14) guarantees asymptotic
stability of (4) for all initial conditions x´c´2d8 P C, where C
is an a priori given compact set. In this sense our controller (7),
(14) semi-globally asymptotically stabilizes (4). Boundedness
and convergence are uniform (in the sense of KL functions)
as pointed out at the end of the proof of the theorem.

D. Proof of theorem 4.1

Boundedness analysis. To prove boundedness of trajectories,
we will construct a Lyapunov-Razumichin function for the
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closed-loop system. First, some preliminaries. For any ν P N
let bpjq, j “ 2, . . . , ν ` 1, be real numbers such that

2 ą bpν`1q ą 1,

2´
1

bpj`1q
ą bpjq ą 1, j “ 2, . . . , ν, (23)

and a P p0, 1q and k P p1,`8q be such that

2´ 3a´
1

bpj`1q
ą kbpjqp1` aq, j “ 2, . . . , ν (24)

(such a, k exist by continuity and (23)). Let lpsq8 ,Γpsq and
l
poq
8 ,Γpoq be as in lemmas A.4 and A.3 (with a as in (24))

and define

lpsq :“
lpoq

}In `ATΓpsq}
(25)

with any lpoq P p0, l
poq
8 s such that lpsq ď l

psq
8 . Let κ P K8 be

as in (H0) and ω P K8 be such that (recall that fpoqn ą f
psq
n by

(H3))

ωpεq “ opεf
poq
n ´fpsqn q as εÑ `8 (26)

ln ε “ opωpεqq as εÑ `8. (27)

(for instance, ωpεq “ εpf
poq
n ´fpsqn q{2). Introduce δ P L such that

δpεq “ ope´ε´l
psq2ωpεqq as εÑ `8, (28)

δpεq “ o

ˆ

1

κpeεq

˙

as εÑ `8, (29)

(for instance, δpεq “ e´l
psq2ωpεq

κpeεq if κ is superlinear). Choose a
δpεq-fine partition tppjqpεquj“1,...,νpεq of the interval r´c, d8s,
extended and centered at 0. The partition tppjqpεquj“1,...,νpεq

depends on ε in that the number of points νpεq depends on ε
and it is finer and finer as larger ε is with limεÑ`8 δpεq “ 0

and limεÑ`8 νpεq “ `8. By the definition of the delay s
pjq
t

in (10), (12) and since tppjquj“1,...,νpεq is δpεq-fine,

s
pjq
t ď δpεq, @t ě 0. (30)

Throughout the proof, for simplicity and if not explicitly
needed, we will omit the argument pεq of the functions ppjq,
ν, δ, ω and λplq, l P ts, ou. In general, time functions will
be denoted in boldface, any other function with greek letters,
matrices with capital letters and numbers with small letters.
The parameter ε, which determines the gain matrices (15) and
(8), varies in between p1,`8q and will be left free until
properly chosen at the end of the proof to satisfy all the
intermediate conditions. In particular, its minimum guaranteed
value (denoted ε8 in the proof) will be increased at certain
key points of the proof to satisfy all the required conditions.
Consider the delayed state equation

9x
p2q
t “ Ax

p2q
t `Bu

p2q
t´c ` φpx

p2q
t q (31)

for t ě 0 and notice that, from the definition (14) of the control
ut,

u
p2q
t “ ´RpsqBTP psq

´

x
p2q
t`c `w

p2q
t`c

¯

(32)

with exogenous input

w
p2q
t “pIn ´A

TGpsqq
!

σλpsqpεq

´

pIn ´A
TGpsqq´1

px
p2q
t

¯

´pIn ´A
TGpsqq´1x

p2q
t

)

. (33)

The following lemma establishes a bound for the dynamics of
the state x

p2q
t evaluated through a suitable Lyapunov function

V psq.
Lemma 4.2: Consider the equations (31), (32) and (33):

9x
p2q
t “pA´BRpsqBTP psqqx

p2q
t

´BRpsqBTP psqw
p2q
t ` φpx

p2q
t q (34)

for t ě 0 with P psq and Rpsq defined in (15) and Γpsq given in
lemma A.4. If V psqpxp2qq :“ }ε´r ˛ Spsq

´1
xp2q}2 with Spsq :“

pIn ´A
TGpsqq´1 then for t ě 0

9V psq|p34qď´p1´ aq min
j“1,...,N

tΓ
psq
j,j uε

2f
psq
1 V psqpx

p2q
t q

` }ε´r`fpsq˛ Spsqw
p2q
t }

2
Γpsq

` γ1

´

x
p2q
t , Spsq

´1
σλpsqpS

psqx
p2q
t q

¯

(35)

for suitable function γ1 such that γ1pv,vq “ 0 for all v P Rn
and a P p0, 1q introduced in (24).

Proof: Set rx :“ Spsqx with Σpsq :“ pI ´ ATΓpsqq´1

and Σ
psq
inv :“ In ` ATΓpsq (see also definitions in (122))

and for simplicity we will omit the time subscript t and the
superscript p2q. Using (114) and the group properties of the
dilations together with their inverse (121), commutative (118)
and associative (119) properties given in the appendix, it is
easy to obtain

RpsqBTP psq“ BT pεr˛ εf
psq

˛ Γpsq˛ εr ˛ εf
psq

qBBT ˛ ε´2r˛ Spsq

“ pBT ˛ εr`fpsqqΓpsqpBBT ˛ ε´r`fpsqqSpsq. (36)

(BBT by (110) and Γpsq by definition are diagonal). We have
(with operator ∆ defined in (107))

9V psq|p34q “

pIq
hkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkj

2
`

ε´r ˛ rx
˘T
ε´r ˛

!

SpsqASpsq
´1

rx

´

pIq
hkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkj

BpBT ˛ εr`fpsqqΓpsqpBBT ˛ ε´r`fpsqqrx
)

`

pIIq
hkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkj

2
`

ε´r ˛ rx
˘T
ε´r ˛ SpsqφpSpsq

´1
σλpsqprxqq

`

pIIIq
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

2
`

ε´r ˛ rx
˘T
ε´r ˛ Spsq∆φpSpsq

´1
rx, Spsq

´1
σλpsqprxqq

´

pIVq
hkkkkkkkkkkkkkikkkkkkkkkkkkkj

2
`

ε´r ˛ rx
˘T
ε´r ˛Bˆ

pIVq
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

ˆ

´

BT ˛ εr`fpsqqΓpsqpBBT ˛ ε´r`fpsqqSpsqw
¯

. (37)

We find an upper bound for the terms under graphs in (37).
Let’s begin with the bracketed term pIq. On account of (115)
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with remark A.1 and the group properties of the dilations to-
gether with commutative (118) and associative (119) properties

pIq “ 2
´

ε´r`fpsq ˛ rx
¯T !

ε´r´fpsq ˛

´

ArSpsq
´1
´ Ins

` A` rSpsq ´ InsAS
psq´1

¯

˛ εr´fpsq

´ BBTΓpsqBBT
)´

ε´r`fpsq ˛ rx
¯

“ 2
´

ε´r`fpsq ˛ rx
¯T !

ε´r´fpsq ˛

´

´AATGpsqAAT

` A` rSpsq ´ InsAS
psq´1

¯

˛ εr´fpsq

´ BBTΓpsqBBT
)´

ε´r`fpsq ˛ rx
¯

. (38)

Using (112), (117) with remark A.1 and the incremental
homogeneity properties given in (i) and (iii) of lemma A.2,
we obtain

pIq ď 2
A

ε´r`fpsq˛ rx
ET!

´Γpsq`A`
´

n´1
ÿ

j“1

pATΓpsqqj
¯

AΣ
psq
inv

)

ˆ

ˆ

A

ε´r`fpsq ˛ rx
E

:“ }ε´r`fpsq ˛ rx}2
´2Γpsq`Npsq`NpsqT

. (39)

Let’s consider the bracketed term pIIq in (37). First of all, no-
tice that on account of the incremental homogeneity property
(iv) given in lemma A.2

A

ε´r ˛ Spsq
´1
σλpsqprxq

E

ĺ Σ
psq
inv

@

ε´r ˛ σλpsqprxq
D

(40)

and by the properties (2) of saturation functions (recall that
λpsqpεq :“ lpsqεr)

}Σ
psq
inv

@

ε´r ˛ σλpsqprxq
D

} ď }Σ
psq
inv1n}l

psq. (41)

It follows straightforwardly that

Φpsq
ˇ

ˇ

ˇ

x1“ε´r˛Spsq´1σ
λpsq

prxq
ĺ sup

xPRn:

}x}ď}Σ
psq
inv

1n}l
psq

Φpsqpxq

(the matrix Φpsqpx1q is introduced in (H1) and max Φpsqpx1q
in the notation section). Using the group properties of the
dilations, the incremental homogeneity properties (40) and (ii)
and (iv) given in lemma A.2, the partial ordering (20) with
f̂psq ĺ fpsq (on account of (16)) and the property (3) of the
saturation functions

pIIq ď 2
@

ε´r ˛ rx
DT

A

ε´r ˛ SpsqφpSpsq
´1
σλpsqpεqprxqq

E

ď 2
A

ε´r`fpsq ˛ rx
ET

ΣpsqΦpsq
ˇ

ˇ

ˇ

x1“ε´r˛Spsq´1σ
λpsq

prxq
ˆ

ˆ

A

ε´r`pfpsq ˛ Spsq
´1
σλpsqprxq

E

ď 2
A

ε´r`fpsq ˛ rx
ET

Σpsq sup
x1PRn:

}x1}ď}Σ
psq
inv

1n}l
psq

Φpsqpx1q ˆ

ˆ Σ
psq
inv

A

ε´r`fpsq ˛ σλpsqprxq
E

ď 2
A

ε´r`fpsq ˛ rx
ET

Σpsq sup
x1PRn:

}x1}ď}Σ
psq
inv

1n}l
psq

Φpsqpx1q ˆ

ˆ Σ
psq
inv

A

ε´r`fpsq ˛ rx
E

:“ }ε´r`fpsq ˛ rx}2
Mpsq`MpsqT .(42)

Let’s consider the bracketed term pIIIq in (37). Using the
group properties of the dilations and Young’s inequality

pIIIq ď 2
@

ε´r ˛ rx
DT
ˆ

ˆ

A

ε´r ˛ Spsq∆φpSpsq
´1

rx, Spsq
´1
σλpsqprxqq

E

ď a}ε´r`fpsq ˛ rx}2

`
1

a
}ε´r´fpsq ˛ Spsq∆φpSpsq

´1
rx, Spsq

´1
σλpsqprxqq}

2

:“ a}ε´r`fpsq ˛ rx}2 ` γ1

´

x, Spsq
´1
σλpsqpS

psqxq
¯

(43)

where the function γ1 is such that γ1pv,vq “ 0 for all
v P Rn. Eventually, we majorize the bracketed term pIVq
in (37). On account of the group properties of the dilations,
commutative (118) (recall that BBT by (110) and Γpsq by
definition are diagonal) and associative (119) properties and
Young’s inequality

pIVq ď }ε´r`fpsq ˛ rx}2Γpsq`}ε
´r`fpsq˛ Spsqw}2BBTΓpsqBBT

ď }ε´r`fpsq ˛ rx}2Γpsq`}ε
´r`fpsq˛ Spsqw}2Γpsq . (44)

After collecting (38)-(44), since Γpsq is given according to
lemma A.4 so that (127) holds true and, on account of the
partial ordering (21),

}ε´r`fpsq ˛ rx}2Γpsq “ }εf
psq

˛ pε´r ˛ Spsqxq}2Γpsq

ě min
j“1,...,N

tΓ
psq
j,j uε

2f
psq
1 V psqpxq, (45)

we obtain (35).
Next, we evaluate an upper bound for the second right-hand
term in (35). To this aim, let Spsq and Σ

psq
inv be as in lemma

4.2 and set (see also definitions in (122))

Spoq :“ In ´G
poqAT , Σ

poq
inv :“ pI ´ ΓpoqAT q´1. (46)

Lemma 4.3: For t ě 0:

}ε´r`fpsq ˛ Spsqw
p2q
t }

2
Γpsq

ď 4n max
j“1,...,n

tΓ
psq
j,j u

”

ε2f
psq
n min

!

lpsq
2
, ε2pf

poq
1 ´fpoqn q ˆ

ˆ}ΣpsqΣ
poq
inv}

2
›

›

›
ε´r ˛ Spoqpx

p2q
t ´ px

p2q
t q

›

›

›

2 )

`γ2

´

xt, S
psq´1

σλpsqpS
psqxtq

¯

(47)

for some function γ2 such that γ2pv,vq “ 0 for all v P Rn.
Proof: From (33)

w
p2q
t “Spsq

´1
!

σλpsq
´

Spsqpx
p2q
t

¯

´ Spsqx
p2q
t

)

. (48)

From now on, for simplicity, we will omit the superscript p2q,
the subscript t and set e :“ x´ px. From (48) it follows

A

Spsqw
E

ĺ

pIq
hkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkj

A

σλpsq
´

Spsq px´ eq
¯

´ σλpsqpS
psqxq

E

`

pIIq
hkkkkkkkkkkkkkkikkkkkkkkkkkkkkj

A

σλpsqpS
psqxq ´ Spsqx

E

(49)

and using the property (2) of saturation functions

pIq ĺ 2
A

σλpsq
´

SpsqSpoq
´1

´

Spoqe
¯¯E

. (50)
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By the incremental homogeneity property (iv) given in lemma
A.1 and (iv) given in lemma A.2, following (50) we have

pIq ĺ
A

σλpsq
´

Spsqεr´fpoq˛ Σ
poq
inv

´

ε´r`fpoq˛ Spoqe
¯¯E

ĺ

A

σλpsq
´

εr ˛ Σpsqε´fpoq˛ Σ
poq
inv

´

ε´r`fpoq˛ Spoqe
¯¯E

“ εr ˛
A

σlpsq1n

´

Σpsqε´fpoq˛ Σ
poq
inv

´

ε´r`fpoq˛ Spoqe
¯¯E

(51)

(recall that λpsqpεq “ lpsqεr). Using the partial ordering (21) it
follows from (49) and (51) that

xε´r`fpsq ˛ Spsqwy

ĺ 2εf
psq
n

A

σ1nlpsq
´

εf
poq
1 ´fpoqn ΣpsqΣ

poq
inv

´

ε´r ˛ Spoqe
¯¯E

`rγ2

´

x, Spsq
´1
σλpsqpS

psqxq
¯

(52)

where the function rγ2 majorizes pIIq in (49) and it is such
that rγ2pv,vq “ 0 for all v P Rn. From the inequality
} xσc1npvqy }

2 ď nmintc2, }v}2q for all v P Rn eventually
we get (47).
Set epjq :“ xpjq´x̂pjq, j “ 2, . . . , ν`1. Consider the observer
chain

9
px
pjq

t “ Apx
pjq
t `Bu

pjq
t´c ` φ

´

σλpoqppx
pjq
t q

¯

(53)

` P poq
´1
CTRpoqz

pjq
t , j “ 2, . . . , ν ` 1,

for t ě 0 and notice that, from the definition (9), (11) of the
innovation z

pjq
t ,

z
pjq
t “ Cpe

pjq
t ` q

pjq
t q (54)

with exogenous input

q
pjq
t “

$

&

%

´e
pjq
t ` e

pjq

t´s
pjq
t

if dt P r0, p
pjqs,

´e
pjq
t ` e

pjq

t´s
pjq
t

´ e
pj`1q
t if dt P pp

pjq, ppν`1qs
(55)

and delay

s
pjq
t “

$

&

%

0 if dt P r0, p
pj´1qq,

dt ´ p
pj´1q if dt P rp

pj´1q, ppjqs,

ppjq ´ ppj´1q if dt P pp
pjq, ppν`1qs

(56)

if j “ ν0 ` 1, . . . , ν ` 1 and

q
pjq
t “ ´e

pjq
t ` e

pjq

t´s
pjq
t

´ e
pj`1q
t , (57)

s
pjq
t “ ppjq ´ ppj´1q (58)

if j “ 2, . . . , ν0.
Next, consider the equations for xpjqt , j “ 2, . . . , ν ` 1:

9x
pjq
t “ Ax

pjq
t `Bu

pjq
t´c ` φpx

pjq
t q (59)

for t ě 0. The following lemma establishes a bound for
the dynamics of the estimation error e

pjq
t evaluated through

a suitable Lyapunov function V poq. To this aim, let Spoq and
Σ
poq
inv be as in (46) and set Σpoq :“ In ` ΓpoqAT .
Lemma 4.4: Consider the equations (59), (53):

9x
pjq
t “Ax

pjq
t `Bu

pjq
t´c`φpx

pjq
t q

9
px
pjq

t “Apx
pjq
t `Bu

pjq
t´c`φ

´

σλpoqpεqppx
pjq
t q

¯

(60)

`P poq
´1
CTRpoqC

´

e
pjq
t ` q

pjq
t

¯

for t ě 0 with P poq and Rpoq defined in (8) and Γpoq given in
lemma A.3. If V poqpepjqq :“ }ε´r˛Spoqepjq}2 then for all t ě 0

9V poq|p60q ď´a min
j“1,...,n

tΓ
poq
j,j u ε

2fpoqn V poqpe
pjq
t q

´

„

2 ´ 3a´
1

bpjq



}ε´r`fpoq˛ Spoqe
pjq
t }

2
Γpoq (61)

` bpjq}ε´r`fpoq˛ q
pjq
t }

2
Γpoq`γ3

´

x
pjq
t , σλpoqpεqpx

pjq
t q

¯

.

for suitable function γ3 such that γ3pv,vq “ 0 for all v P Rn
and a P p0, 1q and bpjq P p1, 2q introduced in (23), (24).

Proof: For simplicity, we will omit the subscript t, the
superscript pjq and set re “ Spoqe. Notice that, using (113)
and the group properties of the dilations together with their
commutative (118) and associative (119) properties given in
the appendix,

P poq
´1
CTRpoq“ Spoq

´1
pεr`fpoq˛ CTCqΓpoqpε´r`fpoq˛ CT q (62)

(CTC by (110) and Γpoq by definition are diagonal). We have
(with operator ∆ defined in (107))

9V poq|p60q “

pIq
hkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkj

2
`

ε´r ˛ re
˘T
ε´r ˛

!

SpoqASpoq
´1
re

pIq
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

´pεr`fpoq ˛ CTCqΓpoqpε´r`fpoq ˛ CT qCSpoq
´1
re
)

`

pIIq
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

2pε´r˛reqT ε´r˛Spoq∆φ
´

σλpoqpεqpxq, σλpoqpεqpx´S
poq´1

req
¯

`

pIIIq
hkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkj

2pε´r ˛ reqT ε´r ˛ Spoq∆φ
`

x, σλpoqpεqpxq
˘

´

pIVq
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

2pε´r ˛ reqT ε´r˛ pεr`fpoq˛CTCqΓpoqpε´r`fpoq ˛CT qCq . (63)

We find an upper bound for the terms under graphs in (63).
Let’s begin with the bracketed term pIq. On account of
(115) and the group properties of the dilations together with
commutative (118) and associative (119) properties

pIq “ 2pε´r`fpoq˛ reqT
!

ε´r´fpoq˛

´

rSpoq´InsA`A (64)

`SpoqArSpoq
´1
´Ins

¯

˛ εr´fpoq´ CTCΓpoqCTC
)

pε´r`fpoq˛ req

“ 2pε´r`fpoq˛ reqT
!

ε´r´fpoq˛

´

´ATAGpoqATA`A`

`SpoqArSpoq
´1
´Ins

¯

˛ εr´fpoq´ CTCΓpoqCTC
)

pε´r`fpoq˛ req

and using (112), (116) and the incremental homogeneity
properties given in (i) and (iii) of lemma A.1.

ď 2xε´r`fpoq ˛ reyT
!

´ Γpoq `A` ΣpoqA
n´1
ÿ

j“1

pΓpoqAT qj
¯)

ˆ

ˆxε´r`fpoq ˛ rey :“ }ε´r`fpoq˛ re}2
´2Γpoq`Npoq`NpoqT

. (65)

Let’s consider the bracketed term pIIq in (63). By the proper-
ties (2) of saturation functions (recall that λpoqpεq “ lpoqεr)

}ε´r ˛ σλpoqpvq} ď }1n}l
poq “ nlpoq, @v P Rn.
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It follows straightforwardly that for all x and re

Φpoqpx1, x2q
ˇ

ˇ

ˇ x1“ε´r˛σ
λpoq

pxq

x2“ε´r˛σ
λpoq

px´Spoq
´1

req

ĺ sup
x1,x2PRn:

}x1},}x2}ďnlpoq

Φpoqpx1, x2q

(the matrix Φpoqpx1, x2q is introduced in (H2) and
max Φpoqpx1, x2q in the notation section). Using the group
properties of the dilations, the property (2) of saturation
functions, the incremental homogeneity properties (ii) and
(iv) given in lemma A.1 and since the linear operator Spoq

commutes with the operator ∆

pIIq ď 2
@

ε´r ˛ re
DT
ˆ

ˆ

A

ε´r ˛∆pSpoqφq
´

σλpoqpxq, σλpoqpx´S
poq´1

req
Ē

ď 2
A

ε´r`fpoq ˛ re
ET

ΣpoqΦpoq
ˇ

ˇ

ˇ x1“ε´r˛σ
λpoq

pxq

x2“ε´r˛σ
λpoq

px´Spoq
´1

req

ˆ

ˆ

A

ε´r`fpoq ˛∆σλpoq
´

x,x´ Spoq
´1
re
¯E

ď 4
A

ε´r`fpoq ˛ re
ET

Σpoq sup
x1,x2PRn:

}x1},}x2}ďnlpoq

Φpoqpx1, x2q ˆ

ˆ Σ
poq
inv

A

ε´r`fpoq ˛ re
E

:“ }ε´r`fpoq˛ re}2
Mpoq`MpoqT . (66)

Let’s consider the bracketed term pIIIq in (63). Using Young’s
inequality and the group properties of the dilations,

pIIIq ď 2
@

ε´r ˛ re
DT

A

ε´r ˛∆pSpoqφqpx, σλpoqpxqq
E

ď a}ε´r`fpoq˛ re}2`
1

a
}ε´r´fpoq˛∆pSpoqφqpx, σλpoqpxqq}

2

:“ a}ε´r`fpoq˛ re}2`γ3px, σλpoqpxqq, (67)

where the function γ3 is such that γ3pv,vq “ 0 for all
v P Rn. Eventually, we majorize the bracketed term pIVq
in (63). On account of the group properties of the dilations,
using the commutative (118) (recall that CTC and Γpoq are
diagonal) and associative (119) properties with (109) and
Young’s inequality

ď
1

bpjq
}ε´r`fpoq˛ re}2Γpoq` b

pjq}ε´r`fpoq˛ q}2CTCΓpoqCTC

ď
1

bpjq
}ε´r`fpoq˛ re}2Γpoq` b

pjq}ε´r`fpoq˛ q}2Γpoq . (68)

Collecting (64)-(68), since Γpoq is given according to lemma
A.3 so that (124) holds true, on account of the partial ordering
(21),

}ε´r`fpoq ˛ re}2Γpoq “ }εf
poq

˛ pε´r ˛ Spoqeq}2Γpoq

ě min
j“1,...,N

tΓ
poq
j,j uε

2fpoqn V poqpeq, (69)

we obtain (61).
Mimicking the proof of lemma 4.4 and using the partial
ordering (22) we obtain also the following useful inequality.

Lemma 4.5: For t ě 0
A

ε´r`fpoq ˛ Spoq 9e
pν`1q
t

E

ĺ ε3f
poq
1 Π

A

ε´r ˛ Spoqe
pν`1q
t

E

` γ4

´

x
pν`1q
t , σλpoqpx

pν`1q
t q

¯

and

A

ε´r`fpoq ˛ Spoq 9e
pjq
t

E

ĺ ε3f
poq
1 Π

”

j`1
ÿ

h“j

A

ε´r ˛ Spoqe
phq
t

E

`

A

ε´r ˛ Spoqe
pjq

t´τpjq

Eı

` γ4

´

x
pjq
t , σλpoqpx

pjq
t q

¯

if j “ 2, . . . , ν, where

Π :“ Σpoq

»

—

–

A` sup
x1,x2PRn:

}x1},}x2}ďnlpoq

Φpoqpx1, x2q

fi

ffi

fl

Σ
poq
inv ` Γpoq

and for suitable function γ4 such that γ4pv,vq “ 0 for all v P
Rn.
Next, using lemma 4.5 we compute an upper bound for the
second right-hand term in (61).

Lemma 4.6: For t ě δ:

}ε´r`fpoq ˛ q
pν`1q
t }2Γpoq “ 0 (70)

and

}ε´r`fpoq ˛ q
pjq
t }

2
Γpoq

ď p1` aq}ε´r`fpoq ˛ Spoqe
pj`1q
t }2Γpoq

`rε6f
poq
1 δ

ż t

t´δ

´

j`1
ÿ

h“j

V poqpe
phq
θ q ` V poqpe

pjq

θ´s
pjq
θ

q

¯

dθ

`γ5

´

x
pjq
t , σλpoqpx

pjq
t q

¯

if j “ 2, . . . , ν, (71)

with

r :“ 8

ˆ

1`
1

a

˙

max
j“1,...,n

tΓ
poq
j,j u}Π}

2

and suitable function γ5 such that γ5pv,vq “ 0 for all v P Rn.
Proof: We begin with q

pν`1q
t for which, by its definition

in (55) and since by construction ppνq “ d8 with dt P r0, d8s

for all t ě 0, we have q
pν`1q
t ” 0, i.e. (70).

Now, let j “ 2, . . . , N . In this case dt R r0, p
pjqs for all

t ě 0 so that qpjqt ı 0. On account of the definition (55) and
(62) with the bound (30) on the delay s

pjq
t

A

ε´r`fpoq ˛ q
pjq
t

E

ĺ xε´r`fpoq ˛ Spoqe
pj`1q
t y

`

ż t

t´s
pjq
t

A

ε´r`fpoq ˛ Spoq 9epjqs

E

ds (72)

for all t ě δ. Using lemma 4.5, the Jensen’s inequality
›

›

›

›

ż t

t´st

vθdθ

›

›

›

›

2

ď τ

ż t

t´s8

}vθdθ}
2, @t ě s8 (73)

for any bounded delay function st such that suptě0 st :“ s8,
the bound (30) on s

pjq
t and Young’s inequality with (109), we

obtain (71).
Next, we define a candidate Lyapunov-Razumichin function
for the overall system (31), (53) as follows:

W ps,oqpxp2q, ebq :“ V psqpxp2qq `
1

ω
ln
´

1`W poqpebq
¯

(74)
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where eb :“ pep2q, . . . , epν`1qq, ω P K8 has been introduced
in (26), (27) and

W poqpebq :“ ε2pf
poq
1 ´fpoqn q

ν`1
ÿ

j“2

1

kj´2
V poqpepjqq (75)

with k P p1,`8q introduced in (24). The function W ps,oq

is continuously differentiable, positive definite and proper.
On account of the condition (24) on the numbers a, bpjq,
j “ 2, . . . , ν ` 1, and lemmas 4.2, 4.4 and 4.6, denoting for
simplicity V psqpxp2qt q with V

psq
t , W ps,oqpx

p2q
t , ebt q with W

ps,oq
t

and W poqpebt q with W
poq
t , after straightforward but lengthy

calculations we obtain for t ě δ

9Wps,oq|p31q,p53q ď ´p1´ aqε
2f
psq
1 ´ a

ε2f
poq
n

ω

W
poq
t

1`W
poq
t

`4n max
j“1,...,n

tΓ
psq
j,j u ε

2fpsqn min
!

lpsq
2
, }ΣpsqΣ

poq
inv}

2W
poq
t

)

`
2r

p1`W
poq
t q

ε6f
poq
1 δ

ω

ż t

t´δ

pp1` kqW
poq
θ ` pν ´ 1qW

poq

θ´s
pjq
θ

qdθ

`γ8

´

xt, S
psq´1

σλpsqpS
psqxtq

¯

`

ν`1
ÿ

j“2

γ
pjq
9

´

x
p2q

t´c´ppj´1q , σλpoqpx
p2q

t´c´ppj´1qq

¯

, (76)

where γ8 and γ
pjq
9 , j “ 2, . . . , ν ` 1, are suitable functions

such that γ8pv,vq “ γ
pjq
9 pv,vq “ 0 for all v P Rn (we used

the fact that xpjqt “ x
p2q

t´c´ppj´1q ). If we show that for all t ě δ

such that Wps,oq
t ď lpsq

2
we have

W
ps,oq
t`θ ďW

ps,oq
t ,@θ P r´c´ d8, 0s ñ 9W

ps,oq
t |p31q,p53q ď 0,

(77)

by a Razumichin-type argument we prove the following
boundedness result on the trajectories of (31), (53):

W
ps,oq
θ ď lpsq

2
,@θ P r´c´d8, δs ñW

ps,oq
t ď lpsq

2
,@t ě δ (78)

i.e. the trajectories of (31), (53) are contained for all t ě δ in
some compact set D as long as they are contained in D for
all t P r´c ´ d8, δs or which is the same D is invariant for
(31), (53) after t “ δ. To this aim, first of all, notice that if

x P Rn : V psqpxq ď lpsq
2

(79)

then by definition of V psq

´lpsqεr ĺ Spsqx ĺ lpsqεr (80)

and, also, by the incremental property (iv) given in lemma A.1
and (25)

}ε´r ˛ x}2 “

›

›

›
ε´r ˛

A

Spsq
´1
pSpsqxq

E
›

›

›

2

(81)

ď

›

›

›
Σ
psq
inv

A

ε´r ˛ Spsqx
E
›

›

›

2

ď }Σ
psq
inv}

2V psqpxq ď }Σ
psq
inv}

2lpsq
2
“ lpoq

2
,

which implies

´lpoqεr ĺ x ĺ lpoqεr. (82)

We also notice that

W
ps,oq
t`θ ďW

ps,oq
t ď lpsq

2
,@θ P r´c´ d8, 0s (83)

ñW
poq
t`θ ď ωel

psq2ωV
psq
t ` el

psq2ωW
poq
t ,@θ P r´c´ d8, 0s.

With all this in mind, let t ě δ be such that W
ps,oq
t`θ ď

W
ps,oq
t ď lpsq

2
for θ P r´c ´ d8, 0s. From the definition

of W ps,oq in (74) we have V
psq
t`θ ď lpsq

2
for θ P r´c´ d8, 0s

and since by definition 0 ď c ` ppj´1q ď c ` d8 for all
j “ 2, . . . , ν ` 1, it follows that

}ε´r ˛ Spsqx
p2q

t´c´ppj´1q}
2 “ V

psq

t´c´ppj´1q ď lpsq
2

for each j “ 2, . . . , ν ` 1. On account of the conclusions in
(80) and (82)

γ8

´

xt, S
psq´1

σλpsqpS
psqxtq

¯

“ 0,

γ
pjq
9

´

x
p2q

t´c´ppj´1q , σλpoqpx
p2q

t´c´ppj´1qq

¯

“ 0 (84)

for each j “ 2, . . . , ν`1 . From (76) using (30) and (83), we
get (by re-introducing the argument pεq in ω, δ and ν)

W
ps,oq
t`θ ď W

ps,oq
t ,@θ P r´c´ d8, 0s

ñ 9W
ps,oq
t |p31q,p53q ď ´ε

2f
psq
1

”

ρpεqV
psq
t `πpεq

W
poq
t

1`W
poq
t

´χpεqmintlpsq
2
, dW

poq
t u

ı

with d :“ }ΣpsqΣ
poq
inv}

2 and

ρpεq:“1´ a´ 2rε6f
poq
1 ´2f

psq
1 δ2pεqpk`νpεqqel

psq2ωpεq,

πpεq:“
ε2pf

poq
n ´f

psq
1 q

ωpεq

”

a´2rε6f
poq
1 ´2fpoqn δ2pεqpk`νpεqqel

psq2ωpεq
ı

,

χpεq :“ 4n max
j“1,...,n

tΓ
psq
j,j u ε

2pfpsqn ´f
psq
1 q.

Consider the function ξ : Rě ˆ Rě Ñ R

ξpv,wq :“ ρpεqv ` πpεq
w

1`w
´ χpεqmintlpsq

2
, dwu. (85)

As a consequence of definition 4.1

lim
εÑ`8

δpεqpk`νpεqq“ lim
εÑ`8

δpεq

ˆ

k`r
c` d8
δpεq

s`1

˙

ăc`d8`1

and on account of (H3) and the asymptotic conditions (28),
(26) and (27),

lim
εÑ`8

ρpεq “ 1´ a ą 0, lim
εÑ`8

ϕpεq

χpεq
“ `8,

and, moreover, χpεq ą 0 for all ε. so that all the conditions of
lemma A.5 are met. By this lemma there exists ε8 ą 1 such
that for all ε ě ε8: ξpv,wq ě 0 for all v,w P Rě. Therefore,
for any ε ě ε8 we recover (77) and, therefore, (78). Under
this regard we are left to guarantee that for all ε ě ε8 (with
possibly larger ε8)

W
ps,oq
θ ď lpsq

2
,@θ P r´c´ d8, δs (86)

i.e. the trajectories of (31), (53) are contained for all t P r´c´
d8, δs in some compact set D. We do this in four steps.
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(I) From (H0) and since u
pν`1q
t´c ” 0 for t ď c ` d8 and

x´c´2d8 P C (as stated in theorem 4.1), we have with Lpvq :“
lnp1` Upvqq and for all θ P r´c´ d8, δs

Lpx
pν`1q
θ q ď Lpx´c´2d8q ` δ

˚µ ď max
xPC

Lpxq ` δ˚µ, (87)

where δ˚ P L is defined as δ˚ :“ δ ` 2d8 ` c. Analogously,
for each j “ 2, . . . , ν and for all θ P r´c´ d8, δs

Lpx
pjq
θ q ď Lpx

pν`1q

´c´ppj´1qq ` δ
˚µ` δ max

tPr0,δs
κp}ut}

2q (88)

where we used the fact that xpν`1q

´c´ppj´1q “ x
pjq
´c´d8

. Moreover,
on account of (36) and the definition of ut in (14)

sup
tPr0,`8q

}ut}
2 ď lpsq}BTΓpsqBBT εr`2f}. (89)

Using (29), (87)-(89) with the fact that ´c ´ d8 ď ´c ´
ppj´1q ď 0 for all j “ 2, . . . , ν ` 1, we can increase (if
necessary) ε8 such that for all ε ě ε8 and for all θ P r´c´
d8, δs

Lpx
pν`1q
θ q ď max

xPC
Lpxq ` p2d8 ` c` 1qµ :“ a8,

Lpx
pjq
θ q ď 2a8, j “ 2, . . . , ν. (90)

(II) Since on account of (iv) of lemma A.2

V psqpxq “ }ε´r ˛ Spsqx}2 ď }Σ
psq
inv}

2}ε´r ˛ x}2,@x,

using (90) together with the properness of L, we can always
(if necessary) increase ε8 such that for all ε ě ε8 and for all
θ P r´c´ d8, δs

V psqpx
pjq
θ q ď

lpsq
2

2
, j “ 2, . . . , ν ` 1 (91)

and therefore, by the conclusions in (82), for all θ P r´c ´
d8, δs

´lpoqεr ĺ x
pjq
θ ĺ lpoqεr, j “ 2, . . . , ν ` 1. (92)

(III) On account of (iv) of lemma A.1 and the partial ordering
(22)

V poqpxq“}ε´r ˛ Spoqx}2ďε2pf
poq
1 ´fpoqn q}Σpoq}2}ε´r ˛ x}2,@x,

and since px
pjq
θ ” 0 for θ P r´c´2d8, 0s (by the initialization

(13)), we have V poqpepjqθ q “ V poqpx
pjq
θ q, j “ 2, . . . , ν ` 1, for

all θ P r´c ´ d8, 0s. Recalling the definition (75) of W poq

with
ř`8

j“2
1
kj ď

k
k´1 (since k ą 1) and making use of the

asymptotic properties (26) and (27) with (90), we can increase
(if necessary) ε8 such that for all ε ě ε8 and for all θ P
r´c´ d8, 0s:

1

ω
ln
´

1`W poqpebθ q
¯

(93)

ď
1

ω
ln
´

1`
k

k ´ 1
ε2pf

poq
1 ´fpoqn q max

x:Lpxqď2a8
V poqpxq

¯

ď
lpsq

2

2
.

(IV) Eventually, it is possible to increase (if necessary) ε8
such that (93) holds for all ε ě ε8 and also for all θ P r0, δs.
Indeed, by integration of (61) over r0, δs for j “ 2, . . . , ν ` 1
with the definition of dt in (55) and (57), since the function γ3

has null contribution by virtue of (92) and moreover qpν`1q
t ”

0, we get for all θ P r0, δs

V poqpe
pν`1q
θ q ď V poqpe

pν`1q
0 q, (94)

and, using additionally commutative (118) and associative
(119) properties with the partial ordering (22), we get for all
θ P r0, δs and j “ 2, . . . , ν

V poqpe
pjq
θ q ď V poqpe

pjq
0 q ` 16ε2f

poq
1 max

j“1,...,n
tΓ
poq
j,j u ˆ (95)

ˆ

ż δ

0

pV poqpe
pj`1q
t q`V poqpe

pjq
t q`V

poqpe
pjq

t´s
pjq
t

qqdt.

Upon noticing that for θ P r´c ´ d8, 0s: V poqpe
pjq
θ q “

V poqpx
pjq
θ q ď

lpsq
2

2 by (91) and the initialization (13), the
inequalities (94) and (95) give place to

τ
pν`1q
8 ď

lpsq
2

2
,

τ
pjq
8 ď

lpsq
2

2
` 16ε2f

poq
1 max

j“1,...,n
tΓ
poq
j,j u ˆ

ˆδpτ
pj`1q
8 ` 2τ

pjq
8 ` lpsq

2
q, j “ 2, . . . , ν, (96)

where τ
pjq
8 :“ maxθPr0,δs V

poqpe
pjq
θ q. Using the asymptotic

properties (27), (28) of δ, we can assume ε8 (increased if
necessary) such that

32ε2f
poq
1 δpεq max

j“1,...,n
tΓ
poq
j,j u ď q

for all ε ě ε8 with q P p0, 1q such that

p :“
1

2

1` q

1´ q
ă 1. (97)

Eventually from (96) we obtain τ
pjq
8 ď pplpsq

2
` τ

pj`1q
8 q for

j “ 2, . . . , ν, and τ pν`1q
8 ď lpsq

2

2 . These recursive inequalities
can be solved backwards to give with (97)

τ
pjq
8 :“ max

θPr0,δs
V poqpe

pjq
θ q ď lpsq

2
ˆ

2`
1

1´ p

˙

(98)

for all j “ 2, . . . , ν`1 and ε ě ε8. These inequalities are used
like in step (III) to meet (93) for all ε ě ε8 (with increased
ε8 if necessary) and for all θ P r0, δs. The steps (I)-(IV) prove
(86) and, as a consequence of (78),

W
ps,oq
t ď lpsq

2
, @t ě 0. (99)

In particular, by definition of W ps,oq we have

V
psq
t ď lpsq

2
, @t ě 0. (100)

State and estimates asymptotic convergence analysis. Once
the boundedness condition (99) has been obtained, it is easy
to prove asymptotic convergence to zero of xt (and all the
errors e

pjq
t ). For later use, notice that (99) implies that x

p2q
t

and e
pjq
t , j “ 2, . . . , ν ` 1 are bounded for all t ě 0. We

begin with (61) for j “ ν ` 1. Recalling that the function
γ3 in (61) has null contribution on account of (100) and the
conclusions in (82) form (79) and moreover, q

pν`1q
t ” 0,

we obtain limtÑ`8 V
poqpe

pν`1q
t q “ 0. By induction assume

limtÑ`8 V
poqpe

pj`1q
t q “ 0 for some j “ 2, . . . , ν. Using
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(61) with (71) and recalling that the functions γ3 in (61)
and, respectively, γ5 in (71) have null contribution on account
of (100) and the conclusions in (80), on application of the
Razumichin-type theorem 1 of [35] (in particular formula (32))
with exogenous input V poqpepj`1q

t q, we obtain the existence
of βpoq P KL and ρpoq P KL such that V poqpe

pjq
t q ď

βpoqpV poqpe
pjq
0 q, tq ` ρpoqpsupθPr0,ts V

poqpe
pj`1q
θ qq for all t ě

0. This, upon the induction hypothesis on V poqpe
pj`1q
t q, im-

plies limtÑ`8 V
poqpe

pjq
t q “ 0. It follows by induction that

limtÑ`8 V
poqpe

pjq
t q “ 0 for all j “ 2, . . . , ν ` 1. Finally,

consider (35) with (47). Recalling that the functions γ1 in
(35) and γ2 in (47) have null contribution on account of
(100) and the conclusions in (80) form (79), we obtain
the existence of βpsq P KL and ρpsq P KL such that
V psqpx

p2q
t q ď βpsqpV psqpx

p2q
0 q, tq ` ρpsqpsupθPr0,ts V

poqpe
p2q
θ qq

for all t ě 0. This, with limtÑ`8 V
poqpe

p2q
t q “ 0, implies

limtÑ`8 V
psqpx

p2q
t q “ 0 and, therefore, limtÑ`8 x

p2q
t “

limtÑ`8 xt “ 0. Convergence and boundedness are uniform
by the same theorem 1 of [35].

E. Extensions: output nonlinearities, time-varying input de-
lays, multiple delays and robustness

1) Output nonlinearities: Theorem 4.1 can be extended by
including output nonlinearities in our model (4) as yt :“
Cxt´dt ` ψpxt´dtq, smooth ψ, and at the same time adding
incremental homogeneity assumptions on ψ in (H2) as follows:
(H2b) CTψ is incrementally homogeneous in the upper
bound with quadruples pr, r ´ fpoq, fpoq, CTΨpoqpx1, x2qq, with
Ψpoq

T
p0, 0qΨpoqp0, 0q ă CTC.

The condition Ψpoq
T
p0, 0qΨpoqp0, 0q ă CTC is a sector-

condition on the linear approximation of ψ. For instance,
a saturated output yt :“ σlpCxt´dtq meets (H2b). The
definition of the innovation z

pjq
t in each observer (7) must be

changed by replacing Cpxpjqt with Cpxpjqt `ψ
´

σλpoqpεq

´

px
pjq
t

¯¯

.
2) Time-varying input delays: Theorem 4.1 can be also

extended to the case of time-varying delays. In this case, we
assume that ct, the input delay, is continuous and bounded by
some known c8 and the functions tdt, ctu known up to time
t. The partitiontppjquj“1,...,ν for defining the observer chain
is applied on the interval r´c8, d8s. Theorem 4.1 remains
true (but the proof is a slightly more lengthy and tedious)
by replacing c with c8 and changing the control law (14) as
follows:

ut :“ ´RpsqBTP psqpIn ´A
TGpsqq ˆ

ˆσλpsqpεq

´

pIn ´A
TGpsqq´1

px
pj`1q
t

¯

if ´ ct P rp
pjq, ppj`1qq.

Notice that the control ut changes according to the relative
position of ´ct with respect to the partition of r´c8, 0s. The
definition of ut depends only on the value of ct at time t.

3) Multiple input and measurement delays: More realisti-
cally, for our MIMO system (4), (5) we may consider multiple
input and measurement delays as follows. The input vector
ut´c is replaced by the vector pu1,t´c1 , ¨ ¨ ¨ ,um,t´cmq

T , for
multiple delays c1, ¨ ¨ ¨ , cm, and the measurement vector yt is

replaced by the vector pC1xt´d1,t , ¨ ¨ ¨ , Cpxt´dp,tq
T , for mul-

tiple delays d1,t, ¨ ¨ ¨ ,dp,t. Theorem 4.1 can be extended by
including multiple delays by simply re-defining each controller
component uj,t, j “ 1, . . . ,m, as in (14) by using the delay cj
and, similarly, each innovation component zj,t, j “ 1, . . . , p,
in the observer chain as in (9) by using the delay dj,t.

4) Robustness w.r.t. uncertainties and disturbances: The
controller (7), (14), in particular the chain of observers (7),
relies on the perfect knowledge of the nonlinear function φp¨q,
This may cause a lack of robustness. If we adopt a more
general model (inclusive of uncertainties and disturbances)

9xt “ Axt `But´c ` φpxt, ωtq, t ě ´c´ 2d8,

yt “ Cxt´dt `Dωt´dt , t ě 0 (101)

where ωt is a time-varying disturbance/uncertanty (norm-
bounded by ω8), it is possible to robustify the controller (7),
(14) as follows: while (14) remains the same, (7) is modified
by replacing φpσλpoqpεqppx

pjq
t qq with φpσλpoqpεqppx

pjq
t q, 0q. By

slightly strengthening the incremental homogeneity assump-
tions (H1)-(H2) in such a way to include the effect of the
variable ω on φpx, ωq it is possible to prove a disturbance-to-
state stability result for the closed-loop system resulting from
(101).

F. Example and simulations

For testing our stabilizer we consider the system

9x1,t “ x2,t (102)
9x2,t “ ´x1,t ` p1´ x2

1,tqx2,t ` ut´1, yt “ x1,t´dt

The measurements are taken over intervals of the form
r1.1h, 1.1h ` 1s for h “ 0, 1, . . . and are supplied at a high
rate during the subsequent time interval r1.1h`1, 1.1ph`1qs.
Correspondingly, the measurement delay profile is dt as
follows: dt “ t ´ 1.1h if t P r1.1h, 1.1h ` 1s and dt “
1´10pt´1.1h´1q if t P r1.1h`1, 1.1ph`1qs, h “ 0, 1, . . .,
and it is bounded by d8 “ 1. Moreover, the input delay
is c “ 1. System (102) satisfies assumptions (H0)-(H3) of
theorem 4.1 with r1 “ 1{8, r2 “ 3{8, f

psq
1 “ f

psq
2 “ 1{8,

f
poq
1 “ 1{2 and f

poq
2 “ 1{4. A stabilizer has been designed

according to our procedure and a simulation has been worked
out with initial conditions x´c´2d8 “ p´5,´4qT . With
such state initial conditions (a square initialization region C
with side 10 has been guaranteed) an observer chain with
ν “ 11 is sufficient for our aims. The interval r´1, 1s has
been partitioned into 10 subintervals with equal length 0.2 and
points pj “ ´1`0.2pj´1q, j “ 1, . . . , 12 (with the extra point
p12 :“ 1.2). The saturation levels of the estimates are set with
lpsq “ 0.05 and lpoq “ 0.1, the diagonal elements of Γpsq are
respectively 1 and 10 (see lemma A.4), the diagonal elements
of Γpoq are respectively 10 and 1 (see lemma A.3). The closed-
loop state trajectories xt together with the prediction errors
e
p2q
t are shown versus time in Fig. 1.

V. SAMPLED-DATA STABILIZERS

The design of continuous-time stabilizer for (4), (5) given in
the previous section suggests naturally the way of designing
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Fig. 1. Closed-loop state trajectories xt “ px1,t,x2,tq
T and prediction

errors relative to xt`1 “ px1,t`1,x2,t`2q
T .

a sampled-data stabilizer for (4), (5). This will consist of a
sampled-data controller and a chain of sampled-data observers
with sampling period T . Sampled-data stabilizers can be
naturally obtained from particular classes of stabilizers with
continuous-time states as follows. Let

ut “ αppxthq,

9
pxt “ Apxt ` βppx

pt0,...,tkq
th

,y
pt0,...,tkq
th

q, t P rth, th`1q, (103)

h, k P N, k ď h, be a stabilizer for (4), (5) with
th :“ hT , locally Lipschitz continuous functions α, β and
v
pt0,...,tkq
t :“ pvt,vt´t0 , ¨ ¨ ¨ ,vt´tkq. Notice that (103) has

continuous-time states pxt over rth, th`1s and discrete-time
control uth (with zero-order hold over rth, th`1s) and innova-
tions βppxpt0,...,tkqth

,y
pt0,...,tkq
th

q.
A sampled-data stabilizer for (4), (5) is obtained from a

zero-order hold discretization of (103), i.e. by discretizing the
continuous-time states:

uth “ αppxthq,

pxth`1
“ AT pxth `BTβppx

pt0,...,tkq
th

,y
pt0,...,tkq
th

q, h P N, (104)

where AT “ eAT and BT “
şT

0
eAsds. The stability analysis

(boundedness and asymptotic convergence) of (4), (5), (104)
is carried out through the stability analysis of (4), (5), (103)
(therefore, following the proof of theorem 4.1) since the
estimate pxt given by (103) and the estimate pxth`1

given by
(104) coincide at the sampling times.

With this in mind, we first design a stabilizer for (4), (5)
having the form (103). From this we obtain a sampled-data
stabilizer for (4), (5) according to the zero-order hold dis-
cretization procedure pointed out in (104). The δ-fine partition
tppjquj“ ...,ν of the interval r´c, d8s is chosen so that each
point ppjq (and therefore δ) is a multiple of the sampling time
T . For this reason, exactly as δ in the proof of theorem 4.1,
the sampling period T will depend on the parameter ε and,
therefore, both on the magnitude of the delays and on the
growth rate of the nonlinearities. Let define a stabilizer for (4),
(5) having the form (103). Let P pjq, Rpjq, Gpjq, j P ts, ou, be
as in (8) and (15). The observer part consists of a chain of ν
observers:

9
px
pjq

t “ Apx
pjq
t `Bu

pjq
t´c (105)

` φ
´

σλpoqpεq

´

px
pjq
th

¯¯

` P poq
´1
CTRpoqz

pjq
th
,

j “ 2, . . . , ν ` 1, t P rth, th`1q,

with innovations z
pjq
t and delays s

pjq
t defined as in (9), (10)

for j “ ν0 ` 1, . . . , ν ` 1, where now ytpjq is the past output
at tpjq :“ maxttk P r0, ts: tk´dtk ď t´ppj´1qu, and in (11),
(12) for j “ 2, . . . , ν0. Each observer is initialized as in (13).
The controller is defined as

ut :“ ´RpsqBTP psqpIn ´A
TGpsqq ˆ (106)

ˆσλpsqpεq

´

pIn ´A
TGpsqq´1

px
p2q
th

¯

, t P rth, th`1q.

It is easy to check that (105), (106) has the form (103). The
main result of this section is the following and it is proved
along the lines of the proof of theorem 4.1, taking into account
that the discrete time control and innovations can be seen as
continuous-time signals affected by small time delays.

Theorem 5.1: Let C Ă Rn be a given compact set. Under
assumptions (H0)-(H3) there exist diagonal positive definite
Γpjq P Rnˆn, lpjq P Rą, j P ts, ou, ε, δ, T P Rą and a δ-fine
partition tppjquj“´1,...,ν of r´c, d8s, extended and centered
at 0, such that the solutions pxt, x̂

pjq
t q, j “ 2 . . . , ν ` 1, of

(4), (5), (105), (106), with x´c´2d8 P C, are bounded for all
t ě ´c´ 2d8 and limtÑ`8 xt “ 0.
The controller (105), (106) semi-globally asymptotically sta-
bilizes (4). Also in this case boundedness and convergence re-
sults are uniform (in the sense of KL functions). The sampled-
data stabilizer, obtained from a zero-order hold discretization
of (105), (106) as pointed out in (104), semi-globally asymp-
totically stabilizes (4) as well, since the estimate pxt given
by (105) and the estimate pxth given by its zero-order hold
discretization coincide at the sampling times.

The problem can be studied in the framework of non-
uniform sampling and the sampling period T may be variable.
The only additional hypothesis to be taken into account is a
positive lower bound for T (no Zeno phenomena) while the
upper bound for T is determined as in theorem 5.1.

VI. CONCLUSIONS

We proposed semi globally stabilizing continuous-time and
sampled-data controllers for nonlinear systems with input and
measurement delays. This controllers consists of a chains of
nonlinear (high-gain) observers that reconstruct the unmeasur-
able state at different delayed time-instants, which partition
the maximal variation interval of the time-varying delays. The
number of observers is in general larger as the maximum
delay is larger and also depends on the growth rate of the
nonlinearities. Stronger nonlinearities require a larger number
of observers. The state prediction is used by a nonlinear
controller to stabilize the system through the delayed control
input. Saturations (or alternatively rate limiters) take care of
the strong nonlinearities of the system and avoid the peak-
ing phenomenon (well-known for systems with no delays).
Switching error-correction terms take care of the time-varying
delays. Further study will be devoted to global controllers.

APPENDIX

The notion of (incremental) homogeneity in a generalized
sense has been introduced in [4] in the context of (semi-)global
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stabilization and observer design problems. Here we recall this
notion in a slightly more general form. Let

p∆φqpx1, x2q :“ φpx1q ´ φpx2q (107)

and if φ is the identity function we simply write ∆px1, x2q :“
x1 ´ x2.

Definition A.1: A parametric function φpεq P C0pRn,Rlq,
ε P Rą, is said to be incrementally homogeneous (in the
generalized sense: g.i.h.) with quadruple pr, d, h,Φpx1, x2qq if
there exist d P Rl, h P Rn, r P Rną and Φ P C0pRnˆRn,Rlˆnq
such that for all ε P Rą and x1, x2 P Rn

p∆φpεqqpεr ˛ x1, εr ˛ x2q “ εd ˛
`

Φpx1, x2q∆pεh ˛ x1, εh ˛ x2q
˘

When the variation ∆ of φpεq is computed in between the
dilated points x1 :“ x P Rn and x2 :“ 0, with φpεqp0q “ 0,
we say φpεq is homogeneous (in the generalized sense: g.h.)
with quadruple pr, d, h,Φ1pxqq with Φ1pxq :“ Φpx, 0q.

Example A.1: The parametric function φpεq : x P

R2 ÞÑ pεx3
1 ´ ε2x3

2, εx1 ` ε2x2q
T is g.i.h. with quadruple

p12, p1,´1qT , p3, 4qT ,Φpx1, x2qq where

Φpx1, x2q :“

ˆ

px11q
2`x11x

2
1`px

1
1q

2 px12q
2`x12x

2
1`px

1
2q

2

1 1

˙

.

It is also g.h. with quadruple p12, p1,´1qT , p3, 4qT ,Φpx1q
where Φpxq :“ Φpx, 0q.
There are functions, like sinx, which are not g.i.h. but behaves
in the upper bound as an g.i.h. function. This motivates the
following definition.

Definition A.2: A parametric function φpεq P C0pRn,Rlq,
ε P Rą, is said to be incrementally homogeneous in the upper
bound (in the generalized sense: g.i.h.u.b.) with quadruple
pr, d, h,Φpx1, x2qq if there exist d P Rl, h P Rn, r P Rną,
Φ P C0pRn ˆ Rn,Rlˆně q such that for all ε P p1,`8q and
x1, x2 P Rn
@

p∆φpεqqpεr ˛ x1, εr ˛ x2q
D

ĺ εd ˛
`

Φpx1, x2q
@

∆pεh ˛ x1, εh ˛ x2q
D˘

Notice that, in the case of g.i.h.u.b., expanding dilations (i.e.
ε P p1,`8q) are considered. When the variation ∆ of φpεq
is computed in between the dilated points x1 :“ x P Rn and
x2 :“ 0, with φpεqp0q “ 0, we say φpεq is homogeneous in the
upper bound (in the generalized sense: g.h.u.b.) with quadruple
pr, d, h,Φ1pxqq with Φ1pxq “ Φpx, 0q. Some properties of
incremental homogeneity can be found in [4].

A. Properties of pC,A,Bq
For each matrix W , let ImtW u be the span of the columns

of W . For any diagonal G P Rnˆn the matrices A, B and C
in (4) have the following properties:

CAT “ 0, CCT “ Ip, B
TA “ 0, BTB “ Im, (108)

CTC “ diagtCT1 C1, . . . , C
T
p Cpu ď In, (109)

BBT “ diagtB1B
T
1 , . . . , BmB

T
mu ď In (110)

(since ImtCT u and ImtAT u are orthogonal subspaces of Rn
and CT is an orthonormal base of ImtCT u, use duality with
C ô BT and Aô AT ),

pGAT qj “ 0, @j ě n, (111)

(since AT is a left-shift operator when acting on the right and,
moreover, G is lower triangular),

pIn ´GA
T q´1 ´ In “

n´1
ÿ

j“1

pGAT qj (112)

(noticing that In´GAT is nonsingular, this follows from (111)
and the expansion pIn ´ Xq´1 “

řn´1
j“0 X

j for all square
matrices X such that Xn “ 0 and In ´X is nonsingular),

CGAT “ 0, CpIn ´GA
T q´1 “ CpIn ´GA

T q “ C, (113)
BTGA “ 0, pIn ´GA

T q´1B “ pIn ´A
TGqB “ B (114)

(since G is diagonal, GAT is in the span of AT and on account
of (108), (112) and duality) and finally (since ATA and CTC
all orthogonal projections and duality)

GATA “ ATAG “ ATAGATA, , (115)
CTC “ In ´A

TA, ATApIn ´A
TAq “ 0, (116)

BBT “ In ´AA
T , AAT pIn ´AA

T q “ 0. (117)

Remark A.1: It is important to notice that, since AT is
a down-shift operator when acting on the left, all the above
formulas hold true with the following changes: GAT ô ATG
and ATAô AAT .

B. Properties of the the left- and right-action ˛

For any diagonal matrix D: (commutative property of ˛)

D ˛ εr “ εr ˛D. (118)

For any matrices R,S with suitable dimensions: (associative
property of ˛ and the matrix product ¨)

pRSq ˛ εr “ RpS ˛ εrq, εr ˛ pRSq “ pεr ˛RqS (119)

(commutative property of ˛ and the matrix product ¨)

pR ˛ εrqS “ Rpεr ˛ Sq, Spεr ˛Rq “ pS ˛ εrqR. (120)

Moreover, pR ˛ εrqT “ εr ˛RT and any invertible matrix R:

pR ˛ εrq´1 “ ε´r ˛R´1, pεr ˛Rq´1 “ R´1 ˛ ε´r. (121)

C. Auxiliary lemmas

The following two lemmas can be proved by using exten-
sively the definition and properties of incremental homogene-
ity (the proof is omitted for lack of space). Let

Spoq :“ In ´G
poqAT , Spsq :“ pIn ´A

TGpsqq´1,

Σpoq :“ In ` ΓpoqAT , Σ
poq
inv :“ pIn ´ ΓpoqAT q´1,

Σpsq :“ pIn ´A
TΓpoqq´1, Σ

psq
inv :“ In `A

TΓpoq. (122)

Extensively, we say that a matrix F is g.i.h. or g.i.h.u.b. if the
associated linear function Fx is g.i.h. or g.i.h.u.b., respectively.

Lemma A.1: Assume (H2) and letGpoq and Γpoq be as in (8).

(i) ATAGpoqATA is g.i.h. with quadruple (
r, r` fpoq, fpoq, ATAΓpoqATAq,
(ii) Spoqf (resp. f ) is g.i.h.u.b. with quadruple pr, r `
fpoq, fpoq,ΣpoqΦpoqpx1, x2q presp. pr, r` fpoq, fpoq,Φpoqpx1, x2qq,
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(iii) A ` SpoqA
řn´1
j“1 pG

poqAT qj is g.i.h.u.b. with quadruple
pr, r` fpoq, fpoq, A` ΣpoqA

řn´1
j“1 pΓ

poqAT qjq,
(iv) Spoq

´1
(resp. Spoq) is g.i.h.u.b. with quadruple pr, r ´

fpoq, fpoq,Σ
poq
invq (resp. pr, r´ fpoq, fpoq,Σpoqq).

Lemma A.2: Assume (H1) and let Gpsq and Γpsq be as in
(15).

(i) AATGpsqAAT is g.i.h. with quadruple pr, r `

fpsq, fpsq, AATΓpsqAAT q,
(ii) Spsqφ is g.i.h.u.b. with quadruple pr, r ´

fpsq,pfpsq,ΣpsqΦpsqpxqq,
(iii) A `

řn´1
j“1 pA

TGpsqqjASpsq
´1

is g.i.h.u.b. with quadruple
pr, r` fpsq, fpsq, A`

řn´1
j“1 pA

TΓpsqqjAΣ
psq
invq,

(v) Spsq (resp. Spsq
´1

) is g.i.h.u.b. with quadruple pr, r, 0,Σpsqq
(resp. pr, r, 0,Σpsqinvq).
In what follows, we give a sketchy proof (simple but lengthy
matrix algebra is needed) of a couple of auxiliary results which
we need to prove theorem 4.1. Recall that A ĺ B, A,B P

Rmˆl, means Aij ď Bij for all i “ 1, . . . n, j “ 1, . . . , l,
and supθPN Apθq, Apθq P Rnˆl for each θ P Rn and compact
N Ă Rn, represents any matrix M such that Apθq ĺ M for
all θ P N . If tN pcqucPRną is a family of compact sets N pcq Ă
Rn continuously depending on c and such that N pcq Ñ t0u
as c Ñ 0 then supθPN pcqApθq is assumed to be such that
supθPN pcqApθq Ñ Φp0q as cÑ 0.

Lemma A.3: Let Φpoqpx1, x2q be as in (H2). For each lpoq P
Rą and positive definite diagonal Γpoq P Rnˆn define

N poq :“ A` ΣpoqA
n´1
ÿ

j“1

pΓpoqAT qj

M poq :“ 2ΣpoqF poqΣ
poq
inv, F

poq :“ sup
x1,x2PRn:

}x1},}x2}ďnlpoq

Φpoqpx1, x2q.(123)

For each a P p0, 1q there exist lpoq8 P Rą and Γpoq such that
for all lpoq ď l

poq
8

Kpoq :“aIn`N
poq`M poq`N poq

T
`M poqT´ 2aΓpoq ď 0.(124)

Proof: (Sketch). Recall that
supx1,x2PN plpoqq Φpoqpx1, x2q Ñ Φpoqp0, 0q as lpoq Ñ 0,
with N plpoqq :“ tx P Rn : }x} ď nlpoqu so that
F poq|lpoq“0 “ Φpoqp0, 0q. Using assumption (H2) for which
Φpoqp0, 0q is lower triangular, for each a P p0, 1q find positive
definite diagonal Γpoq P Rnˆn such that Kpoq|lpoq“0 ď ´In.
Finally, pick l

poq
8 P Rą (sufficiently small) such that

Kpoq|
lpoq“l

poq
8
´ Kpoq|lpoq“0 ď I , taking into account that

F poq ĺ F poq|
lpoq“l

poq
8

(and therefore M poq ĺ M poq|
lpoq“l

poq
8

)

for all lpoq ď l
poq
8 .

The following lemma is dual to lemma A.4 and the proof goes
exactly in the same way.

Lemma A.4: Let Φpsq be as in (H1). For each lpsq P Rą and
positive definite diagonal Γpsq P Rnˆn define

N psq :“ A` r
n´1
ÿ

j“1

pATΓpsqqjsAΣ
psq
inv (125)

M psq :“ ΣpsqF psqΣ
psq
inv, F

psq :“ sup
x1PRn:

}x1}ď}Σ
psq
inv

1n}l
psq

Φpsq. (126)

For each a P p0, 1q there exist lpsq8 P Rą and Γpsq such that for
all lpsq ď l

psq
8

Kpsq :“aIn`N
psq`M psq`N psq

T
`M psqT´aΓpsqď 0. (127)

Lemma A.5: Consider the function ξ : Rě ˆ Rě Ñ R
defined in (85) with d P Rą, ρ, π : Rě Ñ R and χ : Rě Ñ Rą
such that

lim
εÑ`8

ρpεq “ ρ8 ą 0, lim
εÑ`8

πpεq

χpεq
“ `8. (128)

There exists ε8 ą 0 such that for all ε ě ε8: ξpv,wq ě 0 for
all v,w P Rě.

Proof: We distinguish two cases. If 0 ď w ď lpsq
2
{d:

ξpv,wq ě ρpεqv ` χpεq
”πpεq

χpεq

1

d` lpsq
2 ´ 1

ı

dv.(129)

From (128) and since χpεq ą 0 for all ε ě 0, it follows the
existence of ε8 ą 1 such that for all ε ě ε8: ξpv,wq ě 0

for all v,w P Rě : w ď lpsq
2
{d. On the other hand, if w ě

lpsq
2
{d:

ξpv,wq ě ρpεqv ` χpεq
”πpεq

χpεq

1

d` lpsq
2 ´ 1

ı

lpsq
2
. (130)

From (128) it follows the existence of ε8 ą 1 (possibly larger)
such that for all ε ě ε8: ξpv,wq ě 0 for all v,w P Rě : w ě

lpsq
2
{d. The above facts prove the claim of the lemma.
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