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Viale Morgagni 65, 50134 Firenze, Italy

bNational Interuniversity Consortium for Telecommunications - CNIT, Parma, Italy
cPolo Tecnologico, Presidenza del Consiglio dei Ministri, Rome, Italy

Abstract

Certainly detecting the source of a digital video it is a crucial task to be tackled

by the image forensic scientific community; in fact, knowing the brand and

model of the device used for the video acquisition could be very useful to focus

investigations in a specific direction. Nowadays, videos are mostly acquired

through a smartphone and then shared on Social Networks (SNs). On such a

basis, this paper proposes an analysis for the source identification of a video

uploaded on social networks, specifically, Twitter and Facebook. Furthermore,

the paper evaluates different methods to build a reliable fingerprint and also

introduces a novel method to generate a composite fingerprint by resorting to

the use of PRNU noise. A tool to examine videos, oriented to forensic analysts,

is also presented. Experimental results carried out on various videos, firstly

uploaded and then downloaded from Facebook or Twitter, witness that the

identification is still possible and under which conditions.
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1. Introduction

Nowadays a huge amount of multimedia contents (images and videos) is

generated in different ways with various devices and then uploaded on social

networks (SNs). During the upload or once on-line, they are shared with other

known users to be played or downloaded. At the time most of the SNs allow5

for the recording, through the use of a smartphone, and the uploading of a

video clip at the same time. Facebook, Twitter and other SNs contain a huge

number of videos and these contents constitute an interesting real-time source

of information. In fact SNs could be of support during investigations which,

always more, do an extensive use of social networks to reconstruct facts on10

the basis of the information contained within personal profiles (images and, in

particular, videos) and associated with a specific account. Criminal activities

like child pornography, fraud and terrorism are proliferating by misusing such

digital contents.

Generally, these activities are done anonymously so it could be very useful15

to understand if a video posted by an unknown account used for illegal purposes

it has been generated by the same video camera (smartphone) of another video

uploaded on a known user account on a SN. In this way a connection can

be established and this could help in addressing an on-going investigation and

identifying possible suspects.20

Uploading a video on a SN can severely reduce video quality by adding a

layer of compression, sometimes resizing the video dimensions and cutting its

lenght. So the question is: after such heavy processing is it still possible to

determine if two videos come from the same video camera? The idea behind

this work is to research a particular fingerprint that is able to achieve source25

identification in the case of such particular SNs videos.

The paper is organized as follows: Section 2 presents some previous works

inherent to video source identification, while Section 3 describes how videos are

managed on Twitter and Facebook. Section 4 introduces different modalities

of PRNU estimation also proposing a new composite fingerprint. In Section30
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5 various experimental results are discussed to evaluate the performances of

diverse kinds of fingerprints and in Section 6 a new specific tool for video forensic

analysis is proposed. Finally Section 7 draws the conclusions and future works.

2. Related works

The main idea behind the approach of source identification is that each35

phase of the acquisition process leaves a sort of unique fingerprint on the digital

content itself due to some intrinsic imperfections in the acquisition phase. In

particular, the PRNU (Photo Response Non-Uniformity) noise is well known

and used as fingerprint to identify a specific digital camera among a dataset of

cameras [1]. The approach in [1] has also been extended to work with video40

camera identification and video forgery detection [2]. An adaptive weighting to

improve the performance is proposed in [3] while Chen et al. in [4] try to identify

digital camcorders by using the PRNU with various codecs and resolutions. In

fact video cameras use CCD or CMOS chips as well as digital cameras and when

the test video is long enough the obtained results are satisfactory. However, the45

task of source camera identification using videos is more challenging than the

image counterpart, due to the degraded visual quality of videos and also to

the static nature of video content. In particular, in [5], a study on compressed

image and video is proposed stating that when the images (or video frames),

from which the sensor fingerprint is estimated, are heavily lossy compressed50

an adjustment of the decision threshold is required to guarantee a certain false-

alarm rate. Furthermore the technique presented by Lukas et al. [1] is applied to

videos downloaded from YouTube [6] and for low resolution videos in [7]. Some

experiments varying the codec, quality settings and recording resolution, are

reported obtaining satisfactory results. In [8], the authors propose a method55

to identify streamed videos in wireless transmission; finally in [9] a different

mechanism for estimating the reference PRNU is proposed finding that different

video frame types (I and P) should have also different levels of reliability for

PRNU estimation. An extended overview on video forensics which takes into

3



account different issues concerning the matter is reported in [10].60

3. Sharing videos on Facebook and Twitter

There are three ways to share videos on Twitter and Facebook: the user can

record, edit and share videos from the SNs applications from iOS and Android

smartphone, import videos from the device (smartphone and tablet) and finally

upload videos through Twitter and Facebook web site. Twitter, in particular,65

supports MP4 and MOV video formats on mobile app and the user can upload

videos up to 512MB, that however, do not exceed 2 minutes and 20 seconds of

length1. In Twitter the user can select a particular video clip to share, deleting a

part of the video before tweeting it, by dragging and moving sideways. Facebook

similarly support H.264 video in MOV or MP4 format and a recommended frame70

width no larger than 1280 pixels and however divisible by 16 pixels. Videos must

be long less than 120 minutes and smaller, as file size, than 4 GB. In Table 1

characteristics of videos for upload compliance on Twitter and Facebook are

summarized.

Table 1: Facebook and Twitter video options.

Twitter Facebook

Max upload length 2min 20sec 120 min

Max upload size 512 MB 4GB

Min upload res. 32x32 600(width)

Max upload res. 1920x1200 1280x720 (recommended)

Max frame rate 40 fps 30 fps

Max bitrate 25Mbps -

Video format MP4, MOV MP4, MOV

1Such a limit was of 30 seconds and has been incremented on 21st June 2016 https:

//blog.twitter.com/2016/new-ways-to-tap-into-video-on-twitter.
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Obviously each video uploaded on Facebook and Twitter will need to be75

processed before other users can see it and the processing applied to the video

is not known a priori. Once uploaded, it is possible to download video from

Twitter by using some web services where you can copy the video link and

choose the different download resolutions2. Concerning Facebook, instead, it

is possible to save the video directly from the web browser at the maximum80

resolution provided by the SN according to the format of the uploaded video.

4. Fingerprint computation

The Photo Response Non-Uniformity (PRNU) noise is unique for each sen-

sor, as demonstrated in [1] and it is generated by the imperfections due to the

device construction. Usually PRNU noise is extracted from an image through85

a digital filtering operation and the fingerprint is obtained averaging multiple

PRNUs obtained from images of the same digital camera. After that, the PRNU

of the to-be-checked image is compared with the pre-computed PRNU finger-

prints, belonging to a reference set and then it is assigned to a certain digital

camera (if present within the reference set). In the particular scenario depicted90

by this paper a video is under analysis so, first of all, the video V is split in

individual frames Ii(i = 1 : N) where N is the total amount of frames in V .

A wavelet denoising filter D [11] is used to filter out the scene content for each

RGB color channel of the frame Ii leaving only the residual noise ni = Ii−D(Ii).

Finally, the fingerprint FP is calculated for each color channel by averaging on95

a specified number of frames i, then converted to gray levels and finally post-

processing operations are applied (e.g. Wiener filtering). The detection process

to verify if a video V was taken with a video camera C, is performed using the

normalized cross correlation computed between the fingerprint and the current

test PRNU, that is NCC = corr(FP, PRNUtest), following the definition in100

[4]. In the video case, it is impossible to identify a digital camcorder from a

2https://savedeo.com/sites/twitter
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single video frame, as occurred in the image case, because each frame is highly

compressed by compression systems such as MPEG-x and so on. Therefore, it is

necessary to estimate the PRNU of a test video on multiple frames as occurred

for the fingerprint estimation.105

So it is extremely important to understand the requirements to estimate a

good fingerprint: how many frames are necessary and how to build the refer-

ence fingerprint. In this paper various possibilities for fingerprint estimation are

examined in order to obtain a fingerprint for the reference dataset. In partic-

ular, it has been investigated the impact of the processing performed by social110

networks on PRNU estimation and also if different kinds of frames and their

number induce a different reliability in PRNU estimation.

4.1. Classical fingerprint extraction

First of all, we have taken into consideration the classical technique for the

fingerprint extraction as described in [4] and [5] evaluating different length of115

the chunk of frames (dch) within the video assumed for the estimation. In

our scenario we have three kinds of different videos: the original video directly

recorded by a smartphone and, after having upload it to SNs, the videos down-

loaded from Twitter and Facebook. A fingerprint for each of the three videos

is generated respectively by using dch frames: FPO, FPTw, FPFb. All of the120

three videos are obviously associated to the same smartphone.

4.2. Composite fingerprint extraction

Alternatively, a new approach called composite fingerprint is proposed where

the reference pattern is built by using information coming from the original video

and also from the videos downloaded from the SNs. A composite fingerprint125

should permit to take into account some changes on the PRNU noise introduced

by the processing performed by the SNs onto the video. The mixed reference

pattern FPcomp is obtained extracting the PRNU noise from chunks of frames of

length dchO, dchFb and dchTw respectively taken from the three available videos

(O, Tw, Fb) combined as depicted in Figure 1. Usually dchO = dchFb = dchTw130
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but they could be different because of specific needs related to the application

scenario. Then the PRNU is extracted from each frame through a digital fil-

tering operation and finally the fingerprint is obtained by averaging on all the

frames.

Figure 1: The construction of the composite fingerprint by taking sub-parts (chunks) of the

three different videos.

It is necessary to point out that only the original video (at least of dchO135

length) need to be available for the production of the fingerprint because it can

be uploaded on the various SNs and then downloaded to be mixed with the

original version. So in a real application, the analyst does not need to have

access to the three versions of the video necessary to compute the composite

fingerprint. In this work, it has not been taken into account the case of obtaining140

the fingerprint by only resorting at videos coming from SNs that has been left

to successive studies on more restrictive operative conditions.

4.3. I-frames composite fingerprint extraction

Finally another approach is evaluated i.e. to estimate the fingerprint only

from I-frames (intra-coded frames) of the video. It is well known that I-frames145

are like conventional static image files and they do not require other video frames

to be decoded. On the contrary P and B frames (inter-coded) contain motion-

compensated difference information relative to previously decoded pictures and
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are more compressed then I-frames. For this reason I-frames could be more

reliable than P-frames or B-frames for PRNU estimation [9]. We thus select a150

number n of I-frames within dch from a video V . The number of I-frames within

a video depends on the GOP (Group of Pictures) size that is the distance, in

terms of frames, between two I-frames, which varies from video to video. So

a second version of the composite fingerprint called FPcompI is built up by

using a variable number of frames. In this case the fingerprint is constructed155

by considering, as before, dchO frames of the original video, but only I-frames

contained within the chunk of length dchFb and dchTw in the case of Facebook

and Twitter videos. In particular, the idea behind this choice is to assume that

the I-frames are able to produce a more reliable fingerprint with respect to P

and B ones and therefore they are more suitable to represent heavily processed160

videos like those coming from Twitter and Facebook.

5. Experimental results

In this section some of the different experimental tests that have been carried

out are presented. First of all, the whole experimental set-up is introduced,

subsequently the different kinds of fingerprint proposed in the previous section165

are compared and the achieved results are commented.

5.1. Set-up description

We selected 5 smartphones to produce various video files of different length

at the default smartphone setting resolution (see Table 2). The videos contain

scene with different contents as daylight outdoor scenes or indoor with poor170

illumination.

Each video clip has been uploaded on the two SNs under analysis, Facebook

and Twitter, according to their resolution and length restrictions. When it is

not possible to upload the entire video (in the Twitter case the upload limitation

length is 2 min and 20 sec as already evidenced in Table 1), the video is subdi-175

vided in different parts and then recomposed after the download. All the video
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Table 2: List of the smartphones and features of the acquired videos.

Smartphone Video res. Format Duration Chunks

Samsung Galaxy S4 1280x720 MP4 4m 1s 7

Apple iPhone 5 1920x1080 M4V 3m 10s 5

LG Nexus 5 1920x1080 MP4 2m 32s 4

Nokia Lumia 830 1280x720 MP4 4m 38s 8

Samsung Galaxy S4 mini 1280x720 MP4 4m 6

sequences have been downloaded at the resolution of 1280 × 720, MP4 format,

so in the case of iPhone5 and LG Nexus 5 videos a resize is performed respect

to the upload resolution (Table 2. The five proposed procedures for fingerprint

extraction are taken into consideration: classical (Original (O), Twitter (Tw)180

and Facebook (Fb)), Composite (Comp) and I-frames Composite (CompI). The

related PRNUs are estimated according to what explained in Section 4.1. First

of all, for each smartphone, fingerprints FPO, FPTw and FPFb are calculated

using dch frames from the original video recorded from the smartphone (for in-

stance the first part of a video) and from the Facebook and Twitter videos as185

well. Though different values for dch have been analyzed, hereafter, for sake

of conciseness, results are presented for dch = 800 frames. Furthermore, we

construct the composite fingerprint FPcomp extracting the PRNU noise from

frames combined from the three available videos (Original, Facebook and Twit-

ter), as debated in Section 4.2 where dchO = dchFb = dchTw = 800 for a total of190

2400 frames. In particular, it is necessary to point out that the same original

video composed by dchO = 800 frames is the one uploaded both on Facebook

and on Twitter. Finally, the FPcompI is constructed following the indications

in Section 4.3 by using a variable number of frames depending on the number

of I-frames available in dchFb and dchTw (27 I-frames per video chunk on av-195

erage) while for the original video all the dchO = 800 frames are considered as

usual. In the following we evaluate the reliability of each considered fingerprint
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FPO, FPTw, FPFb, FPcomp, FPcompI on different videos respect to those used

for the fingerprint computation. Such video sequences are recorded, as before,

from the same 5 smartphones and then downloaded from Facebook and Twitter200

after having been previously uploaded on it. In particular, the number of video

parts (test chunks) evaluated for each video is evidenced in the last column of

Table 2; for sake of coherence, each test chunk is itself composed by 800 frames

(that corresponds to about 26.66 seconds of video with a frame rate of 30 fps).

The goal of our analysis is to understand which fingerprint is the best choice for205

social networks video source identification. We judge the fingerprint reliability

in terms of Peak-to-Correlation Energy (PCE) ratio that detects the presence of

a peak in the NCC. The NCC is the cross correlation between the fingerprint

itself and the PRNU of the video chunk under evaluation (see Section 4). The

PCE value can be also negative3.210

5.2. Fingerprints evaluation

First of all, a complete overview on the five kinds of fingerprint configurations

will be given to understand which one is the most convenient method to extract

the PRNU fingerprint.

In Table 3, the average PCE values, Av(PCE), on all the test chunks (30215

chunks) is reported in terms of detection on Facebook and Twitter videos for

all the evaluated kinds of fingerprints (FPO, FPTw, FPFb, FPcomp, FPcompI).

For example, in the column indicated with “S4” is reported the average PCE

obtained when the FPO (analogously for the other fingerprints) of the Galaxy

S4 is correlated with all the chunks belonging to the Galaxy S4 itself (named220

PAv); while with NAv is intended the average PCE obtained correlating the

Galaxy S4 FPO with all the other smartphones test chunks (iPhone5, Nexus 5,

Lumia 830, Galaxy S4 mini).

From the results obtained in Table 3, it is possible to point out that the com-

posite fingerprint FPcomp performs quite well obtaining the higher PAv values225

3http://dde.binghamton.edu/download/camera_fingerprint/
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Table 3: Av(PCE) on the evaluated FPs.

FP Av(PCE) S4 iPhone 5 Nexus 5 Lumia 830 S4 mini

FPO

PAv 780.23 10.55 14.46 185.39 13.65

NAv 0.15 -0.77 -0.46 3.33 -0.41

FPTw

PAv 602.35 15.73 21.64 81.39 168.06

NAv 17.27 7.44 4.20 27.01 11.61

FPFb

PAv 881.39 23.36 16.65 53.43 106.63

NAv 20.21 3.41 1.55 25.50 10.95

FPcomp

PAv 1327.21 48.72 50.49 242.18 240.67

NAv 12.67 5.46 2.89 15.03 3.15

FPcompI

PAv 176.62 9.01 5.63 36.63 21.09

NAv 2.63 4.09 4.27 6.26 2.48

for all the smartphone fingerprints and getting NAv small enough for the detec-

tion. The values of PCEs, PAv and NAv, for the cases FPTw and FPFb appear

to be comparable with those obtained for FPO fingerprint and do not seem to

provide a significant improvement. It is necessary to point out that, in partic-

ular for the iPhone5 and Nexus 5, the PAv values are quite low with respect to230

the others; this could be determined by the specific compression adopted within

such devices, but, however, a certain degree of distinctiveness is still evidenced

especially using the proposed composite fingerprint. Furthermore, in Figure 2,

the distribution of all the PCE values is reported (PCEP in red representing the

positive classes i.e. a smartphone is correlated with the respective fingerprint235

and PCEN in blue for the negative classes). In particular, on each straight

line a specific fingerprint computation is represented and the plot gives us an

indication of the performance on each fingerprint. The composite fingerprint

FPcomp again, demonstrates to have the higher distinctiveness among the other

FPs because the red points on the direction of FPcomp are more distant from240
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Figure 2: The distribution of PCE values on the polar plot. Each straight line corresponds

to a particular fingerprint computation of the considered five.

the center with respect to the others. On the other side the blue points, that

represents PCEN, are all close to the center as expected (in particular the nega-

tive PCE values are set to zero to improve the plot readability). It can be easily

appreciated that the FPcompI seems the less effective among the fingerprints so

it is omitted in the following presented evaluations.245

5.3. An in-depth analysis

In order to further verify the proposed fingerprint estimations we evaluate,

for sake of clarity, a particular case. Let us consider the five Twitter test videos

composed in total by 30 chunks coming from the 5 smartphones (from 1 to 7

chunks from the Galaxy S4, from 8 to 12 from the iPhone5 and so on). In250

Figure 3 is reported the PCE values obtained correlating the FPO, FPTw,

FPFb, FPcomp fingerprints of the Galaxy S4-mini with all the 30 test chunks.

It is possible to point out that the FPcomp is able to identify the correct chunks

acquired by the Galaxy S4-mini smartphone and uploaded on Twitter more

efficiently then the other FP s (see the purple columns in the histogram of255

Figure 3(d); chunk from 25 to 30).
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(a)

(b)

(c)

(d)

Figure 3: PCE comparison among four different Galaxy S4 mini fingerprints FPO, FPFb,

FPTw and FPcomp on Twitter test videos (30 chunks).

13



(a)

(b)

Figure 4: PCE on a video test downloaded from Facebook vs the FPcomp dataset: Galaxy S4

(3min 36sec, 8 chunks) (a) and Lumia 830 (3min 36sec; 8chunks) (b).

In Figure 4, another case is reported, two unknown videos downloaded from

Facebook are checked versus our FPcomp dataset, composed by 5 fingerprints

associated to the 5 smartphones of Table 2. In Figure 4(a), the video under test

is correctly associated to the Galaxy S4 smartphone (which is correct according260

to the ground-truth) and in Figure 4(b), the second video under evaluation has

been identified as captured by a Lumia 830. A good distinctiveness is granted

from the fact that the other correlations (with the other fingerprints) are around
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zero.

Another experiment has been performed to point out that the composite265

fingerprint FPcomp is suitable also with respect to a classical fingerprint FPO

extracted from the original video on a larger chunk of dch = 2400 frames (i.e.

increasing by three the number of frames used for the estimation). This has

been done to compare FPcomp which is practically calculated on 2400 frames,

though it needs only 800 different ones (see Section 4), with FPO when the270

same amount of frames are taken into consideration for the construction of the

fingerprint. However it is worthy to underline that, in this case, a video clip

with a superior time duration would be necessary to compute the FPO: such

a circumstance is not so easy to happen within a social network scenario. In

Table 4 the average PCE, Av(PCEP), of the composite fingerprint FPcomp275

is compared with that of FPO obtained with 2400 frames; results show that

performances are still satisfactory.

Table 4: Comparison between FPcomp vs FPO with dch = 2400. The Av(PCEP) is reported.

Smartphone Av(PCEP)FPcomp Av(PCEP)FPO, dch = 2400

Galaxy S4 1327.21 918.81

iPhone 5 48.72 13.90

Nexus 5 50.49 50.12

Lumia 830 242.18 155.91

Galaxy S4 mini 240.67 146.63

Hereafter a further insight is given on the issue of the number of frames used

to compute the fingerprint. In particular, the cases of 800, 400 and 200 frames

have been considered. In Figure 5 it is evidenced that employing a fingerprint280

with a greater number of frames is more suitable to evidence the distinction

among fingerprints: the grey line which represents 800-frames fingerprint is more

distant from the yellow one (other devices FPs) with respect to the orange (400-

frames FP) and the blue (200-frames FP). So this shows that, to obtain a good
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Figure 5: PCE comparison on a Samsung Galaxy S4 video with all the fingerprints FPcomp

in the dataset. The grey, orange and blue lines are related to FPcomp of the Samsung Galaxy

S4 computed with 800, 400, 200 frames respectively. The correlation with the others FPs (on

average) are all collapsed in the yellow line.

trade-off between performances and number of frames, 800 frames constitutes a285

sufficient amount of pictures to achieve a reliable fingerprint.

Finally, a new experiment has been performed to check the behavior of the

FPcomp fingerprint with respect to a post-processed video whose composition

is unknown with the intent to simulate a possible social network case. In par-

ticular, to do this, we have taken two LG Nexus 5 smartphones (one already290

present in the dataset and a new one) and constructed a new video that is the

composition of three video sequences: the first part, from chunk 1 to chunk

20, is coming from the LG Nexus 5 (named B), the second part (from chunk

21 to 43) from the LG Nexus 5 named (A) and finally, the third part (from

44 to 59) from the LG Nexus 5 (B) again. In Figure 6 the result in terms of295

PCE is reported, in particular, it is evidenced that the two different LG Nexus

5 smartphones are well distinguished (cyan and green lines). This also proves

that intra-model (devices with same brand and model) case can be managed by

this kind of approach.
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Figure 6: PCE of a video assembled with a Nexus 5 (B), plus a Nexus 5 (A) and again a

Nexus 5 (B) video fragments compared with the dataset of composite fingerprints (the LG

Nexus 5 (B) is added to the dataset).

6. Tool Description300

In this section the tool to perform video source identification is described

and the related GUI (Graphical User Interface) designed to support forensic

analysts in their activity is shown in Figure 7. The interface allows to select a

single video file or multiple test videos; when the user works with a single video,

information about resolution, frame rate, number of frames, duration, etc. are305

displayed in a specific drop-down menu (Video info at top-center of Figure 7).

In this tool different modalities of investigation are foreseen: when the forensic

analyst has not any kind of prior information on a video origin a fully-automatic

analysis it is necessary; on the other hand, if the operator it is interested in a

specific part of a video a focused analysis on a sub-part has to be preferred. So310

the user is allowed to choose among different settings, made available by the

tools, performing at default or at advanced level.

In the following are described the main options exploited by the tool:

Segment width : number of frames used to compute the fingerprint (default
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Figure 7: The Video Source Identification tool.

value is 800). When the length of the video is lower than this value, the315

whole video is considered for the fingerprint estimation; when the video is

longer, a certain number of segments of such dimension are taken, resulting

in several fingerprints for the same video;

Segments step: bias between the starting frame of one segment and the

starting frame of the next one. Default is 800, that means that segments320

are contiguous; this is obviously true whenever segment width is equal to

segments step. Varying the segment step value will result in overlapping

parts of the video segments or inserting some gaps between subsequent

segments of the video;

Selection of video chunk : an analyst can decide to select a sub-part (chunk)325

of the whole video, excluding, for example, too noisy clips. Two sliders

appear under the video box, letting the user to select independently the

start and the stop frames;

Selection of frame area : it permits to specify a frame area to be processed
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in order to ignore a cornice of pixels.330

σ value and Enhancer : the value of σ is a parameter for the extraction of

the fingerprint related to the filter used for PRNU estimation and it can

be adjusted by the user or used in the default modality. Furthermore, two

different enhancers [3], [12], devised to improve the PRNU fingerprint,

can be selected modifying their settings through another value named α.335

Result presentation : a box in the bottom-left side of the GUI (see Figure

7) shows the graphical representation of the results. In particular the

PCE value, obtained for each video test segment correlated with each

fingerprint in the database, is depicted. A different colored line is drawn

for each element populating the dataset. When the video is played a340

marker slides on the depicted correlation graph: the analyst is thus able

to check the exact correspondence between the visualized frame and the

related fingerprint understanding which part of the video is recorded with

a certain smartphone.

7. Conclusions and Future works345

This paper has proposed an analysis for the source identification of videos

uploaded on different social networks, specifically, Twitter and Facebook. Five

different kinds of fingerprint extraction methods have been evaluated and, in

particular, a novel method to build a composite fingerprint to achieve better

video source identification has been proposed. A tool useful for a forensic analyst350

has been introduced and adopted to carry out the experimental tests. Results

obtained on various videos, firstly uploaded and then downloaded from Facebook

or Twitter, have demonstrated that the device identification is still possible.

Future works will be devoted to extend the experiments in an opener set scenario

increasing the number of smartphones taken into account to realize a statistical355

analysis for a determination of a threshold. Furthermore, it could be interesting

to investigate the case of Twitter videos directly uploaded on Facebook (and
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viceversa) making the identification even more difficult due to the increment

of post-processing applied to the video and also evaluating different download

resolutions for each social networks.360
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