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Abstract We consider a continuous coercive Hamiltonian H on the cotangent
bundle of the compact connected manifold M which is convex in the momen-
tum. If uλ : M → R is the viscosity solution of the discounted equation

λuλ(x) + H(x, dxuλ) = c(H),

where c(H) is the critical value, we prove that uλ converges uniformly, as
λ → 0, to a specific solution u0 : M → R of the critical equation
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H(x, dxu) = c(H).

We characterize u0 in terms of Peierls barrier and projected Mather measures.
As a corollary, we infer that the ergodic approximation, as introduced byLions,
Papanicolaou and Varadhan in 1987 in their seminal paper on homogenization
of Hamilton–Jacobi equations, selects a specific corrector in the limit.

Mathematics Subject Classification 35B40 · 37J50 · 49L25

1 Introduction

The so called ergodic approximation is a technique introduced in [18] to show
the existence of viscosity solutions to an equation of the kind

H(x, dxu) = c in T
m, (1.1)

where c is a real constant and H , the Hamiltonian, is a continuous function
defined on T

m × R
m , where Tm = R

m/Zm is the canonical flat torus.
In fact, this technique works as well for a Hamiltonian defined on the cotan-

gent bundle of a compact manifold. Therefore, in the sequel, H : T ∗M → R

will be a given continuous function, called the Hamiltonian, where T ∗M is
the cotangent bundle of M , a compact connected manifold without boundary.

The method in [18] to find solutions of (1.1) is to perturb the Hamiltonian
and to study the discounted equation

λu(x) + H(x, dxu) = 0 in M, (1.2)

whereλ is a positive parameter. This new equation obeys amaximumprinciple,
and therefore it has a unique solution vλ : M → R. The idea is then to study the
behavior of vλ when the discount factor λ tends to zero.When the Hamiltonian
H(x, p) is coercive in p, uniformly with respect to x , the functions λvλ are
equi–bounded and the vλ are equi–Lipschitz. Furthermore, −λvλ uniformly
converges on M , as λ tends to 0, to a constant c(H), henceforth termed critical
value. By setting v̂λ := vλ−minM vλ, one obtains an equi–bounded and equi–
Lipschitz family of functions satisfying, for each λ > 0,

H(x, dx v̂λ) = −λmin
M

vλ in M

in the viscosity sense. By the Ascoli–Arzelà Theorem and the stability of
the notion of viscosity solution, the functions v̂λ uniformly converge, along
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subsequences as λ goes to 0, to viscosity solutions of the critical equation

H(x, dxu) = c(H) in M. (1.3)

This is also the sole equation of the family (1.1) that admits solutions. Solu-
tions, subsolutions and supersolutions of (1.3) will be termed critical in the
sequel.

Due to the lack of a uniqueness result for the critical equation, it is not
clear at this point that limits of v̂λ along different subsequences yield the same
solution of (1.3). In this paper, we address the problem when H is convex in
the momentum. The main theorem we prove is the following:

Theorem 1.1 Let H : T ∗M → R be a continuous Hamiltonian, which is
coercive and convex in the momentum. For λ > 0, denote by uλ : M → R the
unique continuous viscosity solution of

λuλ + H(x, dxuλ) = c(H) in M, (1.4)

where c(H) is the critical value of H. The family uλ uniformly converges, as
λ → 0, to a single critical solution u0.

Note that we have replaced 0 in the second member of (1.2) by the critical
constant c(H). With this choice, the solutions of (1.4) are uniformly bounded
independently of λ, see Proposition 2.6. We also remark that the solution of

λu + H(x, dxu) = c in M

is uλ + (
c − c(H)

)
/λ, where uλ is the solution of (1.4). In particular, there is

no other c for which the family of solutions may be bounded, independently
of λ.

A straightforward consequence of this and of Theorem 1.1 is that the family
(v̂λ)λ>0 considered in [18] also converges to a particular critical solution:

Corollary 1.2 Take H as above. For every λ > 0, let vλ be the unique
continuous viscosity solution of (1.2), and set v̂λ := vλ − minM vλ. Then
v̂λ = uλ − minM uλ, in particular the family v̂λ uniformly converges, as
λ → 0, to u0 − minM u0.

As we will see, without loss of generality we can assume in Theorem 1.1
that H is superlinear. In that case, by Fenchel’s formula, the Hamiltonian H
has a conjugated Lagrangian L : T M → Rwhich is superlinear and convex in
the fibers of the tangent bundle. We can then apply the weak KAM theory—or
rather its extension to general Lagrangians—to characterize u0 in terms of the
Peierls barrier and of projected Mather measures, defined respectively by Eq.
(5.3) and Definition 5.8 in Sect. 1.1.
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Proposition 1.3 The function u0 = lim
λ→0

uλ, obtained in Theorem 1.1 above,

can be characterized in either of the following two ways:

(i) it is the largest critical subsolution u : M → R such that
∫
M u dμ ≤ 0

for every projected Mather measure μ,
(ii) it is the infimum over all projected Mather measures μ of the functions

hμ defined by hμ(x) := ∫
M h(y, x) dμ(y), where h is the Peierls barrier.

The theorem and proposition above extend results of Renato Iturriaga and
Hector Sánchez-Morgado [17], where the convergence is proved for a Tonelli
Hamiltonian under the assumption that the Aubry set consists of a finite num-
ber of hyperbolic fixed points of the Lagrangian flow. While this work was
in progress, the authors were aware that Diogo Gomes [15] found some con-
straints on the possible accumulation points of uλ in terms of a concept of
generalizedMather measures. In April 2014, after the first version of this work
was completed, Diogo Gomes showed to the second author how to deduce the
convergence of the uλ, as λ → 0, from [15,16]. Diogo Gomes will publish
the details elsewhere.

Our analysis strongly relies on the convexity of the Hamiltonian in the
momentum: we clearly take advantage of the rich qualitative analysis for the
critical equationmade available by weak KAMTheory; moreover, in the study
of the asymptotics, we make a crucial use of a suitable representation formula
for the solution of the discounted equation, that holds true due to the convexity
assumption. It would be interesting to understand whether the selection prin-
ciple herein pointed out still takes place in the non–convex case. A positive
hint in this direction is provided by the following

Proposition 1.4 Let H : T ∗M → R be a continuous Hamiltonian, which
is coercive in the momentum, uniformly with respect to x. Suppose that the
constants are critical subsolutions. Then uλ ≥ 0 on M for every λ > 0, and
uλ ↗ u0 uniformly as λ ↘ 0 for some critical solution u0.

We now give some explanations about the content of the paper and the
proofs of our results.

In Sect. 2, we fix notations and recall some known facts on solutions of
both the stationary and the discounted Hamilton-Jacobi equation. Section 3
is the crux of the work. The starting point of our analysis was to guess the
possible limit u0. A first characterization of u0 is given in terms of Mather
(minimizing)measures, see (3.2). The properties of thesemeasures are recalled
in Appendix 1. To prove Theorem 1.1, we use that the family of functions
{uλ | λ > 0} is compact in the uniform topology, and we show that every
accumulation point u of the uλ, as λ → 0, is necessary equal to u0. This is
done by showing both inequalities u ≤ u0 and u0 ≤ u. The proof of u ≤ u0
is rather simple and is given in Proposition 3.4. The proof of u0 ≤ u is more
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delicate. We first establish in Appendix 2 the pointwise expression of uλ

as an infimum of Laplace transforms, see Eq. (3.4). Moreover, we show that
such infimum is attained, see Proposition 3.5. This representation allows us to
construct Mather minimizing measures related to accumulation points of the
uλ using a limit of Laplace type averages, see Eq. (3.5), instead of the usual
Birkhoff averages, see Eq. (5.5), that are not enough here. In Sect. 4, we give
another representation of the limit u0.

The authors would like to thank the referees for their careful reading, and
their useful suggestions.

2 Preliminaries

2.1 Generalities

In this work, we will denote by M a compact connected smooth manifold
without boundary of dimension m. It will be convenient to endow M with
an auxiliary C∞ Riemannian metric. The associated Riemannian distance on
M will be denoted by d. We denote by T M the tangent bundle and by π :
T M → M the canonical projection. A point of T M will be denoted by (x, v)

with x ∈ M and v ∈ TxM = π−1(x). In the sameway, a point of the cotangent
bundle T ∗M will be denoted by (x, p), with x ∈ M and p ∈ T ∗

x M a linear
form on the vector space TxM . We will denote by p(v) the value of the linear
form p ∈ T ∗

x M evaluated at v ∈ TxM , and by ‖v‖x the norm of v at the point
x . We will use the same notation ‖p‖x for the dual norm of a form p ∈ T ∗

x M .
On a smooth manifold like M , there is an intrinsic notion of measure zero

set: a subset Z ofM is said to be ofmeasure zero, if for every smooth coordinate
patch ϕ : U → R

m , the image ϕ(U ∩ Z) has Lebesgue measure 0 inRm . Note
that Z has measure zero in this sense if and only if it has measure 0 for the
Riemannian volumemeasure associated to the Riemannianmetric.We say that
a property holds almost everywhere (a.e. for short) on M if it holds up to a set
of measure zero as defined above.

Since M is compact, we can endow the space C(M) of continuous real
valued functions on M with the sup–norm

‖u‖∞ := sup
x∈M

|u(x)|, u ∈ C(M).

We will say that κ is a Lipschitz constant for u ∈ C(M) if it satisfies u(x) −
u(y) ≤ κ d(x, y) for every x, y ∈ M . Any such a function will be termed
Lipschitz, or κ–Lipschitz if we want to specify the Lipschitz constant.

If the function u : M → R is differentiable at a point x ∈ M , we will
denote by dxu its derivative (called also differential). Rademacher’s theorem
states that a (locally) Lipschitz function has a derivative almost everywhere.
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We will consider Hamilton–Jacobi equations of the form

G(u(x), x, dxu) = 0 in M, (2.1)

where G ∈ C(R × T ∗M). The notion of solution, subsolution and super-
solution of (2.1) adopted in this paper is the one in the viscosity sense, see
[2,3,10]. Solutions, subsolutions and supersolutionswill be implicitly assumed
continuous and the adjective viscosity will be often omitted, with no further
specification.

A Lipschitz–continuous subsolution u is also an almost everywhere subso-
lution, i.e. G(u(x), x, dxu) ≤ 0 for a.e. x ∈ M . This is a straightforward
consequence of the notion of viscosity subsolution and of Rademacher’s the-
orem. The converse is true when G is convex in p, see [2,3,10,22].

We will also use the following results, see for instance [3,10,22]:

Proposition 2.1 Assume G ∈ C(T ∗M) such that G(x, ·) is convex in T ∗
x M

for every x ∈ M, and let u ∈ C(M). The following properties hold:

(i) if u is the pointwise supremum (respectively, infimum) of a family of
subsolutions (resp., supersolutions) to (2.1), then u is a subsolution (resp.,
supersolution) of (2.1);

(ii) if u is the pointwise infimum of a family of equi–Lipschitz subsolutions
to (2.1), then u is a Lipschitz subsolution of (2.1);

(iii) if u is a convex combination of a family of equi–Lipschitz subsolutions
to (2.1), then u is a Lipschitz subsolution of (2.1).

More precisely, items (ii) and (iii) above require the convexity of G in the
momentum, while item (i) is actually independent of this.

We conclude this section by a standard approximation result that we shall
repeatedly use in our analysis. The proof is done either by mollifications and
partitions of unity or by a direct application of [12, Theorem 8.1] and is there-
fore omitted.

Lemma 2.2 Assume G ∈ C(T ∗M) such that G(x, ·) is convex in T ∗
x M for

every x ∈ M, and let u be a Lipschitz subsolution of equation (2.1). Then, for
all ε > 0, there exists a smooth function uε : M → R such that ‖u−uε‖∞ ≤ ε

and G(x, dxuε) ≤ ε for all x ∈ M.

2.2 Critical and discounted Hamilton–Jacobi equations

In the sequel, we will callHamiltonian a continuous function H : T ∗M → R.
If not otherwise stated, we will always assume that H satisfies the following
assumptions:
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(H1) (Convexity) For every x ∈ M , the map p �→ H(x, p) is convex on
T ∗
x M .

(H2) (Coercivity) H(x, p) → +∞ as ‖p‖x → +∞ uniformly in x ∈ M .

The coercivity condition will be actually reinforced as follows:

(H2′) (Superlinearity) H(x, p)/‖p‖x → +∞ as ‖p‖x → +∞ uniformly in
x ∈ M .

We will show below that, for our study, we can always reduce to the case
of a superlinear Hamiltonian, without any loss of generality.

Conditions (H2) and (H2′) are given in terms of the norm ‖ · ‖x associated
with the Riemannian metric, but they do not actually depend on the particular
choice of it for all Riemannian metrics are equivalent on a compact manifold.

Next, we recall some preliminary facts about stationary Hamilton–Jacobi
equations wewill use in the sequel. In the remainder of this section, we assume
that H satisfies condition (H2) only,without requiring convexity in themomen-
tum.

For c ∈ R, we consider the Hamilton–Jacobi equation

H(x, dxu) = c. (2.2)

Notice that any given C1 function u : M → R is a subsolution (resp.
supersolution) of H(x, dxu) = c provided c ≥ max

x∈M H(x, dxu) (resp. c ≤
min
x∈M H(x, dxu)). Moreover, the coercivity of H allow to give the following

property of viscosity subsolutions of (2.2), see for instance [3,10].

Proposition 2.3 Let H : T ∗M → R be a continuous Hamiltonian satisfying
(H2) and let c ∈ R. Then any viscosity subsolution u of (2.2) is Lipschitz
continuous, and satisfies

H(x, dxu) ≤ c for a.e. x ∈ M.

Moreover, the set of viscosity subsolutions of (2.2) is equi–Lipschitz, with a
common Lipschitz constant κc given by

κc = sup{‖p‖x | H(x, p) ≤ c}. (2.3)

We define the critical value c(H) as

c(H) = inf{c ∈ R | equation (2.2) admits subsolutions}. (2.4)

Since H is bounded from below, such an infimum is finite. By the Ascoli–
Arzelà Theorem and the stability of the notion of viscosity subsolution, it
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can be easily proved that such an infimum is attained, meaning that there are
subsolutions also at the critical level. Moreover, c(H) is the only real value c
for which Eq. (2.2) admits solutions.

We will refer to

H(x, dxu) = c(H) (2.5)

as the critical equation. Correspondingly, solutions, subsolutions and super-
solutions to (2.5) will be termed critical in the sequel.

We will be also interested in the discounted version of (2.5), that is the
equation

λu(x) + H(x, dxu) = c(H) in M, (2.6)

where λ > 0. The following holds:

Proposition 2.4 Let H : T ∗M → R be a continuous Hamiltonian satisfying
(H2) and λ ≥ 0. Then any subsolution w of (2.6) is Lipschitz–continuous and
satisfies

λw(x) + H(x, dxw) ≤ c(H) for a.e. x ∈ M. (2.7)

Proof A subsolution w of (2.6) satisfies

H(x, dxw) ≤ c(H) + ‖λw‖∞ in M

in the viscosity sense, hence it is Lipschitz continuous by the coercivity of H ,
see [3]. In particular, it satisfies the inequality (2.7) at every differentiability
point, i.e. almost everywhere by Rademacher’s theorem. ��

The crucial difference between the critical equation (2.5) and the discounted
equation (2.6) with λ > 0 is that the latter satisfies a strong comparison
principle. In fact, we have the following well known theorem, see for instance
[3, Théorème 2.4].

Theorem 2.5 Let H : T ∗M → R be a continuous Hamiltonian satisfying
(H2). If v, u are, respectively, a sub and a supersolution of (2.6), with λ > 0,
then v ≤ u in M. Moreover, there exists a unique solution of (2.6).

The following holds:

Proposition 2.6 Let H : T ∗M → R be a continuous Hamiltonian satisfying
(H2). Then the solutions {uλ | λ > 0 } of (2.6) are equi–Lipschitz and equi–
bounded. In particular, ‖λuλ‖∞ → 0 as λ → 0.
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Proof We already know that uλ is Lipschitz. We want to prove that its Lip-
schitz constant can be chosen independent of λ. Let us set β = max

x∈M H(x, 0).

The function w ≡ − (β − c(H)) /λ is obviously a subsolution of (2.6). By
Theorem 2.5, we must have λuλ(x) ≥ −β + c(H) for every x ∈ M . Hence,
we get

H(x, dxuλ) ≤ −λuλ(x) + c(H) ≤ β for a.e. x ∈ M,

and uλ is κβ–Lipschitz by the coercivity of H , with κβ given by (2.3).
To see they are equi–bounded, take a solution u of (2.5). By addition of

suitable constants, we obtain two critical solutions u, u of Eq. (2.5) such that
u ≤ 0 ≤ u in M . It is easily seen that, for every fixed λ > 0, u and u are,
respectively, a sub and a supersolution of (2.6). By the comparison principle
stated in Theorem 2.5 we derive

u ≤ uλ ≤ u in M for every λ > 0,

as it was to be shown. ��
Remark 2.7 Note that β := maxx∈M H(x, 0) ≥ c(H). In fact, we know that
there exists a solution u : M → R of equation (2.5). At a minimum x0 of u
the constant function w ≡ u(x0) is a subtangent, therefore H(x0, 0) ≥ c(H),
which implies β ≥ c(H).

3 Convergence of the solutions of the discounted equation

In this section we will prove our main result, namely that the solutions uλ of
the discounted equation converge, as λ → 0, to a particular solution u0 of the
critical equation (2.5). As a warm–up, we prove a result that does not need any
convexity assumption on the Hamiltonian.

Proposition 3.1 Let H : T ∗M → R be a continuous Hamiltonian satisfying
(H2). Suppose that the constants are critical subsolutions. Then uλ ≥ 0, and
uλ ↗ u0 uniformly as λ ↘ 0 for some solution u0 of the critical equation
H(x, dxu) = c(H).

Proof The fact that uλ ≥ 0 is a direct consequence of theComparisonPrinciple
(Theorem 2.5) and of the fact that the function identically equal to 0 is a
subsolution of the discounted equation (2.6) for any λ > 0. Using this fact,
for λ′ < λ we get

λ′uλ + H(x, dxuλ) ≤ λuλ + H(x, dxuλ) = c(H) in M
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in the viscosity sense, i.e. uλ is a subsolution of the discounted equation for
λ′. By the Comparison principle again we infer that uλ′ ≥ uλ. The assertion
easily follows from this in view of Proposition 2.6. ��
Remark 3.2 It is worth noticing that, due to their nonnegative character, the
functions uλ in the above proposition are also subsolutions of the critical
equation.

Let us now pass to the case when H is both coercive and convex. Our
preliminary remark is that, in view of Propositions 2.3 and 2.6, not all of
H is relevant in order to study the discounted and critical equations. To see
this, let us take a constant c larger than maxx∈M H(x, 0). We can modify H
outside the compact set {(x, p) ∈ T ∗M | ‖p‖x ≤ κ}, with κ = κc defined
according to (2.3), to obtain a new Hamiltonian H̃ which is still continuous
and convex, and satisfies the stronger growth condition (H2′). According to
Proposition 2.3, to the proof of Proposition 2.6 and toRemark 2.7, the solutions
of the critical and discounted equations corresponding to H and H̃ are κ-
Lipschitz continuous. Since the κ–sublevel of the two Hamiltonians coincide,
this means that c(H) = c(H̃) and the solutions of the corresponding critical
and discounted equations are the same.

In the remainder of the paper, we will therefore assume that H is convex
and superlinear in p, i.e. it satisfies hypothesis (H1) and (H2′). This allows us
to introduce the associated Lagrangian L : T M → R and to make use of the
tools of Aubry–Mather Theory recalled in Appendices 1 and 2.

The first step consists in identifying a good candidate u0 for the limit of the
solutions uλ of the discounted equations. To this aim, we consider the family
F− of subsolutions u : M → R of the critical equation (2.5) satisfying the
following condition

∫

M
u(y) dμ(y) ≤ 0 for every μ ∈ M(L), (3.1)

where M(L) denotes the set of projected Mather measures, see Appendix 1.
Note that, given any critical subsolution u, the function u −‖u‖∞ is in F−.

Therefore F− is not empty.

Lemma 3.3 The family F− is uniformly bounded from above, i.e.

sup{u(x) | x ∈ M, u ∈ F−} < +∞.

Proof The family of critical subsolutions is equi–Lipschitz. Call κ a com-
mon Lipschitz constant. Since the set of projected Mather measure μ is
not empty, picking such a probability measure μ, for u ∈ F−, we have
min u = ∫

M min u dμ ≤ ∫
M u dμ ≤ 0. Hence max u ≤ max u − min u.

Since u is κ-Lipschitz, we also have max u − min u ≤ κ diam(M) < +∞. ��
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Therefore we can define u0 : M → R by

u0 := sup
F−

u. (3.2)

As the supremum of a family of viscosity subsolutions, we know that u0 is
itself a critical subsolution, see Proposition 2.1. We will obtain later that u0 is
an element of F− and a critical solution, see Theorem 3.8 below.

We now start to study the asymptotic behavior of the discounted value
functions uλ as λ → 0 and the relation with u0. We begin with the following
result:

Proposition 3.4 For λ > 0, we have
∫
M uλ(x) dμ(x) ≤ 0, for every μ ∈

M(L). In particular, if the functions uλn uniformly converge to u for some
sequence λn → 0, then u ≤ u0 on M.

Proof By applying Theorem 2.2 with G(x, p) := λuλ(x) + H(x, p) − c(H),
we infer that there exists a sequence (wn)n of functions in C1(M) such that
‖uλ − wn‖∞ ≤ 1/n and

λuλ(x) + H(x, dxwn) ≤ c(H) + 1/n for every x ∈ M.

By the Fenchel inequality

L(x, v) + H(x, dxwn) ≥ dxwn(v) for every (x, v) ∈ T M.

Combining these two inequalities yields

λuλ(x) + dxwn(v) ≤ L(x, v) + c(H) + 1

n
for every (x, v) ∈ T M. (3.3)

Let us fix some μ̃ ∈ M̃(L), and set μ = π#μ̃ ∈ M(L). Since
μ is closed and minimizing, we have

∫
T M dxwn(v) dμ̃(x, v) = 0, and∫

T M L(x, v) dμ̃(x, v) = −c(H). Therefore if we integrate (3.3), we obtain

λ

∫

M
uλ(x) dμ(x) ≤ 1

n
.

Since λ > 0, letting n → ∞, yields
∫
M uλ(x) dμ(x) ≤ 0. If u is the uniform

limit of
(
uλn

)
n for some λn → 0, we know that it is a solution of the critical

equation (2.5). Moreover, it also has to satisfy
∫
M u(x) dμ(x) ≤ 0 for every

projected Mather measure μ. Therefore u ∈ F− and u ≤ u0. ��
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The next (and final) step is to show that u ≥ u0 in M whenever u is the
uniform limit of

(
uλn

)
n for someλn → 0. For this,wewill exploit the following

representation formula for the solution uλ of the discounted equation (2.6):

uλ(x) = inf
γ

∫ 0

−∞
eλs[L

(
γ (s), γ̇ (s)

) + c(H)
]
ds, (3.4)

for every x ∈ M , where the infimum is taken over all absolutely continuous
curves γ : (−∞, 0] → M , with γ (0) = x . We refer the reader to Appendix
2 for more details. Moreover, we will need the following property concerning
minimizing curves, whose proof is also given in Appendix 2:

Proposition 3.5 Let λ > 0 and x ∈ M. Then there exists a curve γ λ
x :

(−∞, 0] → M with γ λ
x (0) = x such that

uλ(x) = e−λt uλ

(
γ λ
x (−t)

) +
∫ 0

−t
eλs[L

(
γ λ
x (s), γ̇ λ

x (s)
) + c(H)

]
ds

for every t > 0. Moreover, there exists a constant α > 0, independent of λ

and x, such that ‖γ̇ λ
x ‖∞ ≤ α. In particular

uλ(x) =
∫ 0

−∞
eλs[L

(
γ λ
x (s), γ̇ λ

x (s)
) + c(H)

]
ds.

Let us now fix x ∈ M . For every λ > 0, we choose γ λ
x : (−∞, 0] → M

with γ λ
x (0) = x as in Proposition 3.5, and we define a measure μ̃λ

x = μ̃λ
γ λ
x
on

T M by setting

∫

T M
f (x, v) dμ̃λ

x (x, v) : = λ

∫ 0

−∞
eλs f

(
γ λ
x (s), γ̇ λ

x (s)
)
ds

=
∫ 0

−∞
d

ds
(eλs) f

(
γ λ
x (s), γ̇ λ

x (s)
)
ds, (3.5)

for every f ∈ Cc(T M). The following holds:

Proposition 3.6 The measures {μ̃λ
x | λ > 0} defined above are probability

measures, whose supports are all contained in a common compact subset of
T M. In particular, they are relatively compact in the space of probability mea-

sures on T M with respect to the weak convergence. Furthermore, if
(
μ̃

λn
x

)

n
is weakly converging to μ̃ for some sequence λn → 0, then μ̃ is a (closed)
Mather measure.
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Proof Call α a common Lipschitz constant for the family of curves {γ λ
x | λ >

0}, according to Proposition 3.5. Then the measures μ̃λ
x have all support in the

compact set K := {(x, v) ∈ T M | ‖v‖x ≤ α}, and they are all probability
measures, as can be easily checked by their definition. This readily implies the

asserted relative compactness of {μ̃λ
x | λ > 0}. Let now assume that

(
μ̃

λn
x

)

n
is

weakly converging to μ̃ for some λn → 0. Then μ̃ is a probability measure
with support contained in K , in particular

∫
T M‖v‖x dμ̃(x, v) ≤ α < +∞.

Moreover, if ϕ : M → R is C1, then the function s �→ eλsϕ
(
γ λ
x (s)

)
is

Lipschitz on (−∞, 0] with derivative

s �→ λeλsϕ
(
γ λ
x (s)

) + eλsdγ λ
x (s)ϕ

(
γ̇ λ
x (s)

)
.

Hence

ϕ
(
γ λ
x (0)

) =
∫ 0

−∞
eλsdγ λ

x (s)ϕ
(
γ̇ λ
x (s)

)
ds +

∫ 0

−∞
λeλsϕ

(
γ λ
x (s)

)
ds.

Note that the left hand side is bounded by ‖ϕ‖∞, and also

∣
∣∣
∫ 0

−∞
λeλsϕ

(
γ λ
x (s)

)
ds

∣
∣∣ ≤

∫ 0

−∞
λeλs‖ϕ‖∞ ds ≤ ‖ϕ‖∞.

It follows that

∣
∣
∣
∫

T M
dxϕ(v) dμ̃λn

γ
λn
x

(x, v)

∣
∣
∣ =

∣
∣
∣λn

∫ 0

−∞
eλnsd

γ
λn
x (s)ϕ

(
γ̇ λn
x (s)

)
ds

∣
∣
∣

≤ 2λn‖ϕ‖∞ → 0,

as λn → 0. Therefore we obtain

∫

T M
dxϕ(v) dμ̃ = lim

n→+∞

∫

T M
dxϕ(v) dμ̃λn

γ
λn
x

= 0.

It remains to show that
∫
T M L(x, v) dμ̃(x, v) = −c(H). We have

∫

T M
L(x, v) dμ̃(x, v) = lim

n→∞

∫

T M
L(x, v) dμ̃λn

x (x, v)

= lim
n→∞

∫ 0

−∞
d

ds
(eλns)L

(
γ λn
x (s), γ̇ λn

x (s)
)
ds

= lim
n→∞ λnuλn (x) − c(H) = −c(H),
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where the last equality follows from the fact that λuλ → 0, see Proposition
2.6 ��

The following lemma will be crucial for the proof of our main result, see
Theorem 3.8 below.

Lemma 3.7 Let w be any critical subsolution. For every λ > 0 and x ∈ M

uλ(x) ≥ w(x) −
∫

T M
w(y) dμ̃λ

x (y, v). (3.6)

Proof Let ε > 0. According to Theorem 2.2, there exists a smooth function
wε such that

‖w − wε‖∞ < ε and H(x, dxwε) < c(H) + ε for every x ∈ M.

By the Fenchel inequality, we have

L
(
γ λ
x (s), γ̇ λ

x (s)
) ≥ dγ λ

x (s)wε

(
γ̇ λ
x (s)

)

−H(γ λ
x (s), dγ λ

x (s)wε) ≥ dγ λ
x (s)wε

(
γ̇ λ
x (s)

) − ε − c(H)

for every s < 0. Using the definition of the curve γ λ
x , see Proposition 3.5, we

get

uλ(x) = e−λt uλ

(
γ λ
x (−t)

) +
∫ 0

−t
eλs[L

(
γ λ
x (s), γ̇ λ

x (s)
) + c(H)

]
ds

≥ e−λt uλ

(
γ λ
x (−t)

) +
∫ 0

−t
eλsdγ λ

x (s)wε

(
γ̇ λ
x (s)

)
ds − ε

∫ 0

−t
eλsds

= wε(x) −
∫ 0

−t

d

ds
(eλs)wε

(
γ λ
x (s)

)
ds

+ e−λt
(
uλ

(
γ λ
x (−t)

) − wε

(
γ λ
x (−t)

)) − ε

λ
(1 − e−λt ),

where, for the last equality, we have used an integration by parts and the fact
that dγ λ

x (s)wε

(
γ̇ λ
x (s)

) = d
dswε

(
γ λ
x (s)

)
. Sending now t → +∞ we infer

uλ(x) ≥ wε(x) −
∫ 0

−∞
d

ds
(eλs) wε

(
γ λ
x (s)

)
ds − ε

λ

= wε(x) −
∫

T M
wε(y) dμ̃

λ
x (y, v) − ε

λ
.

The assertion follows by letting ε → 0. ��
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We are now ready to prove our main theorem:

Theorem 3.8 The functions uλ uniformly converge to u0 on M as λ → 0 .
In particular, as an accumulation point of uλ, as λ → 0, the function u0 is a
viscosity solution of (2.5).

Proof By Proposition 2.6 we know that the functions uλ are equi–Lipschitz
and equi–bounded, hence it is enough, by the Ascoli–Arzelà theorem, to prove
that any converging subsequence has u0 as limit.

Let λn → 0 be such that uλn uniformly converges to some u ∈ C(M). We
have seen in Proposition 3.4 that

u(x) ≤ u0(x) for every x ∈ M.

To prove the opposite inequality, let us fix x ∈ M . Let w be a critical subso-
lution. By Lemma 3.7, we have

uλn (x) ≥ w(x) −
∫

T M
w(y) dμ̃λn

x (y, v).

By Proposition 3.6, extracting a further subsequence, we can assume that μ̃λn
x

converges weakly to a Mather measure μ̃ whose projection on M is denoted
by μ. Passing to the limit in the last inequality, we get

u(x) ≥ w(x) −
∫

M
w(y) dμ(y),

whereμ is a projectedMathermeasure. Ifwe furthermore assume thatw ∈ F−,
the set of subsolutions satisfying (3.1), we obtain

∫
M w(y) dμ(y) ≤ 0, and

u ≥ w. Hence u ≥ u0 = sup
w∈F−

w. ��

4 Another formula for the limit of the discounted value functions

In this section, we will give a characterization of u0 as an infimum, using the
Peierls barrier h, and the projected Mather measures. We define û0 : M → R

by

û0(x) = min
μ∈M(L)

∫

M
h(y, x) dμ(y), for every x ∈ M, (4.1)

where M(L) is the set of projected Mather measures, see Definition 5.8. We
establish some properties of û0.

Lemma 4.1 The function û0 is a critical subsolution.
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Proof We first remark that û0 ≥ minM×M h > −∞, where the last strict
inequality comes from the continuity of h. We then observe that the function
hμ : M → R, x �→ ∫

T M h(y, x) dμ(y) is a convex combination of the fam-
ily of critical solutions (hy)y∈M , where hy(x) = h(y, x). By the convexity
of H in the momentum and the equi–Lipschitz character of the critical sub-
solutions, see Propositions 2.1 and 2.3, it follows that each hμ is a critical
subsolution. By Proposition 2.1 again, we infer that a finite valued infimum
of critical subsolutions is itself a critical subsolution. Therefore û0 is a critical
subsolution. ��
Lemma 4.2 We have u0 ≤ û0 everywhere on M.

Proof By the definitions of u0, and û0, it suffices to show that u ≤ hμ, for every
critical subsolution u satisfying

∫
M u dμ ≤ 0, where μ is a projected Mather

measure on M . In fact, by Proposition 5.3, we have u(x) ≤ u(y)+h(y, x), for
every x, y ∈ M . If we integrate with respect to y, we get u(x) ≤ ∫

M u dμ +
hμ(x). But

∫
M u dμ ≤ 0 by assumption. ��

Theorem 4.3 We have u0 = û0 everywhere on M. In particular, the function
û0 is a critical solution.

Proof Since, by Lemma 4.2, we already know that u0 ≤ û0, we have to show
the reverse inequality u0 ≥ û0. By Lemma 4.1, the function û0 is a subsolution
of the critical Hamilton–Jacobi equation (2.5). Moreover, the function u0 is a
solution of (2.5). Therefore by Theorem 5.5, it suffices to show that û0(y) ≤
u0(y) for every y in the projected Aubry set A. Fix y ∈ A, by part (d) of
Proposition 5.3, the function x �→ −h(x, y) is a critical subsolution. Hence
the function x �→ w(x) = −h(x, y) + infμ∈M(L)

∫
M h(z, y) dμ(z) is also

a critical subsolution which satisfies condition (3.1). This implies u0 ≥ w

everywhere. In particular

u0(y) ≥ −h(y, y) + inf
μ∈M(L)

∫

M
h(z, y) dμ(z).

Using h(y, y) = 0 for y ∈ A, we get u(y) ≥ inf
μ∈M(L)

∫
M h(z, y) dμ(z) =

û0(y). ��
We end this section by considering the case when the constant functions are

critical subsolutions. In this case, the limit function u0 can be identified by a
simpler formula. Notice that the proof is actually independent of the results of
this section.

Proposition 4.4 Let H : T ∗M → R be a continuous Hamiltonian satisfying
(H1)– (H2 ′), and assume that the constant functions are critical subsolutions.
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Then

u0(x) = min
y∈A h(y, x) for every x ∈ M.

Proof From Proposition 3.1 we already know that uλ ≥ 0 on M for every
λ > 0. Let us set u(x) := min{h(y, x) | y ∈ A}. Since the constant functions
are critical subsolutions, from Proposition 5.3-(b) we infer that h ≥ 0 on
M×M . Thenu is aminimumof non-negative critical solutions, see Proposition
5.3-(c). By Proposition 2.1, we infer that u is itself a non–negative critical
solution, and also a supersolution of the discounted equation (2.6). That implies
0 ≤ uλ ≤ u in M by the Comparison Principle (Theorem 2.5), in particular
0 = uλ = u on A by definition of u and of projected Aubry set. The critical
solution u0 obtained as the limit of the uλ is therefore equal to 0 on A, hence
it coincides with u by Theorem 5.5. ��

Appendix 1: Aubry–Mather Theory for non–smooth Lagrangians

In this appendix,wepresent themain results ofweakKAMTheoryweuse.This
material is well known in the case of a Tonelli Hamiltonian, see [4,7,11]. The
lack of Hamiltonian and Lagrangian flows requires some different arguments,
see [8–10,14]. Although given specifically for the torus, the results of [8,9,14]
can be easily rephrased in our setting and proved along the same lines.

Weak KAM Theory

Let H be a continuous Hamiltonian satisfying (H1)–(H2′). We can associate
with it a Lagrangian L : T M → R through the Fenchel transform by setting

L(x, v) := sup
p∈T ∗

x M
p(v) − H(x, p) for every (x, v) ∈ T M. (5.1)

The function L is continuous on T M and satisfies properties analogous to
(H1) and (H2′), see Appendix 1 in [6]. In particular, L(x, ·) is superlinear in
TxM for every fixed x ∈ M . The following facts are well known, see [21,
Theorem 23.5].

Proposition 5.1 Let H and L be as above. The following inequality, called
Fenchel inequality, holds

L(x, v) + H(x, p) ≥ p(v), for every (x, v) ∈ T M and (x, p) ∈ T ∗M,

(5.2)
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and

H(x, p) = sup
v∈Tx M

{p(v) − L(x, v) } for every (x, p) ∈ T ∗M.

For every t > 0, we define a function ht : M × M → R by setting

ht (x, y)

:= inf

{∫ 0

−t

[
L(γ, γ̇ ) + c(H)

]
ds

∣∣∣ γ ∈ AC([−t, 0]; M), γ (−t) = x, γ (0) = y

}
,

wherewehavedenotedbyAC([−t, 0]; M) the family of absolutely continuous
curves from [−t, 0] to M .

The following characterization holds, see [9,11,14]:

Proposition 5.2 Let w ∈ C(M). Then w is a critical subsolution if and only
if

w(x) − w(y) ≤ ht (y, x) for every x, y ∈ M and t > 0.

The Peierls barrier is the function h : M × M → R defined by

h(x, y) := lim inf
t→+∞ ht (x, y). (5.3)

It satisfies the following properties, see for instance [9]:

Proposition 5.3 (a) The Peierls barrier h is finite valued and Lipschitz con-
tinuous.

(b) If w is a critical subsolution, then

w(x) − w(y) ≤ h(y, x) for every x, y ∈ M.

(c) For every fixed y ∈ M, the function h(y, ·) is a critical solution.
(d) For every fixed y ∈ M, the function −h(·, y) is a critical subsolution.
The projected Aubry set A is the closed set defined by

A := {y ∈ M | h(y, y) = 0 }.
The following holds, see [10,14]:

Theorem 5.4 There exists a critical subsolution w which is both strict and of
class C1 in M \ A, i.e. satisfies

H(x, dxw) < c(H) for every x ∈ M \ A.

In particular, the projected Aubry set A is nonempty.
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The last assertion directly follows from the definition of c(H), see (2.4).
A consequence of Theorem 5.4 is that A is a uniqueness set for the critical
equation. In fact, we have, see [10,14]:

Theorem 5.5 Let w, u be a critical sub and supersolution, respectively. If
w ≤ u onA, thenw ≤ u on M. In particular, if two critical solutions coincide
on the projected Aubry set A, then they coincide on the whole manifold M.

Mather measures

Let X be ametric separable space.Aprobabilitymeasureon X is a nonnegative,
countably additive set function μ defined on the σ–algebra B(X) of Borel
subsets of X such that μ(X) = 1. In this paper, we deal with probability
measures defined either on the compact manifold M or on its tangent bundle
T M . A measure on T M is denoted by μ̃, where the tilde on the top is to keep
track of the fact that the measure is on the space T M . We say that a sequence
(μ̃n)n of probability measures on T M (weakly) converges to a probability
measure μ̃ on T M if

lim
n→+∞

∫

T M
f (x, v) dμ̃n(x, v)

=
∫

T M
f (x, v) dμ̃(x, v) for every f ∈ Cc(T M), (5.4)

where Cc(T M) denotes the family of continuous real functions with compact
support on T M . If μ̃ is a probability measure on T M , we denote by μ its
projection π#μ̃ on M , i.e. the probability measure on M defined as

π#μ̃(B) := μ̃
(
π−1(B)

)
for every B ∈ B(M).

Note that
∫

M
f (x) π#μ̃(x) =

∫

T M
( f ◦ π) (x, v) dμ̃(x, v),

for every f ∈ C(M).
Let H be a continuous Hamiltonian satisfying (H1)–(H2′) and let us denote

by L the associated Lagrangian. Mather theory states that the constant−c(H),
where c(H) is the critical value, can be also obtained byminimizing the integral
of the Lagrangian over T M with respect to a suitable family of probability
measures on T M . In the case of a Tonelli Hamiltonian, it is customary to
choose this family as the one made up by probability measures on T M that
are invariant by the Euler–Lagrange flow, see [20]. It was shown that this
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minimization problem yields the same result if it is done on the set of closed
measures [1,13,14,19] and the minimizing measures are the same. This is a
set that does not depend on the Hamiltonian, and therefore this is the approach
that can be adapted to the case when a Hamiltonian flow cannot be defined.
The definition of closed measure is the following:

Definition 5.6 A probability measure μ̃ on T M is called closed if it satisfies
the following properties:

(a)
∫

T M
‖v‖x dμ̃(x, v) < +∞;

(b)
∫

T M
dxϕ(v) dμ̃(x, v) = 0 for every ϕ ∈ C1(M).

A way to construct a closed measure is the following: if γ : [a, b] → M
is an absolutely continuous curve, define the probability measure μ̃γ on T M ,
by

∫

T M
f (x, v) dμ̃γ (x, v) := 1

b − a

∫ b

a
f
(
γ (t), γ̇ (t)

)
dt, (5.5)

for every f ∈ Cc(T M). It is easily seen that μ̃γ is a closed measure whenever
γ is a loop.

The relation linking closed probability measures to the critical value is
clarified by the next theorem.

Theorem 5.7 The following holds:

min
μ̃

∫

T M
L(x, v) dμ̃(x, v) = −c(H) (5.6)

where μ̃ varies in the set of closed measures and c(H) is the critical value for
H.

Proof Let us first show that the integral appearing at the right–hand side of
(5.6) is greater than or equal to −c(H). Using Theorem 2.2, we can construct
a sequence of C1 function un : M → R such that H(x, dxun) ≤ c(H) + 1/n
for every x ∈ M . For every (x, v) ∈ T M , by Fenchel’s inequality, we have

dxun(v) ≤ L(x, v) + H(x, dxun) ≤ L(x, v) + c(H) + 1

n
.

By integrating this inequality with respect to a closed measure μ̃, we get
∫

T M
L(x, v) dμ̃(x, v) ≥ −c(H) − 1

n
.
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The asserted inequality follows by letting n → +∞. Let us show that the
infimum in (5.6) is achieved by a closed measure. Let (μ̃n)n a minimizing
sequence of closed measure for the problem (5.6). According to Theorem 2-
4.1-(3) in [7], up to extraction of a subsequence, there exists a probability
measure μ̃ on T M satisfying item (a) in Definition 5.6 and such that (5.4)
holds for every f ∈ C(T M) enjoying the following property:

sup
(x,v)∈T M

| f (x, v)|
1 + ‖v‖x < +∞.

This readily implies that μ̃ is closed.Moreover, according to the sameTheorem
2-4.1-(3) in [7],we know that

∫
T M L dμ̃ ≤ −c(H), showing that μ̃ is a solution

of the minimization problem (5.6). ��
Note also that Proposition 3.6 provides some examples of minimizing mea-

sures.

Definition 5.8 AMather measure for the Lagrangian L is a closed probability
measure μ̃ on T M such that

∫
T M L(x, v) dμ̃(x, v) = −c(H). The set of

Mather measures will be denoted by M̃(L). A projected Mather measure is a
Borel probability measure inμ on M of the formμ = π#μ̃, where μ̃ ∈ M̃(L).
The set of projected Mather measures is denoted byM(L).

Sometimes the terminologyMatherminimizingmeasure, rather thanMather
measure, is used to emphasize that a Mather measure is solving the miminiza-
tion problem (5.6).

Appendix 2: Representation formulae for the discounted equation

For every λ > 0 and x ∈ M , we define the discounted value function as

ûλ(x) := inf
γ (0)=x

{∫ 0

−∞
eλs[L

(
γ (s), γ̇ (s)

) + c(H)
]
ds

∣∣
∣ γ ∈ AC ([−t, 0]; M)

}
,

(6.1)

where we have denoted by AC ([−t, 0]; M) the family of absolutely continu-
ous curves from [−t, 0] to M . The following holds:

Theorem 6.1 For every λ > 0, the function ûλ given by (6.1) is the unique
continuous viscosity solution of (2.6).

Therefore ûλ is equal to the function uλ used in Sect. 3. The uniqueness part
in the above statement is a consequence of the Comparison Principle stated
in Theorem 2.5. The fact that the discounted value function is a continuous
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viscosity solution of (2.6) is usually proved in Optimal Control Theory under
the assumption that the speed of admissible curves is bounded by a constant
independent of x ∈ M , see for instance [2, Chapter III] or [3, Chapter 3].
These bounds are not known a priori here, but are actually a consequence of
the fact that the functions ûλ are equi–Lipschitz. Indeed, the following holds:

Proposition 6.2 Let λ > 0 and x ∈ M. Then there exists a curve γ λ
x :

(−∞, 0] → M with γ λ
x (0) = x such that

ûλ(x) = e−λt ûλ(γ
λ
x (−t)) +

∫ 0

−t
eλs[L

(
γ λ
x (s), γ̇ λ

x (s)
) + c(H)

]
ds (6.2)

for every t > 0. Moreover, there exists a constant α > 0, independent of λ

and x, such that ‖γ̇ λ
x ‖∞ ≤ α. In particular

ûλ(x) =
∫ 0

−∞
eλs[L

(
γ λ
x (s), γ̇ λ

x (s)
) + c(H)

]
ds. (6.3)

A proof for Theorem 6.1 can be easily recovered from this by arguing, for
instance, as in [2, Chapter III, Prop. 2.8], to which we refer for the details. The
remainder of this appendix is therefore devoted to give a proof of Proposition
6.2, that we also need to prove Theorem 1.1.

We begin by deriving some crucial information for ûλ.

Proposition 6.3 The function ûλ defined by (6.1) satisfies the following prop-
erties:

(i) For every λ > 0

minT M L + c(H)

λ
≤ ûλ(x) ≤ L(x, 0) + c(H)

λ
for every x ∈ M.

In particular, ‖λûλ‖∞ ≤ C0 for some positive constant C0 independent
of λ > 0.

(ii) For every absolutely continuous curve γ : [a, b] → M, we have

eλbûλ

(
γ (b)

) − eλaûλ

(
γ (a)

)≤
∫ b

a
eλs[L

(
γ (s), γ̇ (s)

)+c(H)
]
ds. (6.4)

(iii) There exists a positive constant κ , independent of λ > 0, such that

ûλ(x) − ûλ(y) ≤ κd(x, y) for every x, y ∈ M and λ > 0,

that is, the functions {ûλ | λ > 0 } are equi–Lipschitz.
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Proof In (i), the first inequality comes from the fact that every absolutely
continuous curve γ : (−∞, 0] → M satisfies

∫ 0

−∞
eλs[L

(
γ (s), γ̇ (s)

) + c(H)
]
ds ≥

(
min
T M

L + c(H)

) ∫ 0

−∞
eλs ds

= minT M L + c(H)

λ
.

The second inequality follows by choosing, as a competitor, the steady curve
identically equal to the point x .

To prove (ii), we first note that we can assume b = 0, since we can always
reduce to this case by replacing γ with the curve γ−b(·) := γ (· + b) defined
on the interval [a − b, 0] and by dividing (6.4) by eλ b. Note that a change of
variables gives

∫ b

a
eλs L

(
γ (s), γ̇ (s)

)
ds = eλb

∫ 0

a−b
eλs L

(
γ−b(s), γ̇−b(s)

)
ds.

So, let γ ∈ AC ([a, 0]; M) be fixed. For every absolutely continuous curve
ξ : (−∞, 0] → M with ξ(0) = γ (a), we define a curve ξa : (−∞, a] → M
by setting ξa(·) := ξ(·−a) and a curve η := ξa 
γ : (−∞, 0] → M obtained
by concatenation of ξa and γ . By definition of ûλ and arguing as above we
get:

ûλ

(
γ (0)

) ≤
∫ 0

−∞
eλs[L(η, η̇) + c(H)

]
ds

=
∫ a

−∞
eλs[L(ξa, ξ̇a) + c(H)

]
ds +

∫ 0

a
eλs[L(γ, γ̇ ) + c(H)

]
ds

= eλa
∫ 0

−∞
eλs[L(ξ, ξ̇ ) + c(H)

]
ds +

∫ 0

a
eλs[L(γ, γ̇ ) + c(H)

]
ds.

By minimizing with respect to all ξ ∈ AC
(
(−∞, 0]; M

)
with ξ(0) = γ (a)

we get the assertion by definition of ûλ

(
γ (a)

)
.

To prove (iii), pick x, y ∈ M and let γ : [−d(x, y), 0] → M be the
geodesic joining y to x parameterized by the arc–length. According to item
(ii), we have

ûλ(x) − ûλ(y) ≤ −ûλ(y)
(
1 − e−λd(x,y))

+
∫ 0

−d(x,y)
eλs[L

(
γ (s), γ̇ (s)

) + c(H)
]
ds.
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Let C1 := max {L(z, v) : z ∈ M, ‖v‖z ≤ 1 } and C0 the constant given by
item (i). We get

ûλ(x) − ûλ(y) ≤ (‖λûλ‖∞ + C1 + c(H)
) 1 − e−λd(x,y)

λ

≤ (
C0 + C1 + c(H)

)
d(x, y),

where, for the last inequality,wehave used the fact that, by concavity, 1−e−h ≤
h for every h ∈ R. ��

In the sequel, we will use the following result:

Theorem 6.4 Let [a, b] be a compact interval in R and λ > 0. Let (γn)n be a
sequence in AC([a, b]; M) such that

sup
n∈N

∫ b

a
eλs L

(
γn(s), γ̇n(s)

)
ds < +∞.

Then there exists a subsequence
(
γnk

)
k uniformly converging to a curve

γ ∈ AC([a, b]; M). Moreover

∫ b

a
eλs L

(
γ (s), γ̇ (s)

)
ds ≤ lim inf

k→+∞

∫ b

a
eλs L

(
γnk (s), γ̇nk (s)

)
ds.

When M is contained in R
k , the above theorem follows by making use of

the Dunford–Pettis theorem, see [5, Theorems 2.11 and 2.12], and of standard
semicontinuity results in the Calculus of Variations, see [5, Theorem 3.6]. To
get the result on an abstract compact manifold, it suffices to show that we can
always reduce to this case by localizing the argument and by reasoning in local
charts, see for instance [11].

The following holds:

Proposition 6.5 Let λ > 0. For every x ∈ M and t > 0

ûλ(x)= inf
γ (0)=x

{
e−λt ûλ

(
γ (−t)

)+
∫ 0

−t
eλs[L(γ, γ̇ ) + c(H)

]
ds

∣∣∣ γ ∈AC ([−t, 0]; M)

}
.

(6.5)

Moreover, the above infimum is attained.

Proof The fact that the discounted value function satisfies the Dynami-
cal Programming Principle (6.5) is standard, see for instance [2, Chap-
ter III, Prop. 2.5]. To prove that the infimum is actually a minimum, we take
minimizing sequence γn : [−t, 0] → M with γn(0) = x , i.e. such that
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lim
n→+∞ e−λt ûλ

(
γn(−t)

) +
∫ 0

−t
eλs[L(γn, γ̇n) + c(H)

]
ds = ûλ(x).

For n large enough, we have:

∫ 0

−t
eλs[L(γn, γ̇n) + c(H)

]
ds ≤ 1 + ûλ

(
γn(0)

)

− e−λt ûλ

(
γn(−t)

) ≤ 1 + 2‖ûλ‖∞.

According to Theorem 6.4, the curves γn uniformly converge, up to subse-
quences, to an absolutely continuous curve γ : [−t, 0] → M with γ (0) = x
and satisfying

∫ 0

−t
eλs[L(γ, γ̇ ) + c(H)

]
ds ≤ lim inf

n→+∞

∫ 0

−t
eλs[L(γn, γ̇n) + c(H)

]
ds.

This readily implies that γ is a minimizer of (6.5). ��
Proof of Proposition 6.2 According to Proposition 6.5we know that, for every
n ∈ N, there exists a curve ξn : [−n, 0] → M with ξn(0) = x such that

ûλ(x) = e−λnûλ

(
ξn(−n)

) +
∫ 0

−n
eλs[L

(
ξn(s), ξ̇n(s)

) + c(H)
]
ds.

It is then standard that, for every [a, b] ⊂ [−n, 0],

eλbûλ

(
ξn(b)

) − eλaûλ

(
ξn(a)

)=
∫ b

a
eλs[L

(
ξn(s), ξ̇n(s)

) + c(H)
]
ds. (6.6)

By reasoning as in the proof of Proposition 6.5 and using a diagonal argument,
we derive from Theorem 6.4 that there exists an absolutely continuous curve
γ λ
x : (−∞, 0] → M with γ λ

x (0) = x which is, up to extraction of a subse-
quence, the uniform limit of the curves ξn over compact subsets of (−∞, 0].
Such curve satisfies

eλbûλ

(
γ λ
x (b)

) − eλaûλ

(
γ λ
x (a)

) =
∫ b

a
eλs[L

(
γ λ
x (s), γ̇ λ

x (s)
) + c(H)

]
ds.

(6.7)

for every [a, b] ⊂ (−∞, 0]. To see this, it suffices to pass to the limit in (6.6).
The equality holds also for the limit curve γ λ

x by the lower semicontinuity of
the integral functional stated in Theorem 6.4 and by Proposition 6.3–(ii). In
particular, this proves assertion (6.2).
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The fact that the curves γ λ
x are equi–Lipschitz is a consequence of the

fact that the functions ûλ are equi–Lipschitz, say κ–Lipschitz, according to
Proposition 6.3. Indeed, by superlinearity of L , there exists a constant Aκ ,
depending on κ , such that

L(x, v) + c(H) ≥ (κ + 1)‖v‖x − Aκ for every (x, v) ∈ T M.

For every a ∈ (−∞, 0) and h > 0 small enough, from (6.7) we get

eλ(a+h)ûλ

(
γ λ
x (a + h)

) − eλaûλ

(
γ λ
x (a)

)

=
∫ a+h

a
eλs[L

(
γ λ
x (s), γ̇ λ

x (s)
) + c(H)

]
ds

≥ eλa (κ + 1)
∫ a+h

a
‖γ̇ λ

x (s)‖γ λ
x (s) ds − Aκ

∫ a+h

a
eλs ds

≥ eλa
(

κ d
(
γ λ
x (a), γ λ

x (a + h)
) +

∫ a+h

a
‖γ̇ λ

x (s)‖γ λ
x (s) ds − Aκ

eλh − 1

λ

)

(6.8)

On the other hand

eλ(a+h)ûλ

(
γ λ
x (a + h)

) − eλaûλ

(
γ λ
x (a)

)

≤ (eλ(a+h) − eλa)ûλ

(
γ λ
x (a + h)

) + eλa κ d
(
γ λ
x (a), γ λ

x (a + h)
)

≤ eλa
(
C0

eλh − 1

λ
+ κ d

(
γ λ
x (a), γ λ

x (a + h)
)
)

, (6.9)

whereC0 is the constant given by Proposition 6.3–(i). Plugging (6.9) into (6.8)
and dividing by h eλa we end up with

1

h

∫ a+h

a
‖γ̇ λ

x (s)‖γ λ
x (s) ds ≤ (Aκ + C0)

eλh − 1

λ h
.

Sending h → 0 we infer

‖γ̇ λ
x (a)‖γ λ

x (a) ≤ α := (Aκ + C0) for a.e. a ∈ (−∞, 0],

as it was to be shown. In particular, by sending t → +∞ in (6.2) we get (6.3)
by the Dominated Convergence Theorem. ��
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