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Fractal (or transfractal) features are common in real-life networks and are known to influence
the dynamic processes taking place in the network itself. Here we consider a class of scale-free
deterministic networks, called (u, v)-flowers, whose topological properties can be controlled by tuning
the parameters u and v; in particular, for u > 1, they are fractals endowed with a fractal dimension
df , while for u = 1, they are transfractal endowed with a transfractal dimension d̃f . In this work
we investigate dynamic processes (i.e., random walks) and topological properties (i.e., the Laplacian
spectrum) and we show that, under proper conditions, the same scalings (ruled by the related
dimensions), emerge for both fractal and transfractal.

PACS numbers: 05.40.Fb, 05.45.Df, 05.60.Cd

Many real-life networks are known to exhibit a
fractal-like topology with a power-law degree dis-
tribution and these features strongly affect the
dynamic processes possibly taking place in the
network itself. Graph models that display such
properties allow mathematical investigations to-
wards a quantitative understanding of the role
of topology in transport efficiency. In this con-
text, (u, v)-flowers provide a very useful model
as they constitute a class of deterministic net-
works which, by properly tuning the parameters
u and v, span a wide range of topological prop-
erties and are feasible for exact analytical treat-
ment through renormalization techniques. Here,
we consider (u, v)-flowers and we focus on the first-
passage time (FPT) for random walks (which is
a key indicator of how fast information, mass,
or energy diffuse in a given system) and on the
Laplacian spectrum (which crucially controls dy-
namic properties such as heat transport and mix-
ing time). As for the random walk problem,
through a generating function formalism, we are
able to rigorously obtain exact results for the
FPT and related quantities, which are expressed
in terms of the network size. As for the Laplacian
spectrum, we are able to highlight proper scalings
for the eigenvalue distribution and for the spec-
tral gap versus the network size. The robustness
of these results with respect to the parameters
u and v is also discussed. This is a rather subtle
point given that, when u = 1, fractality is replaced
by transfractality and propagation ceases to be
compact. These findings pave the way to further
investigations on the robustness of scalings in the
presence of some degree of noise, e.g., modeled in
terms of stochastic weights on links.

I. INTRODUCTION

Graph models feasible for an exact treatment consti-
tute interesting examples as one can highlight analyti-
cal relations between the behaviour of processes embed-
ded in the graph and its topology [1–3]. In this context,
much attention has been paid to deterministic scale-free
graphs, given the widespreadness of the power-law de-
gree distribution in real-life systems (see e.g., [4–7]). One
of the first examples of a deterministic scale-free graph
was proposed in the late 70s by Berker and Ostlund [8].
Since the late 90s, many more examples were introduced,
among which we mention the model by Song, Havlin
and Makse [9, 10] and the model by Rozenfeld, Havlin
and ben-Avraham [11, 12], also called (u, v)-flowers; in
this paper we focus on the later. Actually, (u, v)-flowers
constitute a class of deterministic scale-free networks
which, by suitably varying the parameters u and v, can
exhibit different topological properties (e.g., fractality,
clustering, assortativity). Moreover, they are modular
and amenable to exact analysis by renormalization tech-
niques. All these features justify their popularity.

In fact, for the (u, v)-flowers many results (both ana-
lytical and numerical) have already been collected (see
e.g., [11–17]). In particular, it was proved that there are
strong differences between the case u > 1 and the case
u = 1. For u > 1, they are “large-world”and fractal; for
u = 1, they are “small-world” and infinite dimensional
(i.e., the number of nodes increases faster than any power
of their diameter), yet a transfinite fractal dimension ex-
ists. Thus, in order to characterize how mass scales with
its length scale, for the former (u > 1), one defines a
fractal dimension df , while, for the latter (u = 1), one

introduces a transfractal dimensiona d̃f [12].

a Briefly, denoting with L the diameter of the network and with
N its volume, one has the following scalings: N(bL) = bdf N(L),
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Beyond the fractal dimension, there are other param-
eters that characterize a graph (e.g., see [18–21]). In
particular, the spectral dimension ds plays a central role
in characterizing dynamic quantities: for instance, the
mean-square displacement 〈r2〉 of a random walker on a
fractal scales with time t as 〈r2〉 ∝ tds/df . Moreover,
for scale-free renormalizable graphs, one can introduce
the exponent dk that characterizes the scaling transfor-
mation in the degree distribution in such a way that
γ = 1 + df/dk, where γ is the exponent for the distribu-
tion. The possibility to extend these features to the case
of transfinite fractals has been only partially addressed;
for instance, for scale-free transfinite fractals the natural
extension γ = 1 + d̃f/d̃k holds, where d̃k is the transfi-
nite exponent analogous to dk [9, 12]. In this work we
investigate the connection between the spectral dimen-
sion, a number of first passage time problems and the
distribution of the Laplacian spectrum [18, 21].

More precisely, as for random walks, the quantities we
are interested in are the first-passage time (FPT), which
is the time taken by a random walker to reach a given
site for the first time, the first-return time (FRT), which
is the time taken by a random walker to return to the
starting site for the first time [21–30], and the global first-
passage time (GFPT), which is the first-passage time
from a randomly selected site to a given site [31]. In
the past years, significant work has been devoted to an-
alyzing these quantities on different kinds of networks
(see e.g., [22, 25, 32, 33]). Remarkably, the mean and the
variance of these quantities are intrinsically related to
the spectral dimension (whenever defined) of the under-
lying graph [25, 26, 31]: on some special fractal lattices,
Haynes et al found that the mean of the FPT scales with
the volume N of network as N2/ds and the variance of
the FPT scales with the volume of network as N4/ds [34];
on scale-free networks, Hwang et al found that the mean
of the FPT is affected by the spectral dimension and by
the exponent of the degree distribution [31].

As for the Laplacian spectrum, we are interested in the
eigenvalue distribution P (λ), which, in the small eigen-
value limit (λ → 0), scales as P (λ) ∼ λds/2−1 [35, 36].
The spectral density has been shown to control the dy-
namic properties of homogeneous or fractal systems such
as heat transport, specific heats, scattering of waves, etc.
[18, 19]. Given such a wide range of applicability, the
study of Laplacian eigenvalues and eigenvectors has been
the subject of extensive investigations. In particular, the
full knowledge of the spectrum has been achieved for sev-
eral deterministic structures among which we can men-
tion several examples of fractals [37, 38], of small-world
networks [39], and of scale-free graphs [40, 41].

For the (u, v)-flowers considered here, we expect that,
as long as u >1, we can recover the above mentioned

when u > 1, and N(L+ b) = ebd̃fN(L), when u = 1; here b > 0
is an arbitrary factor.

u

v

FIG. 1: Iterative construction of the (u, v) flowers. The (u, v)
flower of generation k (k > 0), denoted by G(k), is obtained
from G(k − 1) by replacing every edge of G(k − 1) by two
parallel paths with lengths u and v (1 ≤ u ≤ v), as shown on
the right-hand side of the arrow.

scalings ruled by the fractal dimension and by the spec-
tral dimensions, whose values df = log(u+v)/ log(u) and
ds = 2 log(u+ v)/ log(uv), respectively, have been previ-
ously found [11, 12]. When u = 1, the scenario is more
subtle, yet we will show that it is possible to extend the
previous formula as d̃s = 2 log(1 + v)/ log(v), through
which we recover the expected scalings for a first-passage
problem and for the Laplacian spectrum.
This paper is structured as follows. In Sec. II we de-

scribe the iterative building procedure to get the (u, v)-
flowers and we review their main topological properties.
Then, in Sec. III, we analyze first passage quantities for
random walks embedded in (u, v)-flowers; exploiting the
generation function formalism, we are able to get, for
arbitrary u and v, exact results for the mean and the
variance of FPT, FRT and GFPT. These will also be cor-
roborated via numerical simulations. Next, in Sec. IV we
analyze numerically the Laplacian spectrum and its dis-
tribution. Finally, Sec. V is left for conclusions and dis-
cussions. Technicalities on calculations are all collected
in the Appendices.

II. NETWORK MODEL

The networks considered here, also called (u, v)-flowers
(1 ≤ u ≤ v), are deterministic and recursively grown [11].
Let G(t) denote the (u, v)-flower of generation t (t ≥ 0).
The construction starts from two nodes connected by an
edge, which corresponds to G(0). For t ≥ 1, G(t) is
obtained by replacing every edges of G(t − 1) by two
parallel paths of length u and v, respectivelyb. Fig. 1
shows the iterative building procedure and Figs. 2-3 show
the construction of the (1, 3)-flower and of the (2, 2)-
flower, respectively, for generations t = 0, 1, 2, 3. Letting
w = u + v, one can see that for G(t) the total number
of edges is Et = wt and the total number of nodes is
Nt = [(w− 2)wt +w]/(w− 1) [11, 16]. Among the whole
set of nodes, we distinguish w main hubs (i.e., nodes with
the highest degree), corresponding to the “ancestors”,
namely the original nodes of G(1), and whose degree is
2t.

b Notice that, without loss of generality, one can focus on the case
u ≤ v.
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t=0

t=1 t=2 t=3

FIG. 2: The construction of the (1, 3)-flowers with generations
t = 0, 1, 2, 3.

t=0

t=1 t=2 t=3

FIG. 3: The construction of the (2, 2)-flowers with generations
t = 0, 1, 2, 3.

The network also has an equivalent construction
method which highlights its self-similarity [11]. Refer-
ring to Fig. 4, in order to obtain G(t), one can make w
copies of G(t − 1) and join them at their hubs denoted
by H0, H1,· · · , Hw−1. In this way, G(t) is composed of
w copies of G(t − 1) labeled as Γ1, Γ2, · · · , Γw, which
are connected with each other by the w hubs. Notice
that the self-similarity of these networks, along with the
fact that different replicas meet at a single node, makes
them amenable to exact analysis by renormalization tech-
niques.
We now review the main topological properties of

(u, v)-flowers, while we refer to [11, 12] for a more ex-
tensive treatment.

Γ1

Γ2

.

.

.

Γu+1

Γu+2

Γw

.
.
.

H0

H1 H2

Hu

Hu+1

Hu+2

Hw−1

FIG. 4: Alternative construction of the (u, v)-flower which
highlights self-similarity: the network of generation t, denoted
by G(t), is composed of w ≡ u+ v copies, called subunits, of
G(t− 1) which are labeled as Γ1, Γ2, · · · ,Γw , and connected
to one another at its w hubs, denoted by H0, H1,· · · , Hw−1.

The degree distribution P (k) of (u, v)-flowers follows a
power-law P (k) ∼ k−γ with the exponent γ = 1 +
log(u + v)/ log 2. This can be obtained, by construc-
tion, since in these networks nodes can only have de-
gree k = 2m, with m = 1, ..., t. Moreover, as anticipated
in the introduction, for u > 1, the networks are frac-
tal with fractal dimension df = log(u + v)/ log u [11],
walk dimension dw = log(uv)/ log u, and spectral di-
mension ds = 2df/dw = log(u + v)/ log(uv) [14]. For
u = 1, the networks have infinite dimension, infinite
walk dimension but finite spectral dimension ds [14]. In-
deed, the mass of the networks and the time for dif-
fusion between any two nodes increase faster than any
power (dimension) of their diameter. However one can
still characterize the scaling of the mass and of the dif-
fusion time by noticing that (1, v)-flowers are transfrac-
tals. This term refers to networks that are self-similar
and have infinite dimension, but finite transfinite frac-
tal (or transfractal, for short) dimension d̃f . The latter
is defined as follows: being N(L) the number of nodes
falling within a (chemical) distance L from a given arbi-
trary node, then upon an additive mapping L → L + b,

we get N(L + b) = ebd̃fN(L). Similarly, being T (L) the
characteristic time for diffusion between any two nodes

at distance L, one has T (L + b) = ebd̃wT (L), where

d̃w is the transfinite exponent analogous to the walk di-
mension dw and is referred to as transwalk dimension
[10, 11]. For (1, v)-flowers, d̃f = log(1 + v)/(v − 1) and

d̃w = log(v)/(v − 1) [11]. By exploiting the relation
ds = 2df/dw [36], we can naturally define a spectral di-

mension as d̃s = 2d̃f/d̃w = 2 log(1 + v)/ log(v). Notice

that d̃s recovers the expression given above for ds as u is
set equal to 1, that is, the spectral dimension does not
exhibit any singularity as long as u and v are not both

equal to 1. On the other hand, the case u = v = 1 is a
dimer connected by 2t links.

Finally, we notice that, even though ds can be trivially
extended from the fractal to the transfractal regime, the
two regimes exhibit different diffusive behaviors. In fact,
when u, v > 1 one has ds < 2 and the exploration is
compact, while when u = 1 (and v > 1) one has d̃s > 2
and the likelihood for the random walker to visit a certain
node is expected to depend more sensitively on the kind
of node (either hub or simple node) [31].

III. FIRST-PASSAGE PROBLEMS ON
(u, v)-FLOWERS

The first-passage problem on a (1, 2)-flower has been
extensively investigated in the past few years [14, 42–
45]; the mean of the FPT to a given hub is also ob-
tained for some special cases, such as (u = 2, v = 2) and
(u = 1, v = 3) [13, 17]. However, for generic u and v,
the exact expressions for FPT, FRT, and GFPT at finite
size Nt are still unknown and will be obtained in this pa-
per. From these expressions we will derive scalings with
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respect to Nt that hold for relatively large networks.
Before proceeding, it is worth noticing that these first-
passage quantities are affected by the position of the
source and of the target. Here we are not going to enu-
merate and to analyze all the possible cases but we shall
consider the FPT from one given hub to another given
hub, and the FRT and the GFPT to a given hub. Also,
when evaluating the GFPT, the starting site is selected
by mimicking the steady state, namely the probability
that a node v is selected as starting site is dv/(2Et),
where Et is the total number of edges of the network and
dv is the degree of node v.
Moreover, the analytical calculations presented in the
following subsections use probability generating function
theory. Technicalities on this tool can be found in Ap-
pendix A, while here we briefly review the definition (see
e.g., [46]). Let pk (k = 0, 1, 2, · · · ) be the probability mass
function of a discrete random variable T taking values
in the non-negative integers {0, 1, ...}, then the related
probability-generating function ΦT (z) of pk is

ΦT (z) =
+∞
∑

k=0

zkpk. (1)

A. Probability generating function and the first,
second moment of the FPT from H0 to Hu

Let FH0→Hu
(t) be the FPT from two arbitrary hubs

H0 to Hu on the network G(t) and let ΦFPT (t, z) be the
related probability generating function. In this subsec-
tion we first obtain a recursive equation for ΦFPT (t, z)
and, from this, we get explicit expressions for the first
and the second moment of FH0→Hu

(t).
We recall that, for t = 0, the network is constituted

by two nodes (i.e., H0 and Hu) connected by an edge,
and one has ΦFPT (0, z) = z. For t = 1, the network is
constituted by a ring with w = u + v nodes and, as ex-
plained in the Appendix B, we can build linear equations
of probability generating functions based on the relation
among transferring probabilities. In fact, we find

ΦFPT (1, z) =
(z

2

)u δw−u−1

δw−1
+

w−1
∑

i=w−u

(z

2

)2i−w+u δw−u−1

δiδi−1
,

(2)
where

δi = c1×
(

1 +
√
1− z2

2

)i

+ c2×
(

1−
√
1− z2

2

)i

, (3)

with c1 = 1−z2+
√
1−z2

2(1−z2) and c2 = 1−z2−
√
1−z2

2(1−z2) .

For any t > 1, according to the self-similar structure
of the network, we can construct L independent random
variables T1, T2, · · · , such that

FH0→Hu
(t) = T1 + T2 + · · ·+ TL, (4)

where L is the FPT from H0 to Hu on the (u, v)-flower
of generation 1 and Ti (i = 1, 2, · · · ) are identically dis-
tributed random variables, each of them can be regarded
as the first-passage time from H0 to Hu on G(t − 1).
Thus, for any t > 1, one can show that the FH0→Hu

(t)
probability generating function satisfies

ΦFPT (t, z) = ΦFPT (1,ΦFPT (t− 1, z)). (5)

By taking the first and second order derivative on both
sides of Eq. (5) and posing z = 1, we obtain the mean
〈FPTt〉 and the second moment 〈FPT 2

t 〉 of FH0→Hu
(t):

〈FPTt〉 = (uv)t, (6)

〈FPT 2
t 〉 = (u2+3uv+v2−5)

(uv)2t−(uv)t

3(uv − 1)
+(uv)t.(7)

Therefore, the variance Var(FPTt) ≡ 〈FPT 2
t 〉−〈FPTt〉2

of the FPT is

Var(FPTt) =
u2 + v2 − 2

3(uv − 1)

[

(uv)2t − (uv)t
]

. (8)

The derivation of Eqs. (5), (6) and (7) are presented in
the Appendix C.

B. Recursive equations for GFPT and FRT
probability generating functions and related

moments

In this subsection we present recurrence relations for
the GFPT and FRT probability generating functions for
a given hub. Calculations are rather lengthy and, again,
in the main text we provide only the final results, while
more details can be found in the Appendices D-F.
We analyze the GFPT and the FRT for the arbitrary

hub H0. Let Pi→j(t, k) (k = 0, 1, 2, · · · ) be the probabil-
ity distribution of the FPT from site i to site j on the net-
work G(t). In particular, PH0→H0(t, k) (k = 0, 1, 2, · · · )
are the probability distributions of the FRT to H0 on the
networkG(t). The probability distribution for the GFPT
to hub H0 on G(t), denoted as PH0(t, k) (k = 0, 1, 2, · · · ),
can be represented by

PH0(t, k) =
∑

i

di
2Et

Pi→H0 (t, k), (9)

where the sum runs over all the nodes of G(t).
The generating functions of PH0→H0 (t, k) (k =

0, 1, 2, · · · ) and of PH0(t, k) (k = 0, 1, 2, · · · ) are de-
noted as ΦFRT (t, z) and ΦGFPT (t, z), respectively. Oth-
erwise stated, these are, respectively, the FRT and GFPT
probability generating functions for the hub H0 (see
Eq. (1)). In order to get an expression for ΦFRT (t, z)
and ΦGFPT (t, z) we first need to analyze the probability
generating function of return time (not necessarily for the
first time) to the node H0, whose generating function is
denoted as ΦRT (t, z). In fact, it is known that [31],

ΦGFPT (t, z) =
2t−1z

(1− z)wt
× 1

ΦRT (t, z)
, (10)
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and

ΦFRT (t, z) = 1− 1

ΦRT (t, z)
. (11)

Now, letting ψ(z) ≡ ΦRT (0,z)
ΦRT (1,z) (see Eq. (D19)) and plug-

ging the expression for ΦRT (t, z) found in Appendix D
(see Eq. (D11)) into Eqs. (11) and (10), we get

ΦGFPT (t, z) =
2

u+ v
ψ(ΦFPT (t− 1, z))ΦGFPT (t− 1, z),

(12)
and

ΦFRT (t, z) = 1− ψ(ΦFPT (t− 1, z))[1− ΦFRT (t− 1, z)],
(13)

with initial conditions ΦGFPT (0, z) = 1
2 (z + 1)z and

ΦFRT (0, z) = z2.

Next, we obtain exactly the first and the second mo-
ment of the GFPT, by calculating the first and the sec-
ond order derivatives on both sides of Eq. (12) and posing
z = 1. As explained in Appendix E, we get

〈GFPTt〉 =
3

2
+

[

(u+ v)2

6
− 2

3

]

(uv)t − 1

uv − 1
, (14)

〈GFPT 2
t 〉 =

5

2
+k1

(uv)2t−1

(uv)2 − 1
+k2

(uv)t−1

uv − 1
, (15)

where k1 and k2 are proper functions of u and v (see
Eqs. (E5)-(E6)). Finally, for large networks sizes, com-
bining the previous expressions (and taking care of the
smaller orders as reported in Appendix E), we get

Var(GFPTt) ∼ 〈GFPTt〉2. (16)

Let us now move to the FRT and evaluate the related
first and second moment by calculating the first and sec-
ond order derivative of the related probability generating
function ΦFRT (t, z) in Eq. (13). As explained in Ap-
pendix F, we get

〈FRTt〉 = 2×
(

u+ v

2

)t

,

〈FRT 2
t 〉 =

(

u+ v

2

)t{
2

3

(uv)t − 1

uv − 1
[(u+ v)2 − 4] + 4

}

.

Notice that, for large sizes, we can write 〈FRT 2
t 〉 ∼

〈FRTt〉〈GFPTt〉, and the variance Var(FRTt) of the
FRT scales as

Var(FRTt) ∼ 〈FRTt〉〈GFPTt〉. (17)

C. Scalings

In this subsection we resume the results found for
the first-passage quantities considered in the previous
subsections and derive their scaling with the system

size. Recalling that, in the large volume limit, Nt =
[(w − 2)wt + w]/(w − 1) ∼ (u + v)t (see Sec. II), we can
reshuffle Eqs. (6), (8), (14), (16) to obtain

〈FPTt〉 ∼ 〈GFPTt〉 ∼ N
log(uv)

log(u+v)

t , (18)

Var(FPTt) ∼ Var(GFPTt) ∼ N
2 log(uv)
log(u+v)

t . (19)

For the case u > 1, the (u, v)-flowers have spectral

dimension ds = 2 log(u+v)
log(uv) [14]. Therefore Eqs. (18) and

(19) imply that, 〈GFPTt〉 ∼ N
2/ds

t and Var(GFPTt) ∼
N

4/ds

t . As expected, both the mean and the variance of
the GFPT are controlled by the spectral dimension ds,
and we recover the results by Haynes and Roberts [34].
For the case u = 1, the (u, v)-flowers are transfractals

with the transfractal dimension d̃f = log(1 + v)/(v − 1)

and transwalk dimension d̃w = log(v)/(v− 1) [11]. Thus,
the spectral dimension remains finite and is given by
d̃s = 2d̃f/d̃w = 2 log(1+ v)/ log(v). With this definition,

Eqs. (18) and (19) can be recast as 〈GFPTt〉 ∼ N
2/d̃s

t

and Var(GFPTt) ∼ N
4/d̃s

t . Therefore, the formal scal-
ings for the mean first-passage times considered here ver-
sus the system size are robust with respect to u.
Notice that Hwang et al. [31] have highlighted for the

GFPT to an arbitrary node i on (u, v)-flowers different
scalings for the case u > 1 and u = 1, that is, respectively,
〈GFPT 〉 ∼ N2/ds , independently of the degree ki of i,

and 〈GFPT 〉 ∼ Nk−α
i , where α = (1−2/d̃s)(γ−1). How-

ever, exploiting that γ = 1+log(u+v)/ log 2 (see Sec. II),
one can reshuffle the previous scaling as 〈GFPT 〉 ∼
Nk

−(1−2/d̃s) log2(1+v)
i . As a result, as long as we are con-

sidering hub nodes with degree ki ∼ kmax ≡ maxi(ki) =
2t, we recover the same scalings holding for u > 1, de-
spite the network being transfractal and the exploration
non-compact.
This picture is corroborated by numerical results

shown in Fig. 5, where we considered the GFPT to a
main hub with degree 2t, the GFPT to a “second-order
hub” displaying the second largest degree 2t−1, and to
a “third-order hub” displaying the third largest degree
2t−2. In all these cases, and for both u > 1 and u = 1,
the scalings provided by Eqs. (18) and (19) are recov-
ered but, as expected, as the target degree is reduced,
the mean time and its variance increase by a factorc. In
the case u = 1, the scaling is expected to fail when nodes
with degree sublinear with kmax are considered as target
nodes.
As a further check, we verified numerically that the

spectral dimension controls the time decay of the return-
to-origin probabilityR(n). In fact, for heterogeneous net-
works, Hwang et al. [31, 47] found that for intermediate

c This factor depends not only on the target degree but, more
generally, on the topological centrality of the target.
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FIG. 5: In these panels we present in a logarithmic scale
plot results for the mean (left panels) and the variance (right
panels) of the GFPT versus the network size. Different tar-
get nodes (i.e., the main hub, second-order hubs and third-
order hubs) are considered and shown in different colors as
explained by the legend. The symbols represent results from
numerical simulations; the solid lines represent the analyti-
cal results for the main hub (see Eq. (14) and Eq. (15)); the
dashed lines represent the best fit according to Eqs. (18) and
(19). In panels a and b we focused on the case u = 1 and
v = 5, while in panels c and d we focused on the case u = 2
and v = 4. In any case, the curves for different target nodes
display the same slope, consistently with Eqs. (18) and (19).
This picture is confirmed by other results (not shown) col-
lected for further choices of u and v.

timesd R(n) ∼ n−ds/2, and, accordingly, we obtained
R(n) ∼ nlog(u+v)/ log(uv), valid for both u > 1 and u = 1.

IV. THE LAPLACIAN SPECTRUM

The Laplacian matrix has a long history in science and
there are several books and survey papers dealing with
its mathematical properties and applications, see e.g.,
[18, 49, 50]. Here we review some basic definitions in
order to provide a background for the following analysis.
Let A be the adjacency matrix of an arbitrary graph

G of size N , in such a way that the entry Aij of A is 1
if i and j are adjacent in G, otherwise Aij is zero. The

degree di of node i is defined as di ≡
∑N

j=1 Aij . Further,
let Z be the diagonal matrix, whose entries are given
by Zij = diδij (here δij is the Kronecker delta). The
Laplacian matrix is then defined as

L ≡ Z−A. (20)

Given that L is semi-definite positive, the Laplacian

d Notice that this regime is vanishing when the target node is a
hub.

eigenvalues are all real and non-negative. Also, they
are contained in the interval [0,min{N, 2dmax}], where
dmax ≡ maxi(di). The set of all N Laplacian eigenvalues
λ1 ≤ λ2 ≤ ... ≤ λN is called the Laplacian spectrum.
Following the definition (20), the smallest eigenvalue λ1
is always null and corresponds to an eigenvector with
all entries equal to 1, according to the Perron-Frobenius
theorem; the multiplicity of 0 as an eigenvalue of L cor-
responds to the number of components of G. The small-
est non-zero Laplacian eigenvalue is often referred to as
“spectral gap” and it provides information on the effec-
tive bipartitioning of a graph. Basically, in a graph with
a relatively small first non-trivial Laplacian eigenvalue
the number of edges that need to be cut away to gen-
erate a bipartition is relatively small; conversely, a large
spectral gap characterizes non-structured networks, with
poor modular structure (see e.g., [20, 51]). The spectral
gap is also associated with spreading efficiency (random
walks move around quickly and disseminate fluently on
graphs with large spectral gap) and with synchronizabil-
ity (the stability of fully synchronized states on networks
is enhanced when the spectral gap is large) [20, 52].
Let us now resume the (u, v)-flowers and look at their

Laplacian spectrum. We derive numerically the spectrum
for several choices of the parameters u and v, and for
several generations t. A convenient way to check their
distribution is to sort eigenvalues in such a way that λi ≤
λi+1 and to look at the rate of growth of λi as the index i
is increased. In fractal structures endowed with spectral
dimension ds the scaling is given by (see e.g., [18])

λi ∼ i2/ds , i = 2, 3, ... (21)

at least as far as the lower part of the spectrum is con-
cerned. Our numerical results are collected in Fig. 6. As
expected, (u, v)-flowers with u > 1 confirm the previous
scaling with ds = 2 log(u + v)/ log(uv). As for networks
with u = 1, we can still outline a power-law scaling with
respect to the index i, although this time deviation in
the upper part of the spectrum are more evident. By
fitting the linear part, we obtain an exponent compatible
with d̃s = 2 log(1+v)/ log(v). The characterization of the
spectral density can therefore be accomplished in terms of
the spectral dimension also for transfractal (1, v)-flowers.
In order to get further insight into the Laplacian spec-

trum, we plotted the eigenvalues multiplicity mi versus i
(see Fig. 7, panels a and d), and the number d of distinct
eigenvalues versus N (see Fig. 7, panels b and e). For
both cases u = 1 and u > 1 we see that mi mirrors the
self-similarity of the network and d grows approximately
algebraically with the size.
Finally, we consider the spectral gap λ2 and try to get

insights into its dependence on the system parameters, by
recalling that its inverse corresponds to the relaxation
time τ , which, in turn, is related to the mixing time,
namely the characteristic time for reaching the stationary
distribution (see e.g., [18, 20, 21]). This can be estimated
as the time necessary to cover a distance comparable with
the system diameter Lt. For u > 1, one has Lt ∼ ut
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FIG. 6: In these panels we show in a logarithmic scale the
Laplacian eigenvalues λi sorted in ascending order, for differ-
ent values of u and v, shown in different colors as explained
in the legend. The solid lines represent the best fit according
to Eq. (21). More precisely, in panel a we focused on the
case u = 1 and v = 2, while we explored different sizes: as
expected, the slope of the best fit curve is independent of the
network generation t; in panel b we keep u = 1 and t = 4
fixed, while we let v vary: as expected, the slope of the best
fit curve grows with v; in panel c we keep u = 2 and t = 4
fixed, while we let v vary: as expected, the slope of the best
fit curve grows with v; in panel d we keep u = 3 and t = 4
fixed, while we let v vary: as expected, the slope of the best
fit curve grows with v. In any case, the best fit is performed
by focusing on the small eigenvalues.

[5, 53], in such a way that τ ∼ Ldw

t . Therefore, we get
λ2 ∼ τ−1 ∼ u−tdw and, recalling dw = log(uv)/ log(u),
we get λ2 ∼ (uv)−t ∼ 1/N . As for the case u = 1, one
has Lt ∼ (v − 1)t [5, 53] and, due to the transfractal
nature of the graph, the characteristic time to cover a
certain distance scales exponentially with the distance
itself. Therefore, recalling d̃w = log(v)/(v − 1), we get
λ2 ∼ (v)−t ∼ 1/N . Remarkably, the explicit scalings
obtained for u > 1 and u = 1 are analogous and this is
checked numerically (see Fig. 7, panels c and f).

V. CONCLUSIONS

In this work we considered (u, v)-flowers which con-
stitute a class of deterministic graphs: as the param-
eters u and v are tuned, the resulting graph exhibits
different topological properties. In particular, when
u > 1 the graph is a fractal endowed with fractal di-
mension df , walk dimension dw, and spectral dimension
ds = 2df/dw = 2 log(u + v)/ log(uv), and they are all
finite. On the other hand, when u = 1 the graph is
transfractal, with transfractal dimension d̃f , transwalk

dimension d̃w, and spectral dimension d̃s = 2d̃f/d̃w =
2 log(1+ v)/ log(v) (which coincides with ds when evalu-
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FIG. 7: Panel a: The multiplicity mi of the eigenvalue λi is
plotted versus the normalized index i/N . Here we considered
the case u = 1, v = 2, t = 8. Notice that the structure of this
plot mirrors the self-similarity of the network itself. Panel
b: The number d of distinct eigenvalues is plotted versus the
graph size N , for different choices of v and t, while u = 1
is kept fixed. In particular, we considered t = 3 (�) with
v ∈ [2, 6], t = 4 (•) with v ∈ [2, 5], and t = 5 (⋄) with v ∈ [2, 4].
Notice that, in general, d depends on u, v, and t, and it grows
algebraically with N . Panel c: the spectral gap λ2 for the
(1, v)-flowers is plotted versus the generation t; several choices
of v are considered as explained by the legend. Notice the
exponential decrease of the gap with t, which corresponds to
an algebraic decrease with respect to the volume Nt. Panels
d-f shows analogous figures for u = 2. In particular, in panel
d we considered the case v = 3, t = 6 and in panel e we
considered t = 3 (�) with v ∈ [2, 6], t = 4 (•) with v ∈ [2, 5].
In panels c and f the dashed lines highlight the scaling (uv)−t,
as explained in the main text.

ated in u = 1, without any singularity). In fractals, the
above mentioned dimensions are known to control the
scaling of observables associated to dynamical processes.
In this work we investigated the robustness of these scal-
ings when moving from u > 1 to u=1. To this aim we
considered first-passage problems for random walks em-
bedded in (u, v)-flowers and the Laplacian spectrum of
(u, v)-flowers. As expected, when u > 1, we recover the
well-known scalings; in particular, the first and the sec-
ond moments of the global first-passage time in the limit
of large size scale, respectively, as 〈GFPTt〉 ∼ N2/ds

and 〈GFPT 2〉 ∼ N4/ds , also, the Laplacian eigenvalue
density scales as P (λ) ∼ λds/2−1, in the limit λ → 0.
Interestingly, when u = 1 the same scalings are recov-
ered by using d̃s, as long as the target node has a rather
large degree. This means that the average time to reach
a hub scales analogously with the volume, independently
on whether the exploration is compact or not. Moreover,
in the large size limit and regardless of whether u is equal
to or greater than 1, we found that the spectral gap scales
as the inverse of the system size N .
The investigations performed in this work can be fur-
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ther extended to account for the role of d̃s also for other
phenomena, such as synchronizability [20] and number of
spanning trees which are as well related to the distribu-
tion of eigenvalues in the Laplacian matrix. Moreover,
towards realistic applications, it would be interesting to
check the robustness of these results in the presence of
some degree of noise, e.g., modeled in terms of stochastic
weights on links or of stochastic deletion of a fraction of
links.
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Appendix A: Properties of probability generating
functions

The probability generating function, defined by
Eq. (1), is determined by the probability distribution
and, in turn, it uniquely determines the probability dis-
tribution. If T1 and T2 are two random variables with
the same probability generating function, they have the
same probability distribution. Given the probability gen-
erating function ΦT (z) of the random variable T , we can
obtain the probability distribution pk (k = 0, 1, 2, · · · ) as
the coefficient of zk in the Taylor’s series expansion of
ΦT (z) about z = 0.
Also, when ΦT (z) and its n-th order derivatives are

well defined at z = 1, the n-th moment 〈T n〉 ≡
∑+∞

k=0 k
npk can be written in terms of a combination of

derivatives of ΦT (z) evaluated at z = 1e. For example,

〈T 〉 =
dΦT (z)

dz

∣

∣

∣

z=1
, (A1)

〈T 2〉 =
d2ΦT (z)

dz2

∣

∣

∣

z=1
+
dΦT (z)

dz

∣

∣

∣

z=1
. (A2)

Finally, we recall a couple of useful properties of the
probability generating function (see e.g., [46]):
i) Let T1 and T2 be two independent random variables
with probability generating functions ΦT1(z) and ΦT2(z),
respectively. Then, the probability generating function of

e Notice that the radius of convergence of a probability generating
function must be at least 1, and, in particular, the normaliza-
ton of pk yields to ΦT (z) = 1. Also, a diverging derivative as
z → 1 means that the first moment is diverging as well, and sim-
ilarly for higher order moments. For the quantities considered
here (i.e., FPT, FRT, GFPT), given the finiteness of the under-
ling structure, the moments are all finite. We also recall that he
probability generating function of pk can also be see as the (dis-
crete) Laplace transform of pk. In this perspective the discrete
function to be transformed does not need to be normalized.

the random variable T1 + T2 reads as

ΦT1+T2(z) = ΦT1(z)ΦT2(z). (A3)

ii) Let N , T1, T2, · · · be independent random variables.
If Ti (i = 1, 2, · · · ) are identically distributed, each with
probability generating function ΦT (z), and ΦN (z) is the
probability generating function of N , then the random
variable SN = T1 + T2 + · · ·+ TN has probability gener-
ating function

ΦSN
(z) = ΦN (ΦT (z)). (A4)

Appendix B: Derivation of ΦFPT (1, z) and related
quantities

The (u, v)-flower of generation 1 is a ring with w = u+v
nodes, which are labeled as H0, H1, H2, · · · , Hw−1. Note
that all the nodes of the network are equivalent to one
another, in such a way that the FPT between two nodes
depends only on their chemical distance, but not on the
particular couple chosen. In particular, the FPT fromH0

to Hu is the same as the FPT from Hw−u−1 to Hw−1.
In order to calculate the probability generating func-

tion for the FPT from Hw−u−1 to Hw−1, we assume that
Hw−1 is a trap, that is, the transition probability from
Hw−1 to Hk be 0 for any k. Thus, the time taken by
a random walker, started at Hw−u−1, to reach Hw−1 is
the FPT from Hw−u−1 to Hw−1. Let Pk(n) be the prob-
ability that the random walker is found at Hk at time
n and let Φk(z) denote the generating function of Pk(n)
(n = 0, 1, ...). Since Hw−1 is a trap, when the walker
reaches Hw−1 it is trapped and removed from the sys-
tem and Pw−1(n) corresponds to the probability that the
walker first reaches Hw−1 at time n. Therefore, Φw−1(z)
is the probability generating function of the FPT from
Hw−u−1 to Hw−1 (or, equivalently, from H0 to Hu).
By definition, at time n = 0,

Pk(0) =

{

1 k = w − u− 1
0 k 6= w − u− 1

, (B1)

and, for n > 0,

Pk(n) =















1
2P1(n− 1) k = 0
1
2Pw−3(n− 1) k = w − 2
1
2 [P0(n− 1) + Pw−2(n− 1)] k = w − 1
1
2 [Pk−1(n− 1) + Pk+1(n− 1)] otherwise

.

(B2)
Therefore,

Φk(z) =



















z
2Φ1(z) k = 0
z
2 [Φk−1(z) + Φk+1(z)] + 1 k = w − u− 1
z
2Φw−3(z) k = w − 2
z
2 [Φw−2(z) + Φ0(z)] k = w − 1
z
2 [Φk−1(z) + Φk+1(z)] otherwise

.

(B3)
Then, we obtain linear equations for the vector Φ =
(Φ0(z),Φ1(z), ...,Φw−1(z)), which, in matricial notation
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reads as Λ̃·Φ = b, where b is a vector whose entries are all
null, except the (w − u)-th entry which is equal to 1. In
order to solve the system it is convenient to introduce the
so-called augmented matrix Λ which is obtained by merg-
ing Λ̃ and b. More precisely, we obtain Λ by inserting an
additional column in Λ̃: this additional column appears
in the (w+1)-th column of the augmented matrix, where
every entry is 0 except for the (w−u)-th entry which is 1.
This makes the last entry of the (w−u)-th row of the ma-
trix 1. Thus, the augmented matrix Λ = (Λi,j)w×(w+1)

is

Λ =



























1 − z
2 0 · · · 0 0 · · · 0 0 0

− z
2 1 − z

2 · · · 0 0 · · · 0 0 0
0 − z

2 1 · · · 0 0 · · · 0 0 0
. . .

0 0 · · · − z
2 1 − z

2 · · · 0 0 1
. . .

0 0 0 · · · 0 · · · − z
2 1 0 0

− z
2 0 0 · · · 0 0 · · · − z

2 1 0



























,

where we highlighted by vertical lines the (w−u)-th col-
umn and the w-th column. We now transform the (i+1)-
th row of the matrix Λ according to Λi+1,j → Λi+1,j +
(z/2)Λi,iΛi,j , for j = 1, ..., w + 1 and i = 1, ..., w − 1.
That is, we replace the (i+ 1)-th row with the (properly
weighted) sum of the rows i and i+1. As a consequence,
Λi+1,i = 0. We note that, after such operations, the
diagonal elements of Λ are transformed into Λ1,1 = 1,

Λ2,2 = 1− z2

4 , Λw,w = 1, and Λi,i =
δi

δi−1
, for 1 < i < w,

where δi satisfies the recurrence relation

δi = δi−1 −
z2

4
δi−2, (B4)

with initial conditions δ1 = 1, δ2 = 1− z2

4 . We also find
that

Λi,w+1 =







0 i < w − u
1 i = w − u
(

z
2

)i−w+u δw−u−1

δi−1
w − u < i ≤ w

. (B5)

We now further transform the augmented matrix Λ by

summing −Λw,i

Λi,i
Λi,j to each element Λw,j of the w-th

row. We repeat the same operation sequentially from
i = 1 to i = w − 1, to obtain an upper triangu-
lar matrix with Λw,w = 1. The probability generating
function ΦFPT (1, z) that we are looking for corresponds
to Φw−1(z), which, in turn, is provided by the entry
(w,w + 1) in the upper triangular matrix just found.
Therefore, we can write

ΦFPT (1, z) =
(z

2

)u δw−u−1

δw−1
+

w−1
∑

i=w−u

(z

2

)2i−w+u δw−u−1

δiδi−1
.

(B6)
In order to obtain an exact expression for ΦFPT (1, z), we
need to solve the discrete difference equation in Eq. (B4).

Its characteristic equation reads as λ2 − λ+ z2

4 = 0 with

two different characteristic roots λ1,2 = 1±
√
1−z2

2 . There-
fore [54]

δi = c1×
(

1 +
√
1− z2

2

)i

+c2×
(

1−
√
1− z2

2

)i

, (B7)

where c1 = 1−z2+
√
1−z2

2(1−z2) and c2 = 1−z2−
√
1−z2

2(1−z2) , which are

determined by the initial conditions.
In Appendix C, the following derivatives of ΦFPT (1, z)

evaluated at z = 1 are used:

〈FPT1〉 =
d

dz
ΦFPT (1, z)

∣

∣

∣

∣

z=1

= uv, (B8)

d2

dz2
ΦFPT (1, z)

∣

∣

∣

∣

z=1

=
uv

3
(u2 + 3uv + v2 − 5). (B9)

Appendix C: Derivation of Eqs. 5-7

First, we derive Eq. (5), which depicts the recurrence
relation for the probability generating function of the
FPT from H0 to Hu. To this aim it is convenient to
imagine that there is a trap located at hub Hu. We de-
note with π any first-passage path from H0 to Hu on
G(t) (t > 1); its length is FH0→Hu

(t), which is the FPT
from H0 to Hu. Let vi be a node within G(t) reached
at time i. Then the path can be rewritten as π = (v0 =
H0, v1, v2 · · · , TH0→Hu

(t) = Hu). We denote with Ω the
set of all the hub nodes {H0, H1, H2, · · · , Hw−1} and in-
troduce the observable τi = τi(π), which is defined recur-
sively as follows:

{

τ0(π) = 0,
τi(π) = min{k : k > τi−1, vk ∈ Ω, vk 6= vτi−1}.

(C1)

Then, considering only nodes in the set Ω, the path
π can be restated into a “simplified path” defined as
ι(π) = (vτ0 = H0, vτ1 , · · · , vτL = Hu), where L is the
total number of times that, along the path π, we move
from one hub to another. In fact, the “simplified path”
is obtained by removing any nodes of π except the hub
nodes. Note that Ω represents the node set of the (u, v)-
flower with generation 1 and the path ι(π) includes only
the nodes of Ω. Thus, ι(π) is a first-passage path from
H0 to Hu on the (u, v)-flower with generation 1 and L is
the FPT from H0 to Hu on the (u, v)-flower with genera-
tion 1. Therefore, the L probability generating function
is ΦFPT (1, z).
Let Ti (i = 1, 2, · · · , L) be the time taken to move from

vτi−1 to vτi , namely Ti = τi − τi−1. Therefore,

FH0→Hu
(t) = T1 + T2 + · · ·+ TL. (C2)

As shown in Fig. 4, G(t) is composed of w copies of
G(t−1) which are labeled as Γ1, Γ2, · · · , Γw. The w hub
nodes of G(t) can also be regarded as the two special
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hub nodes (i.e., H0 and Hu) of G(t − 1). For example,
H0 and H1 can be regarded as H0 and Hu of Γ1; H1 and
H2 can be regarded as H0 and Hu of Γ2. Therefore, for
any i = 1, 2, · · · , L, vτi−1 and vτi can be regarded as the
two special hub nodes (i.e., H0 and Hu) of G(t− 1) and
Ti, which is the FPT from vτi−1 to vτi , can be regarded
as the FPT from H0 to Hu on G(t − 1). Then, the Ti
probability generating function is ΦFPT (t− 1, z).
Note that L, T1, T2, · · · are independent random vari-

ables. According to the properties of the probability gen-
erating function presented in Appendix A (see Eqs. (A3)
and (A4)), we have, for any t > 1,

ΦFPT (t, z) = ΦFPT (1,ΦFPT (t− 1, z)). (C3)

Therefore, Eq. (5) is obtained. Let us now focus on the
derivation of Eqs. (6) and (7).
For t = 1, Eq. (B8) shows that Eq. (6) holds.
For any t > 1, by taking the first order derivative on

both sides of Eq. (C3) and posing z = 1, we obtain

〈FPTt〉 =
d

dz
ΦFPT (1, z)

∣

∣

∣

∣

z=1

× ∂

∂z
ΦFPT (t− 1, z)

∣

∣

∣

∣

z=1

= 〈FPT1〉〈FPTt−1〉
= · · · = 〈FPT1〉t = (uv)t. (C4)

Therefore Eq. (6) holds for any t ≥ 1.
We can similarly derive Eq. (7). Let Θt ≡

∂2

∂z2ΦFPT (t, z)
∣

∣

∣

z=1
. By taking the second order deriva-

tive on both sides of Eq. (C3) and posing z = 1, for any
t ≥ 1,

Θt = uvΘt−1 +Θ1(uv)
2t−2 = · · ·

= (uv)t−1Θ1 +Θ1

[

(uv)t + (uv)t+1 + · · ·+ (uv)2t−2
]

= (u2 + v2 + 3uv − 5)
(uv)t − 1

3(uv − 1)
. (C5)

Therefore, for any t ≥ 1,

〈FPT 2
t 〉 = Θt + 〈FPTt〉

= (u2 + v2 + 3uv − 5)
(uv)t − 1

3(uv − 1)
+ (uv)t.

Therefore Eq. (7) is obtained for t ≥ 1. As for the case
t = 0, recalling thatG(0) is made by two nodes connected
by an edge, we have 〈FPT 2

0 〉 = 1. Therefore, Eq. (7) also
holds for t = 0.

Appendix D: Recursive equations for the return
time probability generating function for a given hub

Given that all the main hubs in G(t) are topologically
equivalent, without loss of generality, we can consider the
return time for the hub H0. Let TH0→H0(t) denote the
return time to H0 in G(t) (notice that this may not be
the first time that the random walker returns to H0) and

ΦRT (t, z) denote its probability generating functionf. For
any TH0→H0 (t) (t > 0), we can construct independent
random variables T a

H0→H0
(t), L, T1, T2, · · · , such that

TH0→H0 (t) = T1 + T2 + · · ·+ TL + T a
H0→H0

(t), (D1)

where T a
H0→H0

(t) denotes the return time to H0 in the
presence of an absorbing hub Hu, L is the return time to
H0 on the network with generation 0 and Ti (i = 1, 2, · · · ,
L) are identically distributed random variables, each of
which can be regarded as the first-passage time from hub
H0 to hub Hu on G(t). Therefore, the L probability gen-
erating function is ΦRT (0, z) and the Ti (i = 1, 2, · · · ,
L) probability generating function is ΦFPT (t, z). If we
denote the T a

H0→H0
(t) probability generating function by

Φa
RT (t, z), the return time TH0→H0(t) probability gener-

ating function satisfies [46]

ΦRT (t, z) = ΦRT (0, x)|x=ΦFPT (t,z) × Φa
RT (t, z). (D2)

Similarily to the derivation of Eq. (D2) , we find that, for
any t > 1, the T a

H0→H0
(t) probability generating function

satisfies

Φa
RT (t, z) = Φa

RT (1,ΦFPT (t−1, z))×Φa
RT (t−1, z). (D3)

Replacing Φa
RT (t, z) and ΦFPT (t, z) from, respectively,

Eqs. (D3) and (C3) in Eq. (D2), we obtain the re-
currence relation of ΦRT (t, z), which can be simplified
as

ΦRT (t, z) = ΦRT (t− 1, z)/ψ(ΦFPT (t− 1, z)), (D4)

for any t ≥ 1, with ΦRT (0, z) =
1

1−z2 and

ψ(z) ≡ ΦRT (0, z)

ΦRT (1, z)
. (D5)

The derivation of Eqs. (D1)-(D4) and ψ(z) are presented
in the following subsections.

1. Derivation of Eqs. (D1), (D2) and (D4)

Let us consider an arbitrary return path π starting
from H0 and ending at H0 on G(t). This can be written
as π = (v0 = H0, v1, v2 · · · , vTH0→H0(t)

= H0), where vi is

the node reached at time i and TH0→H0(t) is the length
of the path π. Let Ω denote the set of nodes {H0, Hu}
and introduce the observable τi = τi(π), which is defined
recursively by Eq. (C1). Then, considering only nodes in
the set Ω, the path π can be restated into a “simplified

f Notice that the probability distribution for TH0→H0
(t) is not

normalized over time and, accordingly, ΦRT (t, z) is diverging
for z → 1. Nonetheless, one can exploit ΦRT (t, z) to obtain
closed-form, well-defined expression for ΦFPT (t, z), ΦFRT (t, z)
and ΦGFPT (t, z). See e.g., [21, 55] for further details.
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path” defined as ι(π) = (vτ0 = H0, vτ1 , · · · , vτL = H0),
where L = max{i : vτi = H0}, which is the total number
of observables obtained from the path π.
Note that Ω represents the node set of the (u, v)-flower

with generation 0 and the path ι(π) includes only the
nodes of Ω. Thus, ι(π) is a return path of H0 on the
(u, v)-flower with generation 0 and L is the return time
of H0 on the (u, v)-flower with generation 0. Therefore,
the L probability generating function is ΦRT (0, z).
For any return path π of H0, maybe vτL is not the last

node of path π. That is to say, after node vτL , path π may
include a sub-path from H0 to H0, which does not reach
Hu. In principle, the sub-path may include any node of
G(t) except Hu. Therefore, the sub-path can be regarded
as a return path of H0 in the presence of an absorbing
hub Hu. We denote its length by T a

H0→H0
(t) and denote

its probability generating function by Φa
RT (t, z).

Let Ti (i = 1, 2, · · · , L) be the time taken to move from
vτi−1 to vτi , namely Ti = τi − τi−1. Therefore the return
time TH0→H0 (t) on G(t) satisfies

TH0→H0(t) = τL − τ0 + T a
H0→H0

(t)

= T1 + T2 + · · ·+ TL + T a
H0→H0

(t),(D6)

and Eq. (D1) is obtained.
Because vτi = H0 (or Hu) for any i = 0, 1, 2, · · · , L and

vτi 6= vτi−1 for any i > 0. Then Ti (i = 1, 2, · · · , L) are
identically distributed random variables, each of them is
the first-passage time from hub H0 to hub Hu (or from
hub Hu to hub H0) on G(t). Its probability generating
function is ΦFPT (t, z).
Note that L, T a

H0→H0
(t), T1, T2, · · · are independent

random variables. According to the properties of the
probability generating function (see Eqs. (A3) and (A4)),
the return time TH0→H0(t) probability generating func-
tion satisfies

ΦRT (t, z) = ΦRT (0, x)|x=ΦFPT (t,z) × Φa
RT (t, z). (D7)

Therefore Eq. (D2) is obtained.
Replacing Φa

RT (t, z) from Eq. (D3) in Eq. (D7), for any
t > 0,

ΦRT (t, z)

= ΦRT (0,ΦFPT (t, z))× Φa
RT (1,ΦFPT (t−1, z))

×Φa
RT (t−1, z)

=
ΦRT (0,ΦFPT (t, z))× Φa

RT (1,ΦFPT (t−1, z))

ΦRT (0,ΦFPT (t−1, z))

×ΦRT (0,ΦFPT (t−1, z))× Φa
RT (t−1, z)

=
ΦRT (0,ΦFPT (t, z))× Φa

RT (1,ΦFPT (t−1, z))

ΦRT (0,ΦFPT (t−1, z))

×ΦRT (t−1, z). (D8)

Recalling Eq. (C3), we can obtain ΦRT (0,ΦFPT (t, z)) =
ΦRT (0,ΦFPT (1, x))|x=ΦFPT (t−1,z). Thus,

ΦRT (0,ΦFPT (t, z))× Φa
RT (1,ΦFPT (t−1, z))

= [ΦRT (0,ΦFPT (1, x))× Φa
RT (1, x)]|x=ΦFPT (t−1,z)

= ΦRT (1, x)|x=ΦFPT (t−1,z) . (D9)

Now, recalling from Eq. (D5) that ψ(z) ≡
ΦRT (0, z)/ΦRT (1, z), we have

ΦRT (0,ΦFPT (t, z))× Φa
RT (1,ΦFPT (t−1, z))

ΦRT (0,ΦFPT (t−1, z))

≡ 1

ψ(x)|x=ΦFPT (t−1,z)

. (D10)

Inserting Eq. (D10) into Eq. (D8), for any t > 0, we
obtain

ΦRT (t, z) = ΦRT (t− 1, z)/ψ(ΦFPT (t− 1, z)), (D11)

and Eq. (D4) is obtained.
In the network of generation 0, the return probability

in odd times is 0 and the return probability in even times
is 1, therefore ΦRT (0, z) =

∑+∞
n=0 z

2n = 1/(1− z2).

2. Derivation of Eq. (D3)

Let us consider an arbitrary return path π to H0 on
G(t) in the presence of an absorbing hub Hu. This path
can be written as π = (v0 = H0, v1, v2 · · · , vTa

H0→H0
(t) =

H0), where vi is the node reached at time i and
T a
H0→H0

(t) is the length of the path π. Let Ω ≡
{H0, H1, · · · , Hw−1}. Similar to what was done in the
previous Subsec. D 1, we introduce the observable τi =
τi(π), which is defined recursively as in Eqs. (C1). Then,
the path π can be restated as a “simplified path” defined
as ι(π) = (vτ0 = H0, vτ1 , · · · , vτL = H0) where vτi ∈ Ω
(i = 1, 2, ..., L), and L is the total number of observables
obtained from the path π.
For any return path π of H0 in the presence of an ab-

sorbing hub Hu, similar to the discussion in Subsec. D 1,
the path π includes a sub-path from H0 to H0 after node
vτL . The sub-path does not reach any node in Ω except
for H0. Therefore, the sub-path can be regarded as a re-
turn path ofH0 on G(t) in the presence of w−1 absorbing
hubs (i.e., H1, H2, · · · , Hw−1). In fact, the sub-path only
includes nodes of Γ1 and Γw (see Fig. 4 of the main text),
which are copies of G(t − 1). By symmetry, nodes of Γ1

are in one to one correspondence with nodes of Γw. If we
replace all the nodes of Γw with the corresponding nodes
of Γ1 in the sub-path, we obtain a return path of H0 in
Γ1 which never reaches hub H1. It is a return path of H0

on Γ1 in the presence of an absorbing hub H1 and has the
same path length as the original sub-path. If we look at
Γ1 as a copy of G(t− 1), the hub H1 of G(t) can also be
looked at as Hu of G(t− 1). Therefore, the length of the
sub-path after node vτL can be regarded as the return
time of H0 on G(t − 1) in the presence of an absorbing
hub Hu.
Let Ti = τi − τi−1 for any i = 1, 2, · · · , L. Therefore

the length of the path π satisfies

T a
H0→H0

(t) = T1+T2+ · · ·+TL+T a
H0→H0

(t−1). (D12)

Note that Ω represents the node set of the (u, v)-flower
with generation 1 and the path ι(π) includes only the
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nodes of Ω. Thus, ι(π) is a return path of H0 on G(1) in
the presence of an absorbing hub Hu and L is the path
length. Therefore, the L probability generating function
is Φa

RT (1, z).
Similarly, we find that Ti (i = 1, 2, · · · ) are identi-

cally distributed random variables, each of them can be
regarded as the first-passage time from hub H0 to Hu

on G(t − 1). Therefore the Ti (i = 1, 2, · · · ) probabil-
ity generating function is ΦFPT (t − 1, z). According to
the properties of the probability generating function (see
Eqs. (A3) and (A4)), we obtain the required Eq. (D3).

3. Derivation of ψ(z) and related quantities

We first derive ΦRT (1, z), which is the return time
probability generating function for a hub on the (u, v)-
flower of generation 1, and then ψ(z) is obtained.
Note that the structure of a (u, v)-flower of generation

1 is a ring with w = u+v nodes, which are labeled as H0,
H1, H2, · · · , Hw−1, and all the w nodes are topologically
equivalent. Thus, without loss of generality, ΦRT (1, z)
can be considered as the return time probability gener-
ating function for the hub Hw−1. Consider a random
walk on the (u, v)-flower of generation 1 devoid of traps
and let Pk(n) denote the probability that the random
walker is found at Hk at time n and Φk(z) denotes the
generating function of Pk(n) (n = 0, 1, ...). As a conse-
quence, Φw−1(z) corresponds to ΦRT (1, z). For n = 0,
one has Pk(0) = δk,w−1, while for n > 0,

Pk(n) =
1

2
[Pk−1(n− 1) + Pk+1(n− 1)], (D13)

where k = 0, 1, ..., w−1 and k−1, k+1 are meant modulo
w. Therefore

Φk(z) =

{

z
2 [Φw−2(z) + Φ0(z)] + 1 k = w − 1
z
2 [Φk−1(z) + Φk+1(z)] k 6= w − 1

. (D14)

As anticipated, the (u, v)-flower of generation 1 is a ring
with w = u + v nodes; in this embedding space, the
probability to find the walker on a given site only depends
on its distance from the starting node and, in particular,
taking the random walker starting from Hw−1, we have
Φ0(z) ≡ Φw−2(z), Φ1(z) ≡ Φw−3(z), ....
If w is even, we have w

2 +1 independent probability gen-
erating functions Φk(z) with k = w

2 ,
w
2 +1, ..., w− 1, and

Eq. (D14) can be rewritten as the linear equation ∆̃Ψ = c
for the vector Φ = (Φw

2
(z),Φw

2
+1(z), ...,Φw−1(z)), where

the vector c has all null entries, except the last entry
which is equal to 1. Again, as in Appendix B, we intro-
duce the augmented matrix ∆ = (∆i,j)(w

2 +1)×(w
2 +2), of

the form

∆ =

















1 −z 0 · · · 0 0 0 0
− z

2 1 − z
2 · · · 0 0 0 0

0 − z
2 1 · · · 0 0 0 0

. . .
0 0 0 · · · − z

2 1 − z
2 0

0 0 0 · · · 0 −z 1 1

















.

Similarly to the procedure applied to Λ in Appendix
B, we transform the (i + 1)-th row of ∆ according to
∆i+1,j → ∆i+1,j+

z
2∆i,i∆i,j , for j = 1, 2, ..., w2 +1 and i =

1, 2, ..., w2 . These operations transform the augmented
matrix ∆ to an upper triangular matrix, with ∆1,1 = 1,

∆2,2 = 1 − z2

2 , ∆i,i = αi/αi−1 for 1 < i ≤ w
2 , and

∆w
2 +1,w2 +1 = 1− z2

2 αw
2 −1/αw

2
, where αi satisfies the same

recurrence relation as shown in Eq. (B4), with the alter-

nate initial conditions α1 = 1 and α2 = 1− z2

2 . Therefore
αi has the same general formula as Eq. (B7) [54] and we
can further obtain c1 = c2 = 1 by using the initial con-
ditions. Thus

αi =

(

1 +
√
1− z2

2

)i

+

(

1−
√
1− z2

2

)i

. (D15)

Note that ∆w
2 +1,w2 +2 = 1. Therefore, if w is even,

ΦRT (1, z) =
∆w

2
+1,w

2
+2

∆w
2
+1,w

2
+1

=
αw

2

αw
2
− z2

2 αw
2
−1

. (D16)

If w is odd, we have w+1
2 independent probability gen-

erating function Φk(z) with k = w−1
2 , w+1

2 , ..., w− 1, and
Eq. (D14) can be rewriten as the linear equations of
Φ = (Φw−1

2
(z),Φw+1

2
(z), ...,Φw−1(z)), with augmented

matrix Π = (Πi,j)(w+1
2 )×(w+3

2 ), expressed as

Π =

















1− z
2 − z

2 0 · · · 0 0 0 0
− z

2 1 − z
2 · · · 0 0 0 0

0 − z
2 1 · · · 0 0 0 0

. . .
0 0 0 · · · − z

2 1 − z
2 0

0 0 0 · · · 0 −z 1 1

















.

Again, we handle the augmented matrix by replacing the
(i + 1)-th row with the sum of the i-th row times z

2Πi,i

and the old (i + 1)-th row and we proceed analogously
for i = 1 to i = w−1

2 . Finally, the augmented matrix Π is
transformed into an upper triangular matrix with Π1,1 =

1− z
2 , Π2,2 = 1− z

2 − z2

4 , Πi,i = βi/βi−1 for 1 < i ≤ w−1
2 ,

and Πw+1
2 ,w+1

2
= 1− z2

2 βw−3
2
/βw−1

2
, where βi satisfies the

same recurrence relation as shown in Eq. (B4), with the

alternate initial conditions β1 = 1− z
2 and β2 = 1− z

2− z2

4 .
Thus [54]

βi = c1 ×
(

1 +
√
1− z2

2

)i

+ c2 ×
(

1−
√
1− z2

2

)i

,

(D17)

where c1 = 1
2 +

√
1−z2

2(1+z) and c2 = 1
2 −

√
1−z2

2(1+z) . Therefore, if

w is odd,

ΦRT (1, z) =
1

Πw+1
2 ,w+1

2

=
βw−1

2

βw−1
2

− z2

2 βw−3
2

. (D18)
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Replacing ΦRT (0, z) with 1
1−z2 , and ΦRT (1, z) with

Eqs. (D16) and (D18) respectively, we get

ψ(z) =















αw
2
− z2

2 αw
2

−1

(1−z2)αw
2

if w is even

βw−1
2

− z2

2 βw−3
2

(1−z2)βw−1
2

if w is odd

. (D19)

In Appendix E and F, the following values of ψ(z) (and
its derivatives) at z = 1 are used:

ψ(1) =
w

2
, (D20)

d

dz
ψ(z)

∣

∣

∣

∣

z=1

= a1 =
w3

12
− w

3
, (D21)

d2

dz2
ψ(z)

∣

∣

∣

∣

z=1

= a2 =
w5

30
− w3

4
+

7w

15
. (D22)

Appendix E: Moments for the GFPT

For the case G(0), we have ΦGFPT (0, z) = z2+z
2

from which it can be found that 〈GFPT0〉 = 3
2 and

〈GFPT 2
0 〉 = 5

2 . For t > 0, by calculating the first or-
der derivative with respect to z on both sides of Eq. (12)
and posing z = 1, we find,

〈GFPTt〉 =
∂

∂z
ΦGFPT (t, z)

∣

∣

∣

∣

z=1

= 〈GFPTt−1〉+
2a1
w

〈FPTt−1〉. (E1)

Here w = u+ v and a1 is given as in Eq. (D21).
Using Eq. (E1) recursively, and replacing the expres-

sion for 〈FPTk〉 with (uv)k found in Eq. (C4),

〈GFPTt〉 =
3

2
+

[

(u+ v)2

6
− 2

3

]

(uv)t − 1

uv − 1
. (E2)

By taking an asymptotic expansion of (E2), it can be
shown that, for large t, 〈GFPTt〉 ∼ (uv)t.
Similarly, we can also calculate the second moment of

the GFPT to hubHu, referred to as 〈GFPT 2
t 〉. By taking

the second order derivative on both sides of Eq. (12) and
posing z = 1, for any t > 0,

∂2

∂z2
ΦGFPT (t, z)

∣

∣

∣

∣

z=1

=
2

w

{

w

2
× ∂2

∂z2
ΦGFPT (t− 1, z)

∣

∣

∣

∣

z=1

+ 2a1〈GFPTt−1〉〈FPTt−1〉+ a2(〈FPTt−1〉)2

+ a1 ×
∂2

∂z2
ΦFPT (t− 1, z)

∣

∣

∣

∣

z=1

}

, (E3)

where a2 is given as in Eq. (D22). Therefore, for any

t > 0,

〈GFPT 2
t 〉 =

∂2

∂z2
ΦGFPT (t, z)

∣

∣

∣

∣

z=1

+ 〈GFPTt〉

= 〈GFPT 2
t−1〉+

2w4 − 15w2 + 28

30
〈FPTt−1〉2

+
w2 − 4

6

[

2〈GFPTt−1〉〈FPTt−1〉+ 〈FPT 2
t−1〉

]

.

In the previous expression we replace 〈GFPTt−1〉,
〈FPTt−1〉 and 〈FPT 2

t−1〉 from, respectively, Eqs. (E2),
(6) and (7), obtaining, for any t > 0,

〈GFPT 2
t 〉 = 〈GFPT 2

t−1〉+k1(uv)2t−2+k2(uv)
t−1, (E4)

where

k1 =
(w2 − 4)(2w2 + uv − 9)

18(uv − 1)
+

2w4 − 15w2 + 28

30
, (E5)

and

k2 =
2

3
(w2 − 4)− (w2 − 4)(2w2 + uv − 9)

18(uv − 1)
. (E6)

Using Eq. (E4) recursively, for any t > 0,

〈GFPT 2
t 〉 =

5

2
+k1

(uv)2t−1

(uv)2 − 1
+k2

(uv)t−1

uv − 1
. (E7)

By taking an asymptotic expansion of (E7), it can be
shown that, for large t, 〈GFPT 2

t 〉 ∼ 〈GFPTt〉2 ∼ (uv)2t

and that Var(GFPTt) ∼ (uv)2t.

Appendix F: Moments for the FRT

For the case G(0), we have ΦFRT (0, z) = z2, from
which 〈FRT0〉 = 2 and 〈FRT 2

0 〉 = 4 follow. For any t >
0, by calculating the first order derivative with respect
to z on both sides of Eq. (13), posing z = 1 and recalling
Eq. (D20), we find

〈FRTt〉 =
∂

∂z
ΦFRT (t, z)

∣

∣

∣

∣

z=1

= ψ(1)× 〈FRTt−1〉
= · · ·

= [ψ(1)]t〈FRT0〉 = 2×
(

u+ v

2

)t

. (F1)

Similarly, we can also calculate the second moment of
the FRT to hubH0, referred to as 〈FRT 2

t 〉. By taking the
second order derivative on both sides of Eq. (13), letting
z = 1 and recalling Eqs. (D20) and (D21), we obtain

∂2

∂z2
ΦFRT (t, z)

∣

∣

∣

∣

z=1

= ψ(1)× ∂2

∂z2
ΦFRT (t− 1, z)

∣

∣

∣

∣

z=1

+ 2a1 × 〈FRTt−1〉 × 〈FPTt−1〉. (F2)
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Therefore, the second moment of FRT for the node H0

satisfies

〈FRT 2
t 〉 =

∂2

∂z2
ΦFRT (t, z)

∣

∣

∣

∣

z=1

+ 〈FRTt〉

= ψ(1)〈FRT 2
t−1〉+ 2a1〈FRTt−1〉〈FPTt−1〉.

Note that 〈FRTk〉 = ψ(1)〈FRTk−1〉 and 〈FPTk〉 =
〈FPT1〉k. Using Eq. (F3) recursively, we get

〈FRT 2
t 〉 = [ψ(1)]t〈FRT 2

0 〉+
2a1

ψ(1)〈FPT1〉
〈FRTt〉〈FPTt〉

×
1− 1

〈FPT1〉t

1− 1
〈FPT1〉

=

(

u+ v

2

)t{
2

3
[(u+ v)2 − 4]

(uv)t − 1

uv − 1
+ 4

}

,

which implies that 〈FRT 2
t 〉 ∼ 〈FRTt〉〈GFPTt〉.
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