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Abstract

In this paper we prove the existence of an extremal function for the Adams-Moser-Trudinger
inequality on the Sobolev space Hm

0 (Ω), where Ω is any bounded, smooth, open subset of R2m,
m ≥ 1. Moreover, we extend this result to improved versions of Adams’ inequality of Adimurthi-
Druet type. Our strategy is based on blow-up analysis for sequences of subcritical extremals and
introduces several new techniques and constructions. The most important one is a new procedure for
obtaining capacity-type estimates on annular regions.

1 Introduction

Given m ∈ N, m ≥ 1, let Ω ⊆ R2m be a bounded open set with smooth boundary. For any β > 0, we
consider the Moser-Trudinger functional

Fβ(u) :=

∫
Ω

eβu
2

dx

and the set
M0 :=

{
u ∈ Hm

0 (Ω) : ‖u‖Hm0 (Ω) ≤ 1
}
,

where

‖u‖Hm0 (Ω) = ‖∆m
2 u‖L2(Ω) and ∆

m
2 u :=

{
∆nu if m = 2n, n ∈ N,
∇∆nu if m = 2n+ 1, n ∈ N.
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170588/1. The fist author is also partially supported by the Spanish government grants MTM2017-85757-P and MTM2014-
52402-C3-1-P. The second author has received funding from the INDAM research group “Gruppo Nazionale per l’Analisi
Matematica, la Probabilità e le loro Applicazioni”(GNAMPA).
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The Adams-Moser-Trudinger inequality (see [1]) implies that

sup
M0

Fβ < +∞ ⇐⇒ β ≤ β∗, (1.1)

where β∗ := m(2m − 1)!V ol(S2m). This result is an extension to dimension 2m of the work done by
Moser [37] and Trudinger [49] in the case m = 1, and can be considered as a critical version of the
Sobolev inequality for the space Hm

0 (Ω). A classical problem related to Moser-Trudinger and Sobolev-
type embeddings consists in investigating the existence of extremal functions. While it is rather simple
to prove that the supremum in (1.1) is attained for any β < β∗, lack of compactness due to concentration
phenomena makes the critical case β = β∗ challenging. The first proof of existence of extremals for (1.1)
was given by Carleson and Chang [5] in the special setting m = 1 and Ω = B1(0). The case of arbitrary
domains Ω ⊆ R2 was treated by Flucher in [9]. These results are based on sharp estimates on the values
that Fβ can attain on concentrating sequences of functions. Recently, a different approach was proposed
in [30] and [8]. Concerning the higher order case, as far as we know, the existence of extremals was proved
only for m = 2 by Lu and Yang in [28] (see also [20]). In this work, we are able to study the problem for
any arbitrary m ≥ 1 and any arbitrary domain in R2m. Indeed, we prove here the following result.

Theorem 1.1. Let Ω ⊆ R2m be a smooth bounded domain, then for any m ≥ 1 and β ≤ β∗ the supremum
in (1.1) is attained, i.e. there exists a function u∗ ∈M0 such that Fβ(u∗) = supM0

Fβ.

More generally, we are interested in studying extremal functions for a larger family of inequalities.
Let us denote

λ1(Ω) := inf
u∈Hm0 (Ω),u 6=0

‖u‖2Hm0 (Ω)

‖u‖2L2(Ω)

.

For the 2-dimensional case, in [2] it was proved that if Ω ⊆ R2 and 0 ≤ α < λ1(Ω), then

sup
u∈M0

∫
Ω

e
β∗u2(1+α‖u‖2

L2(Ω)
)
dx < +∞. (1.2)

Moreover the bound on α is sharp, i.e. the supremum is infinite for any α ≥ λ1(Ω). A stronger form of
this inequality can be deduced from the results in [48]:

sup
u∈H1

0 (Ω), ‖u‖2
H1

0(Ω)
−α‖u‖2

L2(Ω)
≤1

Fβ∗ < +∞. (1.3)

Surprisingly, the study of extremals for the stronger inequality (1.3) is easier than for (1.2). In fact,
it was proved in [52] that the supremum in (1.3) is attained for any 0 ≤ α < λ1(Ω), while existence
of extremal functions for (1.2) is known only for small values of α (see [27]). Such results have been
extended to dimension 4 in [28] and [38]. In this paper, we consider the case of an arbitrary m ≥ 1. For
any 0 ≤ α < λ1(Ω) we denote

‖u‖2α := ‖u‖2Hm0 (Ω) − α‖u‖
2
L2(Ω),

and we consider the set
Mα := {u ∈ Hm

0 (Ω) : ‖u‖α ≤ 1}

and the quantity
Sα,β := sup

Mα

Fβ . (1.4)

Observe that Poincare’s inequality implies that for any 0 ≤ α < λ1(Ω), ‖ · ‖α is a norm on Hm
0 which is

equivalent to ‖ · ‖Hm0 . Our main result is the following:

Theorem 1.2. Let Ω ⊆ R2m be a smooth bounded domain, then for any m ≥ 1 the following holds:

1. For any 0 ≤ β ≤ β∗ and 0 ≤ α < λ1(Ω) we have Sα,β < +∞, and there exists a function u∗ ∈Mα

such that Fβ(u∗) = Sα,β.
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2. If α ≥ λ1(Ω), or β > β∗, we have Sα,β = +∞.

The proof of the first part of Theorem 1.2 for β = β∗ is the most difficult one and it is based on blow-
up analysis for sequences of sub-critical extremals. We will take a sequence βn ↗ β∗ and find un ∈Mα,
such that Fβn(un) = Sα,βn . If un is bounded in L∞(Ω), then standard elliptic regularity proves that
un converges in Hm(Ω) to a function u0 ∈ Mα such that Fβ∗(u0) = Sα,β∗ . Hence, one has to exclude
that un blows-up, i.e. that µn := max

Ω
|un| → +∞. This is done through a contradiction argument. On

the one hand, if µn → +∞, one can show that un admits a unique blow-up point x0 and give a precise
description of the behavior of un around x0. Specifically, we will prove (see Proposition 4.2) that blow-up
implies

Sα,β∗ = lim
n→+∞

Fβn(un) ≤ |Ω|+ V ol(S2m)

22m
eβ
∗ (Cα,x0

− Im),

where Cα,x0
is the value at x0 of the trace of the regular part of the Green’s function for the operator

(−∆)m−α, and Im is a dimensional constant. On the other hand, by exhibiting a suitable test function,
we will prove (see Proposition 5.3) that such upper bound cannot hold, concluding the proof.

Considering that the rather standard strategy in the study of this kind of problems (see e.g. [2], [9],
[13], [18], [19], [27], [28], [38] and [52]) is not easy to generalize, we need to introduce several elements of
novelty.

First, our description of the behaviour of un near its blow-up point x0 is sharper than the one given
for m = 2 in [28] and [38]. There, in order to compensate the lack of sufficiently sharp standard elliptic
estimates on a small scale, the authors needed to modify the standard scaling for the Euler-Lagrange
equation satisfied by un. Instead, following the approach first introduced in [32], we are able to use the
standard scaling replacing classical elliptic estimates with Lorentz-Zygmund type regularity estimates.

Secondly, in order to describe the behaviour of un far from x0, we extend to higher dimension the
approach of Adimurthi and Druet [2], which is based on the properties of truncations of un. To preserve
the high-order regularity required in the high-dimensional setting, we introduce polyharmonic truncations.
This step, requires precise pointwise estimates on the derivatives of un, which are a generalisation of the
ones in [36], where the authors study sequences of positive critical points of Fβ constrained to spheres
in Hm

0 . We stress that the results of [36] cannot be directly applied to our case, since here subcritical
maximizers are not necessarily positive in Ω if m ≥ 2. In addition, the presence of the parameter α
modifies the Euler-Lagrange equation. While the differences in the nonlinearity do not create significant
issues, the argument in [36] relies strongly on the positivity assumption. Therefore, here we propose a
different proof.

The most important feature of our proof of Theorem 1.2 is that it does not rely on explicit capacity
estimates. A crucial step in our blow-up analysis consists in finding sharp lower bounds for the integral
of |∆m

2 un|2 on annular regions. In all the earlier works, this is achieved by comparing the energy of un
with the quantity

i(a, b, R1, R2) := min
u∈Ea,b

∫
{R1≤|x|≤R2}

|∆m
2 u|2dy

for suitable choices of a = (a0, . . . , am−1), b = (b0, . . . , bm−1), and where Ea,b denotes the set of all
the Hm functions on {R1 ≤ |x| ≤ R2} satisfying ∂iνun = ai on ∂BR1(0) and ∂iνun = bi on ∂BR2(0)
for i = 0, . . . ,m − 1. While for m = 1 or m = 2, i(a, b, R1, R2) can be explicitly computed, finding its
expression for an arbitrary m appears to be very hard. In our work we show that these capacity estimates
are unnecessary, since equivalent lower bounds can be obtained by directly comparing the Dirichlet energy
of un with the energy of a suitable polyharmonic function. This results in a considerable simplification
of the proof, even for m = 1, 2.

Finally, working with arbitrary values of m makes much harder the construction of good test functions
and the study of blow-up near ∂Ω, since standard moving planes techniques are not available for m ≥ 2.
To address the last issue, we will apply the Pohozaev-type identity introduced in [43] and applied in [35]
to Liouville-type equations.
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It would be interesting to extend our result to different Adams-type inequalities. Let Ω ⊂ RN , if we

consider the space W
m,Nm
0 (Ω), without the dimension restriction N = 2m, the existence of extremals for

the inequality (see [1]) was proved only for m = 1 by K-C Lin in [23]. More generally, one could consider
the non-local Moser-Trudinger inequality for fractional-order Sobolev spaces proved in [34], for which
the existence of extremals is still completely open. In this fractional setting, the behavior of blowing-
up subcritical extremals was studied in [29] (at least for nonnegative functions). However, obtaining
capacity-type estimates becomes much more challenging, and our argument to avoid them relies strongly
on the local nature of the operator (−∆)m. Recently, an existence result was given in [31] for dimension
1 via blow-up analysis for the Caffarelli-Silvestre harmonic extension of sub-critical extremals.

We would like to point out that G. Lu and Q. Yang [26] proved some Adams type inequalities in the 4-
dimensional ball in which the L2 norm appearing in the definition of ‖·‖α is replaced by a singular weight
involving the distance from the boundary. These results, later extended to arbitrary even dimension [17],
are known as Hardy-Adams inequalities (see also [50, 25]) and references therein) and can be interpreted
as the analogue of the Adams-Adimurthi-Druet inequality of Theorem 1.2 for the hyperbolic ball (see in
particular [26, Theorem 1.8] and [17, Theorem 1.9]). The proof of these results are not based on blow-up
techniques but on Fourier-analysis on the hyperbolic space. We believe that similar arguments might be
used for an alternative proof of the finiteness of Sa,β for α < λ1(Ω) and β = β∗. It would be interesting
to understand whether it is possible to take α = λ1(Ω) by modifying the expression of Fβ , as done e.g.
in [26, Theorem 1.7] and [17, Theorem 1.8].

In this paper we consider only the case in which Ω is bounded, but Moser-Trudinger and Adams
type inequalities have been proved in many different forms for unbounded domains as well (see e.g.
[3, 45, 46, 14, 15, 10, 34]). In this setting, extremals may not exist even for sub-critical exponents, because
lack of compactness may occur in the form of mass-vanishing at infinity. We refer to [12, 45, 21, 39, 6],
for some existence and non-existence results in dimension two (or for W 1,n(Ω), Ω ⊆ Rn). In [6] the
authors also consider Adams-type inequalities in R4 with an L2 perturbation term in the functional. If
the perturbation term is sufficiently strong, they prove existence of extremals for sub-critical and critical
inequalities combining the symmetrization technique introduced in [16] with decay estimates at infinity
and with a blow-up analysis similar to the one in [28].

This paper is organized as follows. In Section 2, we will introduce some notation and state some
preliminary results. In Section 3, we will focus on the subcritical case β < β∗. In Section 4, we will
analyze the blow up behavior of subcritical extremals. Since this part of the paper will discuss the most
important elements of our work, it will be divided into several subsections. Finally, in Section 5, we will
introduce new test functions and we will complete the proof of Theorem 1.2. For the reader convenience,
we will recall in Appendix some known results concerning elliptic estimates for the operator (−∆)m.

Acknowledgments

We are grateful to Professor Luca Martinazzi for introducing us to the problem and for supporting us in
the preparation of this work with his encouragement and with many invaluable suggestions.
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2 Preliminaries

Throughout the paper we will denote by ωl the l−dimensional Hausdorff measure of the unit sphere
Sl ⊆ Rl+1. We recall that, for any m ≥ 1,

ω2m−1 =
2πm

(m− 1)!
and ω2m =

2m+1πm

(2m− 1)!!
. (2.1)
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It is known that the fundamental solution of (−∆)m in R2m is given by − 1
γm

log |x|, where

γm := ω2m−122m−2[(m− 1)!]2 =
β∗

2m
,

with β∗ defined as in (1.1). In other words, one has

(−∆)m
(
−2m

β∗
log |x|

)
= δ0 in R2m.

More generally, for any 1 ≤ l ≤ m− 1, we have

∆l(log |x|) = K̃m,l
1

|x|2l
,

where

K̃m,l = (−1)l+122l−1 (l − 1)!(m− 1)!

(m− l − 1)!
. (2.2)

This also yields

∆l+ 1
2 (log |x|) = −2lK̃m,l

x

|x|2l+2
.

For any 1 ≤ j ≤ 2m− 1, we define

Km, j2
:=


K̃m, j2

for j even

− (j − 1)K̃m, j−1
2

for j odd, j ≥ 3,

1 for j = 1.

(2.3)

Then, we obtain

∆
j
2 (log |x|) =

Km, j2

|x|j
ej(x), where ej(y) :=

{
1 j even,
y
|y| j odd.

(2.4)

In order to use the same notation for all the values of m, we will use the symbol · to denote both
the scalar product between vectors in R2m and the standard Euclidean product between reals numbers.
This turns out to be very useful to have compact integration by parts formulas. For instance, we will use
several times the following Proposition:

Proposition 2.1. Let Ω ⊆ R2m be a bounded open domain with Lipschitz boundary. Then, for any
u ∈ Hm(Ω), v ∈ H2m(Ω), we have∫

Ω

∆
m
2 u ·∆m

2 v dx =

∫
Ω

u(−∆)mv dx−
m−1∑
j=0

∫
∂Ω

(−1)m+jν ·∆
j
2u∆

2m−j−1
2 v dσ,

where ν denotes the outer normal to ∂Ω.

A crucial role in our proof will be played by Green’s functions for operators of the form (−∆)m − α.
We recall here that for any x0 ∈ Ω, and 0 ≤ α < λ1(Ω), there exists a unique distributional solution
Gα,x0

of {
(−∆)mGα,x0

= αGα,x0
+ δx0

in Ω,
Gα,x0 = ∂νGα,x0 = . . . = ∂m−1

ν Gα,x0 = 0 on ∂Ω.
(2.5)

Some of the main properties of the function Gα,x0 are listed in the following Proposition.
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Proposition 2.2. Let Ω be a bounded open set with smooth boundary. Then, for any x0 ∈ Ω and
0 ≤ α < λ1(Ω), we have:

1. There exist Cα,x0 ∈ R and ψα,x0 ∈ C2m−1(Ω) such that ψα,x0(x0) = 0 and

Gα,x0
(x) = −2m

β∗
log |x− x0|+ Cα,x0

+ ψα,x0
(x), for any x ∈ Ω \ {x0}.

2. There exists a constant C = C(m,α,Ω) independent of x0, such that

|Gα,x0
(x)| ≤ C| log |x− x0||,

and

|∇lGα,x0(x)| ≤ C

|x− x0|l
,

for any 1 ≤ l ≤ 2m− 1, x ∈ Ω \ {x0}.

3. Gα,x0
(x) = Gα,x(x0), for any x ∈ Ω \ {x0}.

Proof. We refer to [42, Chapter 2] for the complete proof. For the reader convenience we sketch the
main steps. Let Γx0(x) := − 2m

β∗ log |x − x0|. The first assertion follows by the decomposition Gα,x0 =
Γx0

+ Ψα,x0
, where Ψα,x0

satisfies

(−∆)mΨα,x0 − αΨα,x0 = αΓx0 in Ω,

with ∂iνΨα,x0 = −∂iνΓx0 , for 0 ≤ i ≤ m − 1 on ∂Ω. Note that the RHS belongs to Lq(Ω) ∀ q ≥ 1 and,
since α < λ1(Ω), this equation admits a unique solution in Hm(Ω). Then, using elliptic regularity (see
Proposition A.5) we have that Ψα,x0

∈ W 2m,q(Ω) ⊆ C2m−1(Ω) for q large enough (higher regularity
could be proved, but C2m−1 regularity is enough for the purposes of our paper). Then, we get 1 with
Cα,x0

= Ψα,x0
(x0) and ψα,x0

= Ψα,x0
− Cα,x0

. The growth estimates in 2 follow by [7, Theorems 12
and 24]. Finally, one can get 3 as in the classical case m = 1 using Proposition 2.1 with u = Gα,x and
v = Gα,x0 in Ω \ (Bε(x0) ∪Bε(x)) and letting ε→ 0 .

In addition, using integration by parts and Proposition 2.2, we can establish the following new prop-
erty.

Lemma 2.3. For any x0 ∈ Ω and 0 ≤ α < λ1(Ω), we have∫
Ω\Bδ(x0)

|∆m
2 Gα,x0

|2dx = α‖Gα,x0
‖2L2(Ω) −

2m

β∗
log δ + Cα,x0

+Hm +O(δ| log δ|),

as δ → 0, where Cα,x0
is as in Proposition 2.2 and

Hm :=


(

2m

β∗

)2

ω2m−1

m−1∑
j=1

(−1)j+mKm, j2
Km, 2m−j−1

2
if m ≥ 2,

0 if m = 1.

(2.6)

Proof. From Proposition 2.1 applied in Ω \Bδ(x0) and (2.5), we find∫
Ω\Bδ(x0)

|∆m
2 Gα,x0 |2dx = α

∫
Ω\Bδ(x0)

G2
α,x0

dx+

m−1∑
j=0

∫
∂Bδ(x0)

(−1)m+jν ·∆
j
2Gα,x0∆

2m−j−1
2 Gα,x0 dσ.

6



On ∂Bδ(x0), Proposition 2.2, (2.4), and the identity 2m
β∗ Km,m−1

2
= (−1)m−1

ω2m−1
yield

ν ·Gα,x0
∆

2m−1
2 Gα,x0

=

(
−2m

β∗
log δ + Cα,x0

+O(δ)

)(
−2m

β∗
Km, 2m−1

2
δ1−2m +O(1)

)
=

(−1)m

ω2m−1
δ1−2m

(
−2m

β∗
log δ + Cα,x0

+O(δ) +O(δ2m−1| log δ|)
)
,

and, for m ≥ 2 and 1 ≤ j ≤ m− 1, that

ν ·∆
j
2Gα,x0

∆
2m−j−1

2 Gα,x0
=

(
−2m

β∗
Km, j2

δ−j +O(1)

)(
−2m

β∗
Km, 2m−j−1

2
δ1+j−2m +O(1)

)
=

(
2m

β∗

)2

Km, j2
Km, 2m−j−1

2
δ1−2m(1 +O(δj)).

Then, we get

m−1∑
j=0

∫
∂Bδ(x0)

(−1)m+jν ·∆
j
2Gα,x0

∆
2m−j−1

2 Gα,x0
dσ = −2m

β∗
log δ + Cα,x0

+Hm +O(δ| log δ|), (2.7)

with Hm as in (2.6). Finally, applying again Proposition 2.2, we find∫
Ω\Bδ(x0)

G2
α,x0

dx = ‖Gα,x0‖2L2(Ω) +O(δ2m log2 δ). (2.8)

The conclusion follows by (2.7) and (2.8).

Remark 2.4. One can further observe that

Hm =
m

β∗

m−1∑
j=1

(−1)[ 2j
m ]

j
.

Indeed, we have the identity

(−1)mω2m−1
2m

β∗
Km, j2

Km,m− j2−
1
2

=

{ 1
j j even,

1
2m−j−1 j odd.

Hence,

ω2m−1
2m

β∗

m−1∑
j=1

(−1)j+mKm, j2
Km,m− j2−

1
2

=

m−1∑
j=1, j even

1

j
−

m−1∑
j=1, j odd

1

2m− j − 1

=

m−1∑
j=1, j even

1

j
−

2m−2∑
j=m, j even

1

j

=
1

2

m−1∑
j=1

(−1)[ 2j
m ]

j
.

We conclude this section, by recalling the following standard consequence of Adams’ inequality and
the density of C∞c (Ω) in Hm

0 (Ω).

Lemma 2.5. For any u ∈ Hm
0 (Ω) and β ∈ R+, we have eβu

2 ∈ L1(Ω).
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Proof. For any ε > 0 we can find a function vε ∈ C∞0 (Ω) such that ‖vε − u‖2Hm0 (Ω) ≤ ε. Since

u2 = v2
ε + (u− vε)2 + 2vε(u− vε) ≤ 2v2

ε + 2(u− vε)2,

we have

eβu
2

≤ ‖e2βv2
ε‖L∞(Ω)e

2β(u−vε)2

≤ ‖e2βv2
ε‖L∞(Ω)e

2βε

(
u−vε

‖u−vε‖Hm0 (Ω)

)2

.

If we choose ε > 0 small enough, we get 2εβ ≤ β∗ and, applying Adam’s inequality (1.1), we find∫
Ω

eβu
2

dx ≤ ‖e2βv2
ε‖L∞(Ω)Fβ∗

(
u− vε

‖u− vε‖Hm0 (Ω)

)
< +∞.

3 Subcritical inequalities and their extremals

In this section, we prove the existence of extremal functions for Fβ on Mα in the subcritical case β < β∗,
0 ≤ α < λ1(Ω). As in the case m = 1, this is a consequence of Vitali’s convergence theorem and of the
following improved Adams-type inequality, which is a generalization of Theorem 1.6 in [24].

Proposition 3.1. Let un ∈ Hm
0 (Ω) be a sequence of functions such that ‖un‖Hm0 (Ω) ≤ 1 and un ⇀ u0

in Hm
0 (Ω). Then, for any 0 < p < 1

1−‖u0‖2Hm0
, we have

lim sup
n→+∞

Fpβ∗(un) < +∞.

Proof. First, we observe that

‖un − u0‖2Hm0 (Ω) = ‖un‖2Hm0 (Ω) + ‖u0‖2Hm0 (Ω) − 2(un, u0)Hm0 (Ω) ≤ 1− ‖u0‖2Hm0 (Ω) + o(1).

Hence, there exists σ > 0 such that

p‖un − u0‖2Hm0 (Ω) ≤ σ < 1,

for sufficiently large n. For any γ > 0, we have

u2
n ≤ (1 + γ2)u2

0 + (1 +
1

γ2
)(un − u0)2.

Since 0 < σ < 1, we can choose γ sufficiently large so that σ
(

1 + 1
γ2

)
< 1. Applying Hölder’s inequality

with exponents q = 1

σ
(

1+ 1
γ2

) and q′ = q
q−1 , we get

Fpβ∗(un) ≤
∫

Ω

epβ
∗(1+γ2)u2

0e
pβ∗(1+ 1

γ2 )(un−u0)2

dx ≤ ‖epβ
∗(1+γ2)u2

0‖Lq′ (Ω)‖e
pβ∗(1+ 1

γ2 )(un−u0)2

‖Lq(Ω).

Lemma 2.5 guarantees that ‖epβ∗(1+γ2)u2
0‖Lq′ (Ω) < +∞. Moreover, since

pq(1 +
1

γ2
)‖un − u0‖2Hm0 (Ω) =

p

σ
‖un − u0‖2Hm0 (Ω) ≤ 1,

for large n, Adams’ inequality (1.1) yields

‖epβ
∗(1+ 1

γ2 )(un−u0)2

‖Lq(Ω) = Fβ∗

(√
pq(1 +

1

γ2
)(un − u0)

) 1
q

≤ S
1
q

0,β∗ < +∞.

Hence, lim supn→+∞ Fpβ∗(un) < +∞.
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Next we recall the following consequence of Vitali’s convergence theorem (see e.g. [44]).

Theorem 3.2. Let Ω ⊆ R2m be a bounded open set and take a sequence {fn}n∈N ⊆ L1(Ω). Assume that:

1. For a.e. x ∈ Ω the pointwise limit f(x) := limn→+∞ fn(x) exists.

2. There exists p > 1 such that ‖fn‖Lp(Ω) ≤ C.

Then, f ∈ L1(Ω) and fn → f in L1(Ω).

We can now prove the existence of subcritical extremals.

Proposition 3.3. For any β < β∗ and 0 ≤ α < λ1(Ω), we have Sα,β < +∞. Moreover Sα,β is attained,
i.e., there exists uα,β ∈Mα such that Sα,β = Fβ(uα,β).

Proof. Let un ∈Mα be a maximizing sequence for Fβ , i.e. such that Fβ(un)→ Sα,β as n→ +∞. Since
Fβ(un) ≤ Fβ( un

‖un‖α ), w.l.o.g we can assume ‖un‖α = 1, for any n ∈ N. Since α < λ1(Ω), un is uniformly

bounded in Hm
0 (Ω). In particular, extracting a subsequence, we can find u0 ∈ Hm

0 (Ω) such that un ⇀ u0

in Hm
0 (Ω), un → u0 in L2(Ω) and un → u0 a.e. in Ω. Observe that

‖u0‖2α = ‖u0‖2Hm0 (Ω) − α‖u0‖2L2(Ω) ≤ lim inf
n→+∞

‖un‖2Hm0 (Ω) − α‖un‖
2
L2(Ω) = lim inf

n→+∞
‖un‖2α = 1,

hence u0 ∈Mα. If we prove that there exists p > 1 such that

‖eβu
2
n‖Lp(Ω) ≤ C, (3.1)

then we can apply Theorem 3.2 to fn := eβu
2
n and we obtain Fβ(u0) = Sα,β and Sα,β < +∞, which

concludes the proof. To prove (3.1) we shall treat two differnt cases.
Assume first that u0 = 0. Then we have

β‖un‖2Hm0 (Ω) = β(1 + α‖un‖2L2(Ω)) = β + o(1) < β∗,

and we can find p > 1 such that
pβ‖un‖2Hm0 (Ω) ≤ β

∗,

for n large enough. In particular, using (1.1), we obtain

‖eβu
2
n‖pLp(Ω) =

∫
Ω

epβu
2
ndx ≤ Fβ∗

(
un

‖un‖Hm0 (Ω)

)
≤ S0,β∗ < +∞.

Assume instead u0 6= 0. Consider the sequence vn := un
‖un‖Hm0 (Ω)

, and observe that vn ⇀ v0 in Hm
0 (Ω)

where v0 = u0√
1+α‖u0‖2

L2

. Since

‖un‖2Hm0 (1− ‖v0‖2Hm0 ) =
(
1 + α‖un‖2L2

)(
1−

‖u0‖2Hm0
1 + α‖u0‖2L2

)
= 1 + α‖u0‖2L2 − ‖u0‖2Hm0 + o(1)

= 1− ‖u0‖2α + o(1),

and u0 6= 0, we get

lim sup
n→+∞

‖un‖2Hm0 <
1

1− ‖v0‖2Hm0
.

In particular, there exist p, q > 1 such that

p‖un‖2Hm0 ≤ q <
1

1− ‖v0‖2Hm0
,

9



for n large enough. Then, we get

‖eβu
2
n‖pLp ≤ ‖e

β∗u2
n‖pLp = ‖eβ

∗‖un‖2Hm0 v2
n‖pLp ≤ ‖e

β∗qv2
n‖L1 = Fqβ∗(vn) ≤ C,

where the last inequality follows from Proposition 3.1. Therefore, the proof of (3.1) is complete.

Finally, we stress that, as β → β∗, the family uα,β is a maximizing family for the critical functional
Fβ∗ .

Lemma 3.4. For any 0 ≤ α < λ1(Ω), we have

lim
β↗β∗

Sα,β = Sα,β∗ .

Proof. Clearly, Sα,β is monotone increasing with respect to β. In particular, we must have

lim
β↗β∗

Sα,β ≤ Sα,β∗ .

To prove the opposite inequality, we observe that, for any function u ∈ Mα, the monotone convergence
theorem implies

Fβ∗(u) = lim
β↗β∗

Fβ(u) ≤ lim
β↗β∗

Sα,β .

Since u is an arbitrary function in Mα, we get

Sα,β∗ ≤ lim
β↗β∗

Sα,βn .

4 Blow-up analysis at the critical exponent

This section is the most important one in this work. Here, we will provide the main ingredient for the
proof of Theorem 1.2. We will study the behaviour of subcritical extremals as β approaches the critical
exponent β∗ from below. We will show that either they converge to an extremal of the critical problem,
or they blow-up at one point. In the last case, we will obtain an upper bound for Sα,β∗ . This is the result
stated in Proposition 4.2, and together with Proposition 5.3 prove Theorem 1.2. More details are given
at the end of Section 5.

In the following, we will take a sequence (βn)n∈N such that

0 < βn < β∗ and βn → β∗, as n→ +∞. (4.1)

Due to Proposition 3.3, for any n ∈ N, we can find a function un ∈Mα such that

Fβn(un) = Sα,βn . (4.2)

Lemma 4.1. If un ∈Mα satisfies (4.2), then un has the following properties

1. ‖un‖α = 1.

2. un is a solution to {
(−∆)mun = λnune

βnu
2
n + αun in Ω,

un = ∂νun = · · · = ∂m−1
ν un = 0 on ∂Ω,

(4.3)

where

λn =

(∫
Ω

u2
ne
βnu

2
ndx

)−1

. (4.4)
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3. un ∈ C∞(Ω).

4. Fβn(un)→ Sα,β∗ as n→ +∞.

5. If λn is as in (4.4), then lim sup
n→+∞

λn < +∞.

Proof. 1. Since un ∈Mα, we have ‖un‖α ≤ 1, ∀ n ∈ N. Moreover, the maximality of un implies un 6= 0.
If ‖un‖α < 1, then we would have

Sα,βn = Fβn(un) < Fβn

(
un
‖un‖α

)
,

which is a contradiction.
2. Since un is a critical point for Fβn constrained to Mα, there exists γn ∈ R such that

γn
(
(un, ϕ)Hm0 − α(un, ϕ)L2

)
= βn

∫
Ω

une
βnu

2
nϕdx, (4.5)

for any function ϕ ∈ Hm
0 (Ω). Taking un as test function and using 1., we find

γn = βn

∫
Ω

u2
ne
βnu

2
ndx. (4.6)

In particular, γn 6= 0 and (4.5) implies that un is a weak solution of (4.3) with λn := βn
γn

. Finally, (4.6)

is equivalent to (4.4).

3. By Lemma 2.5, we know that un and eβnu
2
n belong to every Lp space, p > 1. Then, applying

standard elliptic regularity results (see e.g. Proposition A.4) and Sobolev embedding theorem, we find
un ∈ W 2m,p(Ω) ⊆ C2m−1,γ(Ω), for any γ ∈ (0, 1). Then, we also have (−∆)mun ∈ C2m−1,γ(Ω) and,
applying recursively Schauder estimates (Proposition A.3), we conclude that un ∈ C∞(Ω).

4. This is a direct consequence of Lemma 3.4.
5. Assume by contradiction that there exists a subsequence for which λn → +∞, as n→ +∞. Then,

by (4.4), we have ∫
Ω

u2
ne
βnu

2
ndx→ 0,

as n→ +∞. Exploiting the basic inequality et ≤ 1 + tet for t ≥ 0, we obtain

Fβn(un) ≤ |Ω|+ βn

∫
Ω

u2
ne
βnu

2
ndx→ |Ω|.

Since, by 4., Fβn(un) = Sα,βn → Sα,β∗ > |Ω|, we get a contradiction.

In order to prove that Sα,β∗ is finite and attained, we need to show that un does not blow-up as
n→ +∞. Let us take a point xn ∈ Ω such that

µn := max
Ω
|un| = |un(xn)|. (4.7)

Extracting a subsequence and changing the sign of un we can always assume that

un(xn) = µn and xn → x0 ∈ Ω, as n→ +∞. (4.8)

The main purpose of this section consists in proving the following Proposition.
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Proposition 4.2. Let βn, un, µn, xn, and x0 be as in (4.1), (4.2), (4.7), and (4.8). If µn → +∞, then
x0 ∈ Ω and we have

Sα,β∗ = lim
n→+∞

Fβn(un) ≤ |Ω|+ ω2m

22m
eβ
∗(Cα,x0

−Im),

where Cα,x0
is as in Proposition 2.2 and

Im := − m42m

β∗ω2m

∫
R2m

log
(

1 + |y|2
4

)
(4 + |y|2)

2m dy. (4.9)

The proof of Proposition 4.2 is quite long and it will be divided into several subsections. Some
standard properties of un will be established in section 4.1. Then, in section 4.2, as a consequence of
Lorentz-Zygmund elliptic estimates, we will prove uniform bounds for ∆u2

n. Such bounds will be crucial
in the analysis given in section 4.3, where we will study the behaviour of un on a small scale. Sections 4.4,
4.5 and 4.6 contain respectively estimates on the derivatives of un, the definition of suitable polyharmonic
truncations of un, and the description of the behaviour of un far from x0. In section 4.7 we will deal with
blow-up at the boundary, which will be excluded using Pohozaev-type identities. Finally, we conclude
the proof in section 4.8 by introducing a new technique to obtain lower bounds on the Dirichlet energy
for un on suitable annular regions.

In the rest of this section βn, un, µn, xn, and x0 will always be as in Proposition 4.2 and we will
always assume that µn → +∞.

4.1 Concentration near the blow-up point

In this subsection we will prove that, if µn → +∞, un must concentrate around the blow-up point x0.
We start by proving that its weak limit in Hm

0 (Ω) is 0.

Lemma 4.3. If µn → +∞, then un ⇀ 0 in Hm
0 (Ω) and un → 0 in Lp(Ω) for any p ≥ 1.

Proof. Since un is bounded in Hm
0 (Ω), we can assume that un ⇀ u0 in Hm

0 (Ω) with u0 ∈ Hm
0 (Ω). The

compactness of the embedding of Hm
0 (Ω) into Lp(Ω) implies un → u0 in Lp(Ω), for any p ≥ 1.

If u0 6= 0, then, by Proposition 3.1, eβnu
2
n is bounded in Lp0(Ω) for some p0 > 1. By Lemma 4.1, we

know that λn is bounded. Hence (−∆)mun is bounded in Ls(Ω) for any 1 < s < p0. Then, by elliptic
estimates (see Proposition A.4), we find that un is bounded in W 2m,s(Ω) and, by Sobolev embeddings,
in L∞(Ω). This contradicts µn → +∞. Hence, we have u0 = 0.

In fact, un converges to 0 in a much stronger sense if we stay far from the blow-up point x0, while
|∆m

2 un|2 concentrates around x0.

Lemma 4.4. If µn → +∞, then we have:

1. |∆m
2 un|2 ⇀ δx0 in the sense of measures.

2. eβnu
2
n is bounded in Ls(Ω \Bδ(x0)), for any s ≥ 1, δ > 0.

3. un → 0 in C2m−1,γ(Ω \Bδ(x0)), for any γ ∈ (0, 1), δ > 0.

Proof. First of all, for any function ξ ∈ C2m(Ω), we observe that

∆
m
2 (unξ) = ξ∆

m
2 un + fn,

with

|fn| ≤ C1

m−1∑
l=0

|∇lun||∇m−lξ| ≤ C2

m−1∑
l=0

|∇lun|,
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for some constants C1, C2 > 0, depending only on m, l, and ξ. Since un ⇀ 0 in Hm
0 (Ω), and Hm

0 (Ω) is
compactly embedded in Hm−1(Ω), we get that fn → 0 in L2(Ω). In particular, we have

‖∆m
2 (unξ)‖2L2(Ω) =

∫
Ω

ξ2|∆m
2 un|2dx+ 2

∫
Ω

∆
m
2 un · fndx+

∫
Ω

|fn|2dx

=

∫
Ω

ξ2|∆m
2 un|2dx+ o(1).

(4.10)

We can now prove the first statement of this lemma. Assume by contradiction that there exists r > 0
such that

lim sup
n→+∞

‖∆m
2 un‖2L2(Br(x0)∩Ω) < 1. (4.11)

Take a function ξ ∈ C∞c (R2m) such that ξ ≡ 1 on B r
2
(x0), ξ ≡ 0 on R2m \ Br(x0) and 0 ≤ ξ ≤ 1. By

(4.10) and (4.11), we have that lim supn→+∞ ‖∆
m
2 (unξ)‖2L2(Ω) < 1. Adams’ inequality implies that we

can find s > 1 such that eβn(unξ)
2

is bounded in Ls(Ω). In particular, eβnu
2
n is bounded in Ls(B r

2
(x0)).

By Lemma 4.3, un → 0 in Lp(Ω) for any p ≥ 1. Therefore, we get that (−∆)mun → 0 in Lq(Ω) for
any 1 < q < s. Then, Proposition A.4 yields un → 0 in W 2m,q(Ω) and, since q > 1, in L∞(Ω). This
contradicts µn → +∞.

To prove 2., we fix a cut-off function ξ2 ∈ C∞c (R2m) such that ξ2 ≡ 1 in R2m \ Bδ(x0), ξ2 ≡ 0 in
B δ

2
(Ω), and ξ ≤ 1. Since |∆m

2 un| ⇀ δx0
, from (4.10) we get ‖∆m

2 (unξ2)‖L2(Ω) → 0. Then, Adams’

inequality implies that eβn(unξ2)2

is bounded in Ls(Ω), for any s > 1. Because of the definition of ξ2, we
get the conclusion.

To prove 3., we apply standard elliptic estimates. By part 2., we know that un and eβnu
2
n are bounded

in Ls(Ω\Bδ(x0)) for any s ≥ 1. Since λn is bounded, the same bound holds for (−∆)mun. Then, elliptic
estimates (Propostion A.6) imply that un is bounded in W 2m,s(Ω \ B2δ(x0)). By Sobolev embedding
theorem, it is also bounded in C2m−1,γ(Ω \ B2δ(x0)), for any γ ∈ (0, 1). Then, up to a subsequence, we
can find a function u0 ∈ C2m−1,γ(Ω\B2δ(x0)) such that un → u0 in C2m−1,γ(Ω\B2δ(x0)). Since un ⇀ 0
in Hm

0 (Ω), we must have u0 ≡ 0 in Ω \B2δ(x0) and un → 0 in C2m−1,γ(Ω \B2δ(x0)).

4.2 Lorentz-Sobolev elliptic estimates

In this subsection, we prove uniform integral estimates on the derivatives of un. Notice that Sobolev’s
inequality implies ‖∇lun‖

L
2m
l (Ω)

≤ C for any 1 ≤ l ≤ m − 1. In addition, standard elliptic estimates

(Proposition A.11) yield ‖∇lun‖Lp(Ω) ≤ C, for any p < 2m
l and m ≤ l ≤ 2m− 1. Arguing as in [32], we

will prove that sharper estimates can be obtained thanks to Lorentz-Zygmund elliptic regularity theory
(see Proposition A.10 in Appendix). In the following, for any α ≥ 0, 1 < p < +∞, and 1 ≤ q ≤ +∞,
(L(logL)α, ‖ · ‖L(logL)α) and (L(p,q)(Ω), ‖ · ‖(p,q)), will denote respectively the Zygmund and Lorentz
spaces on Ω. We refer to the Appendix for the precise definitions (see (A.2)-(A.8)).

Lemma 4.5. For any 1 ≤ l ≤ 2m− 1, we have

‖∇lun‖( 2m
l ,2) ≤ C.

Proof. Set fn := (−∆)mun. By Proposition A.10, there exists a constant C > 0 such that

‖∇lun‖( 2m
l ,2) ≤ C‖fn‖L(LogL)

1
2
,

for any 1 ≤ l ≤ 2m − 1, n ∈ N. Therefore, it is sufficient to prove that fn is bounded in L(logL)
1
2 .For

any x ∈ R+, let log+ x := max{0, log x} be the positive part of log x. Since βn and λn are bounded, using
the simple inequalities

log(x+ y) ≤ x+ log+ y and log+(xy) ≤ log+ x+ log+ y, x, y ∈ R+,
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we find

log(2 + |fn|) ≤ 2 + log+ |un|+ log+
(
λne

βnu
2
n + α

)
≤ C + log+ |un|+ βnu

2
n

≤ C(|un|+ 1)2.

Then,

|fn| log
1
2 (2 + |fn|) ≤ C|fn|(1 + |un|) ≤ C

(
λn|un|eβnu

2
n + λnu

2
ne
βnu

2
n + α|un|+ αu2

n

)
,

and, by Lemma 4.3 and (4.4), as n→ +∞ we get∫
Ω

|fn| log
1
2 (2 + |fn|)dx ≤ C

(
λn

∫
Ω

|un|eβnu
2
ndx+ 1 + o(1)

)
≤ C

(
λn

∫
{|un|<1}

|un|eβnu
2
ndx+ λn

∫
{|un|≥1}

|un|2eβnu
2
ndx+ 1 + o(1)

)
≤ C

(
λne

βn |Ω|+ 2 + o(1)
)

= O(1).

Hence, fn is bounded in L(LogL)
1
2 .

As a consequence of Lemma 4.5, we obtain an integral estimate on the derivatives of u2
n, which will

play an important role in Sections 4.3 and 4.4. The idea behind this estimate is based on the following
remark: up to terms involving only lower order derivatives, which can be controlled using Lemma 4.5,
(−∆)mu2

n coincides with un(−∆)mun, which is bounded in L1(Ω). Then, estimates on u2
n can be obtained

via Green’s representation formula.

Lemma 4.6. There exists a constant C > 0 such that for any 1 ≤ l ≤ 2m − 1, x ∈ Ω, and ρ > 0 with
Bρ(x) ⊆ Ω, we have ∫

Bρ(x)

|∇lu2
n|dy ≤ Cρ2m−l.

Proof. We start by observing that (−∆)mu2
n is bounded in L1(Ω). Clearly

|(−∆)mu2
n| ≤ 2|un(−∆)mun|+ C

2m−1∑
j=1

|∇jun||∇2m−jun|.

Equation (4.4) and Lemma 4.3 imply that un(−∆)mun is bounded in L1(Ω). As a consequence of Hölder’s
inequality for Lorentz spaces (Proposition (A.9)) and Lemma 4.5, we find∫

Ω

|∇2m−jun||∇jun|dx ≤ ‖∇2m−jun‖( 2m
2m−j ,2)‖∇jun‖( 2m

j ,2) ≤ C.

Thus, (−∆)mu2
n is bounded in L1(Ω).

Now, we apply Green’s representation formula to u2
n to get

u2
n(y) =

∫
Ω

Gy(z)(−∆)mu2
n(z)dz,

for any y ∈ Ω where Gy := G0,y is defined as in (2.5). By the properties of Gy (see Proposition 2.2), we
have

|∇lyGy(z)| ≤ C

|y − z|l
,
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for any y, z ∈ Ω with z 6= y. Hence

|∇lu2
n(y)| ≤

∫
Ω

C|(−∆)mu2
n(z)|

|y − z|l
dz.

Let x ∈ Ω and ρ > 0 be as in the statement. Then, we find∫
Bρ(x)

|∇lu2
n|dy ≤

∫
Bρ(x)

∫
Ω

C|(−∆)mu2
n(z)|

|y − z|l
dzdy

= C

∫
Ω

|(−∆)mu2
n(z)|

∫
Bρ(x)

1

|y − z|l
dydz.

Since ∫
Bρ(x)

1

|y − z|l
dy ≤

∫
Bρ(x)

1

|y − x|l
dy = Cρ2m−l,

and (−∆)mu2
n is bounded in L1(Ω), we get the conclusion.

4.3 The behavior on a small scale

Let un, µn and xn be as in (4.2), (4.7), (4.8). In this subsection, we will study the behavior of un on
small balls centered at the maximum point xn. Define rn > 0 so that

ω2mr
2m
n λnµ

2
ne
βnµ

2
n = 1, (4.12)

with ω2m as in (2.1).

Remark 4.7. Note that, as n→ +∞, we have r2m
n = o(µ−2

n ) and, in particular, rn → 0.

Proof. Indeed, by (4.4), we have

1

λneβnµ
2
n

=
1

eβnµ
2
n

∫
Ω

u2
ne
βnu

2
ndx ≤ ‖un‖2L2(Ω).

Since un → 0 in L2(Ω), the definition of r2m
n yields r2m

n µ2
n → 0 as n→ +∞.

Let us now consider the scaled function

ηn(y) := µn(un(xn + rny)− µn), (4.13)

which is defined on the set
Ωn := {y ∈ R2m : xn + rny ∈ Ω}.

The main purpose of this subsection consists in proving the following convergence result.

Proposition 4.8. We have d(xn,∂Ω)
rn

→ +∞ and, in particular, Ωn approaches R2m as n → +∞.
Moreover, ηn converges to the limit function

η0(y) = −m
β∗

log

(
1 +
|y|2

4

)
(4.14)

in C2m−1,γ
loc (R2m), for any γ ∈ (0, 1).

In order to avoid repetitions, it is convenient to see Proposition 4.8 as a special case of the following
more general result, which will be useful also in the proof of Proposition 4.15.
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Proposition 4.9. Given two sequences x̃n ∈ Ω and sn ∈ R+, consider the scaled set Ω̃n := {y ∈ R2m :
x̃n+sny ∈ Ω} and the functions vn(y) := un(x̃n+sny) and η̃n(y) := µ̃n (vn(y)− µ̃n), where µ̃n := un(x̃n).
Assume that

1. ω2ms
2m
n λnµ̃

2
ne
βnµ̃

2
n = 1 and |µ̃n| → +∞, s2m

n → 0, as n→ +∞.

2. For any R > 0 there exists a constant C(R) > 0 such that∣∣∣∣ vnµ̃n
∣∣∣∣ ≤ C(R) and v2

n − µ̃2
n ≤ C(R) in Ω̃n ∩BR(0). (4.15)

Then, we have d(x̃n,∂Ω)
sn

→ +∞ and vn
µn
→ 1 in C2m−1,γ

loc (R2m), for any γ ∈ (0, 1). Moreover η̃n → η0 in

C2m−1,γ
loc (R2m), where η0 is defined as in (4.14).

Note that the assumptions of Proposition 4.9 are satisfied when x̃n = xn and sn = rn. Hence,
Proposition 4.8 follows from Proposition 4.9. We split the proof of Proposition 4.9 into four steps. The
first two steps (Lemma 4.10 and Lemma 4.11) are stated under more general assumptions, since they will
be reused in the proof of Proposition 4.16.

Lemma 4.10. Given two sequences x̃n ∈ Ω and sn ∈ R+, let Ω̃n and vn be defined as in Proposition
4.9. Let also Σ be a finite (possibly empty) subset of R2m \ {0}. Assume that

1. sn → 0 and Dn := max
0≤i≤2m−1

|∇ivn(0)| → +∞ as n→ +∞.

2. For any R > 0, there exist C(R) > 0 and N(R) ∈ N such that

|vn(y)| ≤ C(R)Dn and |(−∆)mvn(y)| ≤ C(R)Dn,

for any y ∈ Ω̃n,R := Ω̃n ∩BR(0) \
⋃
ξ∈Σ

B 1
R

(ξ) and any n ≥ N(R).

Then, we have

lim
n→+∞

d(x̃n, ∂Ω)

sn
= +∞.

Proof. Let us consider the functions wn(y) := vn(y)
Dn

. First, we observe that the assumptions on x̃n and
sn imply

wn = O(1), (4.16)

and
|(−∆)mwn| = O(1), (4.17)

uniformly in Ω̃n,R, for any R > 0. Moreover, by Sobolev’s inequality, for any 1 ≤ j ≤ m we have that

‖∇jwn‖
L

2m
j (Ω̃n)

= D−1
n ‖∇jun‖

L
2m
j (Ω)

≤ CD−1
n ‖∆

m
2 un‖L2(Ω) = O(D−1

n ). (4.18)

Then, using Hölder’s inequality, (4.16) and (4.18) give

‖wn‖Wm,1(Ω̃n,R) = O(1). (4.19)

Now, we assume by contradiction that for a subsequence

d(x̃n, ∂Ω)

sn
→ R0 ∈ [0,+∞).

Then, the sets Ω̃n converge in C∞loc to a hyperplane P such that d(0, ∂P) = R0. For any sufficiently large
R > 0 and any p > 1, using (4.17), (4.19), Proposition A.6, and Remark A.7, we find a constant C =
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C(R) such that ‖wn‖W 2m,p(Ω̃
n,R

2
) ≤ C. Then, Sobolev’s embeddings imply that ‖wn‖C2m−1,γ(Ω̃

n,R
2

) ≤ C,

for any γ ∈ (0, 1). Reproducing the standard proof of the Ascoli-Arzelà theorem, we find a function
w0 ∈ C2m−1,γ

loc (P \ Σ) such that, up to a subsequence, we have

wn → w0 in C2m−1
loc (P \ Σ) (4.20)

and
∇jwn(ξn)→ ∇jw0(ξ), 0 ≤ j ≤ 2m− 1, (4.21)

for any ξ ∈ P \ Σ and any sequence {ξn}n∈N such that ξn → ξ. Since wn = 0 on ∂Ω̃n and Ω̃n converges
to P, (4.21) yields w0 ≡ 0 in ∂P \ Σ. Furthermore, (4.18) and (4.20) imply that ∇w0 ≡ 0 in P \ Σ.
Therefore, w0 ≡ 0 on P \ Σ. But, by definition of Dn and wn, we have

max
0≤i≤2m−1

|∇iwn(0)| = 1,

which contradicts either (4.20) (if R0 > 0) or (4.21) (if R0 = 0).

Lemma 4.11. Let sn, x̃n, vn, Ω̃n, Dn and Σ be as in Lemma 4.10. Then, |vn(0)| → +∞ and

vn
vn(0)

→ 1 in C2m−1,γ
loc (R2m \ Σ),

for any γ ∈ (0, 1).

Proof. Consider the function wn(y) :=
vn(y)

Dn
, y ∈ Ω̃n. As in (4.16), (4.17) and (4.18), we have

wn = O(1) and (−∆)mwn = O(1), (4.22)

uniformly in BR(0) \
⋃
ξ∈ΣB 1

R
(ξ), for any R > 0, and

‖∇wn‖L2m(Ω̃n) → 0. (4.23)

By (4.22), Proposition A.5, Sobolev’s embeddings, and (4.23), a subsequence of wn must converge to a
constant function w0 in C2m−1,γ

loc (R2m \ Σ), for any γ ∈ (0, 1). In particular, we have |∇jwn(0)| → 0 for
any 1 ≤ j ≤ 2m− 1. Then, the definitions of Dn and wn give

1 = max
0≤j≤2m−1

|∇jwn(0)| = |wn(0)|,

which implies that |vn(0)| = Dn → +∞ and that |w0| ≡ 1 in R2m \ Σ. Hence,

vn
vn(0)

=
wn
wn(0)

→ 1 in C2m−1,γ
loc (R2m \ Σ).

Next, we let x̃n, sn, µ̃n and η̃n be as in Proposition 4.9 and we apply Lemma 4.6 to prove bounds for
∆η̃n in L1

loc(R2m).

Lemma 4.12. Under the assumptions of Proposition 4.9, there exists a constant C > 0 such that

‖∆η̃n‖L1(BR(0)) ≤ CR2m−2,

for any R > 1 and for sufficiently large n.
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Proof. First, we observe that x̃n and sn satisfy the assumptions of Lemma 4.10 and Lemma 4.11. Indeed,
equation (4.3), the definition of vn, and the assumptions on x̃n and sn yield vn = O(|µ̃n|) and

(−∆)mvn = s2m
n λnvne

βnv
2
n + s2m

n αvn

= ω−1
2m

vn
µ̃2
n

eβn(v2
n−µ̃

2
n) + s2m

n αvn

= O(|µ̃−1
n |) +O(s2m

n |µ̃n|),

(4.24)

uniformly in Ω̃n ∩BR(0), for any R > 0. Then, Lemma 4.10 and Lemma 4.11 imply that Ω̃n approaches
R2m and

vn
µ̃n
→ 1 in C2m−1,γ

loc (R2m), for any γ ∈ (0, 1). (4.25)

Next, we rewrite the estimates of Lemma 4.6 in terms of η̃n. On the one hand, by Lemma 4.6, there
exists C > 0, such that

‖∆u2
n‖L1(BRsn (x̃n)) ≤ C(snR)2m−2,

for any R > 0 and n ∈ N. On the other hand, we have

‖∆u2
n‖L1(BRsn (x̃n)) ≥ 2‖un∆un‖L1(BRsn (x̃n)) − 2‖∇un‖2L2(BRsn (x̃n))

= 2s2m−2
n

(
‖vn∆vn‖L1(BR(0)) − ‖∇vn‖2L2(BR(0))

)
.

Then, we obtain
‖vn∆vn‖L1(BR(0)) ≤ CR2m−2 + ‖∇vn‖2L2(BR(0)). (4.26)

By (4.25) and the definition of η̃n, we infer

‖vn∆vn‖L1(BR(0)) = |µ̃n|‖∆vn‖L1(BR(0))(1 + o(1)) = ‖∆η̃n‖L1(BR(0))(1 + o(1))

≥ 1

2
‖∆η̃n‖L1(BR(0)),

(4.27)

for sufficiently large n. Finally, applying Hölder’s inequality,

‖∇vn‖2L2(BR(0)) ≤ ‖∇vn‖
2
L2m(BR(0))|BR|

1− 1
m ≤ ‖∇un‖2L2m(Ω)|BR|

1− 1
m ≤ CR1− 1

m . (4.28)

Since 1− 1
m ≤ 2m− 2, the conclusion follows from (4.26), (4.27), and (4.28).

We can now complete the proof of Proposition 4.9.

Proof of Proposition 4.9. Arguing as in the previous Lemma, we have that d(x̃n,∂Ω)
sn

→ +∞ and that
(4.25) holds. Observe that (4.25) implies

(1 + o(1))s2m
n µ̃2

n =
s2m
n

ω2m

∫
B1(0)

v2
n(y)dy =

1

ω2m

∫
Bsn (x̃n)

u2
n(x)dx = O(‖un‖2L2(Ω)) = o(1). (4.29)

Moreover, as in (4.24), by the definitions of η̃n and vn, and the assumptions on µ̃n, sn and x̃n, we get

(−∆)mη̃n = O(1) +O(s2m
n µ̃2

n) = O(1), (4.30)

uniformly in BR(0), for any R > 0. In addition, Lemma 4.12 implies that ∆η̃n is bounded in L1
loc(R2m).

By Proposition A.5 and Sobolev’s embedding theorem, ∆η̃n is bounded in L∞loc(R2m). As a consequence
of (4.15) and (4.25), we have

C(R) ≥ v2
n − µ̃2

n = (vn − µ̃n)(vn + µ̃n) = η̃n(2 + o(1))

18



in BR(0). Since η̃n(0) = 0, Proposition A.8 shows that η̃n is bounded in L∞loc(R2m). Together with

(4.30), Proposition A.5, and Sobolev’s embeddings, this implies that ηn it is bounded in C2m−1,γ
loc (R2m),

for any γ ∈ (0, 1). Then, we can extract a subsequence such that η̃n converges in C2m−1,γ
loc (R2m) to a

limit function η0 ∈ C2m−1,γ
loc (R2m). Observe that, as n→ +∞,

(−∆)mη̃n =

(
1 +

η̃n
µ̃2
n

)(
ω−1

2me
2βnη̃n+βn

η̃2
n
µ̃2
n + αs2m

n µ̃2
n

)
→ ω−1

2me
2β∗η0 ,

locally uniformly in R2m. This implies that η0 must be a weak solution of (−∆)mη0 = ω−1
2me

2β∗η0 ,

e2β∗η0 ∈ L1(R2m),
η0 ≤ 0, η0(0) = 0.

(4.31)

Solutions of problem (4.31) have been classified in [33] (see also [22] and [51]). In particular, Theorems
1 and 2 in [33] imply that there exists a real number a ≤ 0, such that lim|y|→+∞∆η0(y) = a. Moreover,

either a 6= 0, or η0(y) = − m
β∗ log

(
1 + |y|2

4

)
, for any y ∈ R2m. To exclude the first possibility we observe

that, if a 6= 0, then we can find R0 > 0 such that |∆η0| ≥ |a|2 for |y| ≥ R0. This yields∫
BR(0)

|∆η0|dy ≥
∫
BR0

(0)

|∆η0|dy +
|a|
2
ω2m(R2m −R2m

0 ), (4.32)

for any R > R0. But Lemma 4.12 implies∫
BR(0)

|∆η0|dy ≤ CR2m−2, (4.33)

for any R > 1. For large values of R, (4.33) contradicts (4.32).

This completes the proof of Proposition 4.9. Now, we state some properties of the function η0 that
will play a crucial role in the next sections.

Lemma 4.13. Let η0 be as in (4.14). Then, as R→ +∞, we have

ω−1
2m

∫
BR(0)

e2β∗η0dy = 1 +O(R−2m) (4.34)

and ∫
BR(0)

|∆m
2 η0|2dy =

2m

β∗
log

R

2
+ Im −Hm +O(R−2 logR), (4.35)

where Hm is defined as in (2.6) and

Im =

∫
R2m

η0(−∆)mη0 dy = − m42m

β∗ω2m

∫
R2m

log
(

1 + |y|2
4

)
(4 + |y|2)

2m dy (4.36)

is as in (4.9).

Proof. First, using a straightforward change of variable and the representation of S2m through the stan-
dard stereographic projection, we observe that∫

R2m

e2β∗η0dy =

∫
R2m

4m

(1 + |y|2)2m
dy = ω2m.
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Since e2β∗η0 = O( 1
|y|4m ) as |y| → +∞, we get (4.34).

The proof of (4.35) relies on the integration by parts formula of Proposition 2.1. For any 1 ≤ l ≤ m−1,
we have

∆lη0(y) =
m

β∗

l∑
k=0

ak,l
|y|2k

(4 + |y|2)2l
, ak,l = (−1)l(l − 1)!

(
l

k

)
(m+ l − 1)!(m− l + k − 1)!

(m+ k − 1)!(m− l − 1)!
24l−2k,

and

∆l+ 1
2 η0(y) =

m

β∗

l∑
k=0

bk,l
|y|2ky

(4 + |y|2)2l+1
, bk,l =

{
8(k + 1)ak+1,l + (2k − 4l)ak,l 0 ≤ k ≤ l − 1,

−2lall k = l.

Note that all = −2K̃m,l, where K̃m,l is as in (2.2). In any case, for 1 ≤ j ≤ 2m− 1, we find

∆
j
2 η0 = −2m

β∗
Km, j2

ej(y)

|y|j
+O(|y|−2−j), (4.37)

as |y| → +∞, where Km, j2
and ej are defined as in (2.3) and (2.4). Integrating by parts, we find

∫
BR(0)

|∆m
2 η0|2dy =

∫
BR(0)

η0(−∆)mη0 dy −
m−1∑
j=0

∫
∂BR(0)

(−1)j+mν ·∆
j
2 η0∆

2m−j−1
2 η0 dσ.

On ∂BR(0), (4.37) and the identity 2m
β∗ Km, 2m−1

2
= (−1)m−1

ω2m−1
imply

ν · η0∆
2m−1

2 η0 =

(
−2m

β∗
log

R

2
+O(R−2)

)(
−2m

β∗
Km, 2m−1

2
R1−2m +O(R−2m−1)

)
=

(−1)m

ω2m−1
R1−2m

(
−2m

β∗
log

R

2
+O(R−2 logR)

)
,

and, for 1 ≤ j ≤ m− 1, that

ν ·∆
j
2 η0∆

2m−j−1
2 η0 =

(
−2m

β∗
Km, j2

R−j +O(R−j−2)

)(
−2m

β∗
Km, 2m−j−1

2
R1+j−2m +O(Rj−2m−1)

)
=

(
2m

β∗

)2

Km, j2
Km, 2m−j−1

2
R1−2m +O(R−2m−1).

Hence, we have∫
BR(0)

|∆m
2 η0|2dy =

∫
BR(0)

η0(−∆)mη0 dy +
2m

β∗
log

R

2
−Hm +O(R−2 logR). (4.38)

Finally, since η0(−∆)mη0 decays like |y|−4m log |y| as |y| → +∞, we get∫
BR(0)

η0(−∆)mη0 dy = Im +O(R−2m logR),

which, together with (4.38), gives the conclusion.

Remark 4.14. Proposition 4.8 and Lemma 4.13 imply

1. lim
n→+∞

∫
BRrn(xn)

λnu
2
ne
βnu

2
ndx = 1 +O(R−2m).
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2. lim
n→+∞

∫
BRrn(xn)

λnµnune
βnu

2
ndx = 1 +O(R−2m).

3. lim
n→+∞

∫
BRrn(xn)

λnµn|un|eβnu
2
ndx = 1 +O(R−2m).

4. lim
n→+∞

∫
BRrn(xn)

λnµ
2
ne
βnu

2
ndx = 1 +O(R−2m).

Indeed, all the integrals converge to ω−1
2m

∫
BR(0)

e2β∗η0dy.

4.4 Estimates on the derivatives of un

In this subsection, we prove some pointwise estimates on un and its derivatives that are inspired from
the ones in Theorem 1 of [32] and Proposition 11 of [36] (where the authors assume α = 0 and un ≥ 0).

Proposition 4.15. There exists a constant C > 0, such that

|x− xn|2mλnu2
ne
βnu

2
n ≤ C,

for any x ∈ Ω.

Proof. Let us denote

Ln := sup
x∈Ω

|x− xn|2mλnu2
n(x)eβnu

2
n(x). (4.39)

Assume by contradiction that Ln → +∞ as n→ +∞. Take a point x̃n ∈ Ω such that

Ln = |x̃n − xn|2mλnu2
n(x̃n)eβnu

2
n(x̃n), (4.40)

and define µ̃n := un(x̃n) and sn ∈ R+ such that

ω2ms
2m
n λnµ̃

2
ne
βnµ̃

2
n = 1. (4.41)

We will show that x̃n and sn satisfy the assumptions of Proposition 4.9. Clearly, since Ln → +∞, (4.40)
and (4.41) imply that

|µ̃n| → +∞ and
|xn − x̃n|

sn
→ +∞. (4.42)

In particular, sn → 0. Let vn and Ω̃n be as in Proposition 4.9. Using (4.39) and (4.40), we obtain

v2
n

µ̃2
n

ev
2
n−µ̃

2
n ≤ |yn|2m

|y − yn|2m
, (4.43)

for any y ∈ Ω̃n, where yn := xn−x̃n
sn

. Since |yn| → +∞, (4.43) yields

v2
n

µ̃2
n

ev
2
n−µ̃

2
n ≤ C(R) in Ω̃n ∩BR(0), (4.44)

for sufficiently large n. Thanks to (4.44), we infer that∣∣∣∣ vnµ̃n
∣∣∣∣ ≤ C(R) and v2

n − µ̃2
n ≤ C(R)
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on the set {|vn| ≥ |µ̃n|} ∩BR(0), and therefore on Ω̃n ∩BR(0). Then, all the assumptions of Proposition
4.9 are satisfied. In particular, as in Remark 4.14, by Proposition 4.9 and Lemma 4.13, we get

lim
n→+∞

∫
BRsn (x̃n)

λnu
2
ne
βnu

2
ndx = ω−1

2m

∫
BR(0)

e2β∗η0dy = 1 +O(R−2m). (4.45)

Besides, if rn is as in (4.12), we have rn ≤ sn and, by (4.42), BRsn(x̃n) ∩ BRrn(xn) = ∅, for any R > 0.
Then, (4.4), Remark 4.14, and (4.45) imply

1 = lim
n→+∞

∫
Ω

λnu
2
ne
βnu

2
ndx ≥ lim

n→+∞

∫
BRrn (xn)∪BRsn (x̃n)

λnu
2
ne
βnu

2
ndx = 2 +O(R−2m),

which is a contradiction for large values of R.

Next, we prove pointwise estimates on |∇lun| for any 1 ≤ l ≤ 2m− 1.

Proposition 4.16. There exists a constant C > 0 such that

|x− xn|l|un∇lun| ≤ C,

for any x ∈ Ω and 1 ≤ l ≤ 2m− 1.

The proof of Proposition 4.16 follows the same steps of the ones of Propositions 4.9. However, in this
case it will be more difficult to obtain uniform bounds on un on a small scale. For any 1 ≤ l ≤ 2m− 1,
we denote

Ln,l := sup
x∈Ω

|x− xn|l|un||∇lun|. (4.46)

Let xn,l ∈ Ω be such that
|xn,l − xn|l|un(xn,l)∇lun(xn,l)| = Ln,l. (4.47)

We define sn,l := |xn,l − xn|, µn,l := un(xn,l), and yn,l :=
xn−xn,l
sn,l

. Up to subsequences, we can assume

yn,l → yl ∈ S2m−1 as n→ +∞. Consider now the scaled functions

vn,l(y) = un(xn,l + sn,ly),

which are defined on the sets Ωn,l := {y ∈ R2m : xn,l + sn,ly ∈ Ω}. Observe that vn,l satisfies{
(−∆)mvn,l = s2m

n,lλnvn,le
βnv

2
n,l + s2m

n,lαvn,l in Ωn,l,

vn,l = ∂νvn,l = . . . = ∂m−1
ν vn,l = 0, on ∂Ωn,l.

(4.48)

Moreover, Proposition 4.15 yields

s2m
n,lλnv

2
n,le

βnv
2
n,l ≤ C

|y − yn,l|2m
, (4.49)

for any y ∈ Ωn,l, and (4.47) can be rewritten as

Ln,l = |vn,l(0)||∇lvn,l(0)| = |µn,l||∇lvn,l(0)|. (4.50)

Remark 4.17. If Ln,l → +∞ as n→ +∞, then Lemma 4.4 implies that sn,l → 0. In particular, (4.49)
gives

s2m
n,lλnvn,le

βnv
2
n,l → 0

as n → +∞, uniformly in Ωn,l \ B 1
R

(yl), for any R > 0. Indeed, if we choose a sequence {an}n∈N such

that an → +∞ and s2m
n,lλnane

βna
2
n → 0 as n→ +∞, then we have∣∣∣s2m

n,lλnvn,le
βnv

2
n,l

∣∣∣ ≤ s2m
n,lλnane

βna
2
n ,
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on the set {|vn,l| ≤ an}, while (4.49) gives

∣∣∣s2m
n,lλnvn,le

βnv
2
n,l

∣∣∣ ≤ s2m
n,lλnv

2
n,le

βnv
2
n,l

an
≤ C

an|y − yn,l|
,

on the set {|vn,l| ≥ an}.

In the following, we will treat separately the cases l = 1 and 2 ≤ l ≤ 2m− 1.

Lemma 4.18. If Ln,1 → +∞ as n → +∞, then we have
d(xn,1,∂Ω)

sn,1
→ +∞. Moreover,

vn,1
µn,1

→ 1 in

C2m−1,γ
loc (R2m \ {y1}), for any γ ∈ (0, 1).

Proof. It is sufficient to prove that xn,1, sn,1 and vn,1 satisfy the assumptions of Lemma 4.10 and Lemma
4.11, with Σ = {y1}. First of all, we observe that, for any R > 0, the definition of Ln,1 implies
|∇v2

n,1| ≤ C(R)Ln,1 in Ωn,1 \B 1
R

(y1). Then, a Taylor expansion and (4.50) yield

v2
n,1 ≤ µ2

n,1 + C(R)Ln,1 ≤ C(R)D2
n,1 (4.51)

in Ωn,1∩BR(0)\B 1
R

(y1), where Dn,1 := max0≤i≤2m−1 |∇ivn,1(0)|. Moreover, by equation (4.48), Remark

4.17, and (4.51), we get

|(−∆)mvn,1| = o(1) + s2m
n,1αvn,1 = o(1) +O(s2m

n,1Dn,1),

uniformly in Ωn,1 ∩BR(0) \B 1
R

(y1). Finally, Remark 4.17 gives sn,1 → 0, while (4.50) and the condition
Ln,1 → +∞ imply Dn,1 → +∞.

We can now prove Proposition 4.16 for l = 1.

Proof of Proposition 4.16 for l = 1. Assume by contradiction that Ln,1 → +∞, as n → +∞. Consider

the function zn(y) :=
vn,1(y)− µn,1
|∇vn,1(0)|

. On the one hand, by the definitions of Ln,1 and xn,1 in (4.46) and

(4.47), and by Lemma 4.18, we have

|∇vn,1(y)| ≤ |∇vn,1(0)|(1 + o(1))

|y − yn,1|
≤ C(R)|∇vn,1(0)|,

uniformly in BR(0) \B 1
R

(y1), for any R > 0. In particular,

|∇zn(y)| ≤ C(R) in BR(0) \B 1
R

(y1).

Since zn(0) = 0, zn is bounded in L∞loc(R2m \{y1}). On the other hand, arguing as in (4.29), Lemma 4.18
implies that

s2m
n,1µ

2
n,1 = o(1),

and, using also (4.49), that

(−∆)mzn =
λns

2m
n,1vn,1e

βnv
2
n,1 + αs2m

n,1vn,1

|∇vn,1(0)|
= O

(
1

µn.1|∇vn,1(0)|

)
= o(1), in BR(0) \B 1

R
(y1).

By Proposition A.5, we find a function z0, harmonic in R2m\{y1}, such that, up to subsequences, zn → z0

in C2m−1,γ
loc (R2m \ {y1}), for any γ ∈ (0, 1). We claim now that z0 must be constant on R2m \ {y1}. To

prove this, we observe that, by Lemma 4.6, for any R > 0 there exists a constant C(R) > 0 such that

‖∇v2
n,1‖L1(BR(0)) ≤ C(R).
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Applying Lemma 4.18 and (4.50), we obtain

‖∇v2
n,1‖L1(BR(0)) ≥ 2

∫
BR(0)\B 1

R
(y1)

|vn,1||∇vn,1|dy

= 2|µn,1|(1 + o(1))‖∇vn,1‖L1(BR(0)\B 1
R

(y1))

= 2Ln,1(1 + o(1))‖∇zn‖L1(BR(0)\B 1
R

(y1)).

Thus, as n→ +∞, we have

‖∇zn‖L1(BR(0)\B 1
R

(y1)) ≤
C(R)

Ln,1
→ 0.

Hence, z0 must be constant, which contradicts

|∇z0(0)| = lim
n→+∞

|∇zn(0)| = 1.

We shall now deal with the case 2 ≤ l ≤ 2m − 1. Since Proposition 4.16 has been proved for l = 1,
we know that Ln,1 is bounded, i.e.

|x− xn||un(x)||∇un(x)| ≤ C,

for any x ∈ Ω. Equivalently, given any 1 ≤ l ≤ 2m− 1, we have

|vn,l(y)||∇vn,l(y)| ≤ C

|y − yn,l|
, (4.52)

for any y ∈ Ωn,l. In particular, (4.52) yields

‖∇v2
n,l‖L∞(Ωn,l\B 1

R
(yl))
≤ C(R), (4.53)

for any R > 0.

Lemma 4.19. Fix any 2 ≤ l ≤ 2m − 1. If Ln,l → +∞ as n → +∞, then we have
d(xn,l,∂Ω)

sn,l
→ +∞.

Moreover,
vn,l
µn,l
→ 1 in C2m−1,γ

loc (R2m \ {yl}), for any γ ∈ (0, 1).

Proof. As in Lemma 4.18, we show that xn,l, sn,l and vn,l satisfy the assumptions of Lemma 4.10 and
Lemma 4.11, with Σ = {yl}. Let us denote Dn,l := max0≤i≤2m−1 |∇ivn,l(0)|. Note that (4.50) and the
condition Ln,l → +∞ imply Dn,l → +∞. Then, for any R > 0, a Taylor expansion and (4.53) yield

v2
n,l ≤ µ2

n,l + C(R) ≤ C(R)D2
n,l (4.54)

in Ωn,l ∩BR(0) \B 1
R

(yl). Moreover, by equation (4.48), Remark 4.17, and (4.54), we get

|(−∆)mvn,l| = o(1) + s2m
n,lαvn,l = o(1) +O(s2m

n,lDn,l),

uniformly in Ωn,l ∩BR(0) \B 1
R

(yl).

Proof of Proposition 4.16 for 2 ≤ l ≤ 2m− 1. Assume by contradiction that Ln,l → +∞ as n → +∞.

Consider the function zn :=
vn,l−µn,l
|∇lvn(0)| . Observe that (4.50), (4.52), and Lemma 4.19, yield

|∇zn(y)| ≤ C(R)

Ln,l
→ 0, (4.55)
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uniformly in BR(0) \B 1
R

(yl), for any R > 0. Since zn(0) = 0, (4.55) implies that

|zn| ≤
C(R)

Ln,l
→ 0,

uniformly in BR(0) \ B 1
R

(yl). Similarly, as a consequence of equation (4.48), (4.49), and Lemma 4.19,
one has

|(−∆)mzn| ≤
C(R)

Ln,l
,

in BR(0) \ B 1
R

(yl). Therefore, up to subsequnces, zn → 0 in C2m−1,γ
loc (R2m \ {yl}), for any γ ∈ (0, 1).

Since |∇lzn(0)| = 1 for any n, we get a contradiction.

4.5 Polyharmonic truncations

In this subsection, we will generalize the truncation argument introduced in [2] and [18]. For any A > 1
and n ∈ N, we will introduce a new function uAn whose values are close to µn

A in a small ball centered at
xn, and which coincides with un outside the same ball.

Lemma 4.20. For any A > 1 and n ∈ N, there exists a radius 0 < ρAn < d(xn, ∂Ω) and a constant
C = C(A) such that

1. un ≥ µn
A in BρAn (xn).

2. |un − µn
A | ≤ Cµ

−1
n on ∂BρAn (xn).

3. |∇lun| ≤
C

µn(ρAn )l
on ∂BρAn (xn), for any 1 ≤ l ≤ 2m− 1.

4. If rn is defined as in (4.12), then
ρAn
rn
→ +∞ as n→ +∞.

Proof. For any σ ∈ S2m−1, the function t 7→ un(xn + tσ) ranges from µn to 0 in the interval [0, t∗n(σ)],
where t∗n(σ) := sup{t > 0 : xn + sσ ∈ Ω for any s ∈ [0, t]}. Since un ∈ C(Ω), one can define

tAn (σ) := inf{t ∈ [0, t∗n(σ)) : un(xn + tσ) =
µn
A
}.

Clearly, one has 0 < tAn (σ) < t∗n(σ) and un(xn + tAn (σ)σ) = µn
A , for any σ ∈ S2m−1. Moreover, the

function σ 7−→ tAn (σ) is lower semi-continuous on S2m−1. In particular, we can find σAn such that
tAn (σAn ) = min

σ∈S2m−1
tAn (σ). We define ρAn := tAn (σn), and yAn := xn + ρAnσ

A
n ∈ ∂BρAn (xn). By construction

we have, 0 < ρAn < d(xn, ∂Ω), un ≥ µn
A on BρAn (xn), and un(yAn ) = µn

A . Thus, applying Proposition 4.16,
we get

|∇lun| ≤
CA

µn(ρAn )l
,

on ∂BρAn (xn), for any 1 ≤ l ≤ 2m− 1. Furthermore, for any x ∈ ∂BρAn (xn), one has

|un(x)− µn
A
| = |un(x)− un(yAn )| ≤ πρAn sup

∂BρAn
(xn)

|∇un| ≤
C

µn
.

Finally, if rn is as in (4.12), Proposition 4.8 and (4.13) imply that un = µn + O(µ−1
n ) uniformly in

BrnR(xn), for any R > 0. Therefore, for sufficiently large n, we have rnR < ρAn . Since R is arbitrary, we
get the conclusion.
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Let ρAn be as in the previous lemma and let vAn ∈ C2m(BρAn (xn)) be the unique solution of{
(−∆)mvAn = 0 in BρAn (xn),
∂iνv

A
n = ∂iνun on ∂BρAn (xn), 0 ≤ i ≤ m− 1.

We consider the function

uAn (x) :=

{
vAn in BρAn (xn),
un in Ω \BρAn (xn).

(4.56)

By definition, we have uAn ∈ Hm
0 (Ω). The main purpose of this section is to study the properties of uAn .

Lemma 4.21. For any A > 1, we have

uAn =
µn
A

+O(µ−1
n ),

uniformly on BρAn (xn).

Proof. Define ṽn(y) := vAn (xn + ρAn y)− µn
A for y ∈ B1(0). Then, by elliptic estimates (Proposition A.2),

we have

‖vAn −
µn
A
‖L∞(BρAn

(xn)) = ‖ṽn‖L∞(B1(0)) ≤ C
m−1∑
l=0

‖∇lṽn‖L∞(∂B1(0))

= C

m−1∑
l=0

(ρAn )l‖∇lvAn ‖L∞(∂BρAn
(xn))

= C

m−1∑
l=0

(ρAn )l‖∇lun‖L∞(∂BρAn
(xn))

By Lemma 4.20, we know that (ρAn )l‖∇lun‖L∞(∂BρAn
(xn)) ≤ C

µn
and the proof is complete.

Proposition 4.22. For any A > 1, we have

lim sup
n→+∞

∫
Ω

|∆m
2 uAn |2dx ≤

1

A
.

Proof. Since uAn ≡ un in Ω \ BρAn (xn), uAn is m−harmonic in BρAn (xn), and ∂jνu
A
n = ∂jνun on ∂BρAn (xn)

for 0 ≤ j ≤ m− 1, we have∫
Ω

|∆m
2 (un − uAn )|2dx =

∫
BρAn

(xn)

∆
m
2 (un − uAn )∆

m
2 un dx

=

∫
BρAn

(xn)

(un − uAn )(−∆)mun dx.

(4.57)

As a consequence of Lemma 4.20, we get (−∆)mun ≥ 0 in BρAn (xn). Therefore, the maximum principle

guarantees un ≥ uAn in BρAn (xn). Hence, if rn is as in (4.12), we have∫
BρAn

(xn)

(un − uAn )(−∆)mundx ≥
∫
BRrn (xn)

(un − uAn )(−∆)mundx

≥
∫
BRrn (xn)

(un − uAn )λnune
βnu

2
ndx,

(4.58)
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for any R > 0. By Lemma 4.21, (4.12), and Proposition 4.8, we find∫
BRrn (xn)

(un − uAn )λnune
βnu

2
ndx

= r2m
n λn

∫
BR(0)

(
µn +

ηn
µn
− µn

A
+O(µ−1

n )

)(
µn +

ηn
µn

)
e
βn

(
µ2
n+2ηn+

η2
n
µ2
n

)
dy

= ω−1
2m

(
1− 1

A

)∫
BR(0)

e2β∗η0dy + o(1),

(4.59)

where ηn and η0 are as in (4.13) and (4.14). Using (4.57), (4.58), (4.59), and Lemma 4.13, as n → +∞
and R→ +∞ we find

lim inf
n→+∞

∫
Ω

|∆m
2 (un − uAn )|2dx ≥ 1− 1

A
. (4.60)

Finally, since uAn is m−harmonic in BρAn (xn), we have

1 + o(1) =

∫
Ω

|∆m
2 un|2dx

=

∫
Ω

|∆m
2 uAn |2dx+

∫
Ω

|∆m
2

(
un − uAn

)
|2dx+ 2

∫
Ω

∆
m
2 uAn ·∆

m
2 (un − uAn )dx

=

∫
Ω

|∆m
2 uAn |2dx+

∫
Ω

|∆m
2

(
un − uAn

)
|2dx.

(4.61)

Thus, (4.60) and (4.61) yield the conclusion.

As a consequence of Proposition 4.22, we get some simple but crucial estimates.

Lemma 4.23. Let 0 ≤ α < λ1(Ω) and let Sα,β∗ be as in (1.4). Then, we have

Sα,β∗ = |Ω|+ lim
n→+∞

1

λnµ2
n

.

In particular, λnµn → 0 as n→ +∞.

Proof. Fix A > 1 and let uAn be as in (4.56). By Adams’ inequality (1.1) and Proposition 4.22, we know

that eβn(uAn )2

is bounded in Lp(Ω), for any 1 < p < A. Since uAn → 0 a.e. in Ω, Theorem 3.2 gives

lim
n→+∞

∫
Ω\BρAn (xn)

eβnu
2
ndx = lim

n→+∞

∫
Ω\BρAn (xn)

eβn(uAn )2

dx = |Ω|. (4.62)

By Lemma 4.20, un ≥ µn
A on BρAn (xn). Hence,∫

BρAn (xn)

eβnu
2
ndx ≤ A2

µ2
n

∫
BρAn

(xn)

u2
ne
βnu

2
ndx ≤ A2

λnµ2
n

. (4.63)

Moreover, for R > 0 large enough, Lemma 4.20 (part 4) and Remark 4.14 imply

lim sup
n→+∞

∫
BρAn (xn)

eβnu
2
ndx ≥ lim sup

n→+∞

∫
BrnR(xn)

eβnu
2
ndx = (1 +O(R−2m)) lim sup

n→+∞

1

λnµ2
n

. (4.64)

From (4.2), (4.62), (4.63), (4.64), and Lemma 3.4, we get

|Ω|+ lim sup
n→+∞

1

λnµ2
n

≤ Sα,β∗ ≤ |Ω|+A2 lim inf
n→+∞

1

λnµ2
n

.

Since A is an arbitrary number greater than 1, we get the conclusion.
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We conclude this section with the following lemma, which gives L1 bounds on (−∆)m(µnun). This
will be important in the analysis of the behaviour of un far from x0, which is given in the next section.

Lemma 4.24. The sequence λnµnune
βnu

2
n is bounded in L1(Ω). Moreover, λnµnune

βnu
2
n ⇀ δ0 in the

sense of measures.

Proof. By Remark 4.14, it is sufficient to show that

lim
R→0

lim sup
n→+∞

λn

∫
Ω\BrnR(xn)

µn|un|eβnu
2
ndx = 0.

Let us denote fn = λnµnune
βnu

2
n . Fix A > 1 and let ρAn and uAn be as in Lemma 4.20 and (4.56). Then,

for any R > 0 and n sufficiently large, we have∫
Ω\BrnR(xn)

|fn(x)|dx =

∫
BρAn

(xn)\BrnR(xn)

|fn(x)|dx+

∫
Ω\BρAn (xn)

|fn(x)|dx =: I1
n + I2

n.

By Lemma 4.20, (4.4), and Remark 4.14, we obtain

I1
n ≤ A

∫
BρAn

(xn)\BrnR(xn)

λnu
2
ne
βnu

2
ndx ≤ A

∫
Ω\BrnR(xn)

λnu
2
ne
βnu

2
ndx

= A

(
1−

∫
BrnR(xn)

λnu
2
ne
βnu

2
ndx

)
= AO(R−2m).

Therefore,
lim sup
n→+∞

I1
n ≤ AO(R−2m). (4.65)

For the second integral, we observe that Proposition 4.22 and Adams’ inequality imply that eβn(uAn )2

is
bounded in Lp(Ω), for any 1 < p < A. In particular, applying Hölder’s inequality and Lemma 4.23, we
get

I2
n ≤

∫
Ω\BρAn (xn)

|fn(x)|dx ≤ λnµn‖eβn(uAn )2

‖Lp(Ω)‖un‖
L

p
p−1 (Ω)

≤ Cλnµn‖un‖
L

p
p−1 (Ω)

→ 0,

(4.66)

as n→ +∞. Since R is arbitrary, the conclusion follows from (4.65) and (4.66).

4.6 Convergence to Green’s fuction

In this subsection, we will study the behavior of the sequence µnun according to the position of the blow-
up point x0. First, we will show that, if x0 ∈ Ω, we have µnun → Gα,x0

locally uniformly in Ω \ {x0},
where Gα,x0

is the Green’s function for (−∆)m − α, defined as in (2.5).

Lemma 4.25. The sequence µnun is bounded in Wm,p
0 (Ω), for any p ∈ [1, 2).

Proof. Let vn be the unique solution to{
(−∆)mvn = λnµnune

βnu
2
n =: fn in Ω,

vn = ∂νvn = . . . = ∂m−1
ν vn = 0 on ∂Ω.

By Lemma 4.24, we know that fn is bounded in L1(Ω). By Proposition A.11, we can conclude that vn
is bounded in Wm,p

0 (Ω) for any 1 ≤ p < 2. Define now wn = µnun − vn. Then wn solves{
(−∆)mwn = αwn + αvn in Ω,

wn = ∂νwn = . . . = ∂m−1wn = 0 on ∂Ω.
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If we test the equation against wn, using Poincare’s and Sobolev’s inequalities, we find that

‖wn‖2Hm0 (Ω) = α‖wn‖2L2(Ω) + α

∫
Ω

wnvndx ≤ α‖wn‖2L2(Ω) + α‖wn‖L2(Ω)‖vn‖L2(Ω)

≤ α

λ1(Ω)
‖wn‖2Hm0 (Ω) +

α√
λ1(Ω)

‖wn‖Hm0 (Ω)‖vn‖L2(Ω)

≤ α

λ1(Ω)
‖wn‖2Hm0 (Ω) + C‖wn‖Hm0 (Ω).

Then,

‖wn‖Hm0 (Ω)

(
1− α

λ1(Ω)

)
≤ C,

which implies that wn is bounded Hm
0 (Ω). This yields the conclusion.

Lemma 4.26. Let x0 be as in (4.8). If x0 ∈ Ω, then we have:

1. µnun ⇀ Gα,x0 in Wm,p
0 (Ω) for any 1 < p < 2;

2. µnun → Gα,x0
in C2m−1,γ

loc (Ω \ {x0}).

Proof. Fix 1 < p < 2. By Lemma 4.25, we can find ũ ∈ Wm,p
0 (Ω) such that µnun ⇀ ũ in Wm,p

0 (Ω).
Let ϕ be any test function in C∞c (Ω). Applying Lemma 4.24 and the compactness of the embedding of
Wm,p

0 (Ω) into L1(Ω), we obtain∫
Ω

(µnλnune
βnu

2
n + αµnun)ϕdx = ϕ(x0) + α

∫
Ω

ũϕ dx+ o(1).

Hence necessarily ũ = Gα,x0 . To conclude the proof, it remains to show that µnun → Gα,x0 in C2m−1,γ
loc (Ω\

{x0}). By elliptic estimates (Proposition A.6), it is sufficient to show that (−∆)m(µnun) is bounded in
Ls(Ω \Bδ(x0)), for any s > 1, δ > 0. This follows from Lemma 4.4 and Lemma 4.23.

Lemma 4.26 describes the behaviour of µnun when x0 ∈ Ω. The following Lemma deals with the case
x0 ∈ ∂Ω. In fact, we will prove in the next subsection that blow-up at the boundary is not possible.

Lemma 4.27. If x0 ∈ ∂Ω, we have:

1. µnun ⇀ 0 in Wm,p
0 (Ω) for any 1 < p < 2.

2. µnun → 0 in C2m−1,γ
loc (Ω \ {x0}), for any γ ∈ (0, 1).

Proof. As before, using Lemma 4.25 and Lemma 4.24, we can find ũ ∈ Wm,p
0 (Ω), p ∈ (1, 2), such that

µnun ⇀ ũ in Wm,p
0 (Ω) for any p ∈ (1, 2) and µnun → ũ in C2m−1,γ

loc (Ω \ {x0}), for any γ ∈ (0, 1).
Moreover, as n→ +∞, we have∫

Ω

(µnλnune
βnu

2
n + αµnun)ϕdx = α

∫
Ω

ũϕ dx+ o(1),

Then, ũ is a weak solution of (−∆)mũ = αũ in Ω. Since ũ ∈ Wm,p
0 (Ω), elliptic regularity (Proposition

A.4) implies ũ ∈W 3m,p(Ω), for any p ∈ (1, 2). In particular, we have ũ ∈ Hm
0 (Ω), and

‖ũ‖2Hm0 (Ω) = α‖ũ‖2L2(Ω).

Since 0 ≤ α < λ1(Ω), we must have ũ ≡ 0.

29



4.7 The Pohozaev identity and blow-up at the boundary

In this subsection, we prove that the blow-up point x0 cannot lie on ∂Ω. The proof is based on the
following Pohozaev-type identity.

Lemma 4.28. Let Ω ⊆ R2m be a bounded open set with Lipschitz boundary. If u ∈ C2m(Ω) is a solution
of

(−∆)mu = h(u), (4.67)

with h : R −→ R continuous, then for any y ∈ R2m the following identity holds:

1

2

∫
∂Ω

|∆m
2 u|2(x− y) · ν dσ(x) +

∫
∂Ω

f(x)dσ(x) =

∫
∂Ω

H(u(x))(x− y) · νdσ(x)− 2m

∫
Ω

H(u(x))dx,

where H(t) :=
∫ t

0
h(s)ds and

f(x) :=

m−1∑
j=0

(−1)m+jν ·
(

∆
j
2 ((x− y) · ∇u)∆

2m−j−1
2 u

)
.

Proof. We multiply equation (4.67) for (x− y) · ∇u and integrate on Ω to obtain∫
Ω

(x− y) · ∇u (−∆)mu dx =

∫
Ω

(x− y) · ∇uh(u)dx. (4.68)

On the one hand, using the divergence Theorem, we can rewrite the RHS of (4.68) as∫
Ω

(x− y) · ∇uh(u)dx =

∫
Ω

(x− y) · ∇H(u)dx

=

∫
Ω

div ((x− y)H(u)) dx− 2m

∫
Ω

H(u)dx

=

∫
∂Ω

H(u)(x− y) · ν dσ(x)− 2m

∫
Ω

H(u)dx.

On the other hand, we can integrate by parts the LHS of (4.68) to find∫
Ω

(x− y) · ∇u (−∆)mu dx =

∫
Ω

∆
m
2 ((x− y) · ∇u) ∆

m
2 u dx+

∫
∂Ω

fdσ.

As proved in Lemma 14 of [35], we have the identity

∆
m
2 ((x− y) · ∇u) ·∆m

2 u =
1

2
div
(
(x− y)|∆m

2 u|2
)
.

Hence, the divergence theorem yields∫
Ω

(x− y) · ∇u (−∆)mu dx =
1

2

∫
∂Ω

(x− y) · ν |∆m
2 u|2dσ(x) +

∫
∂Ω

fdσ.

We now apply Lemma 4.28 to un in a neighborhood of x0, and we use Lemma 4.27 to prove that x0

must be in Ω. A smart choice of the point y is crucial to control the boundary terms in the identity. This
strategy was first introduced in [43] and was applied in [35] to Liouville equations in dimension 2m.

Lemma 4.29. Let x0 be as in (4.8). Then x0 ∈ Ω.
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Proof. We assume by contradiction that x0 ∈ ∂Ω. If we fix a sufficiently small δ > 0, we have that
1
2 ≤ ν · ν(x0) ≤ 1 on ∂Ω ∩Bδ(x0). Then we can define

ρn :=

∫
∂Ω∩Bδ(x0)

|∆m
2 un|2(x− x0) · νdσ(x)∫

∂Ω∩Bδ(x0)
|∆m

2 un|2ν · ν(x0)dσ(x)
and yn := x0 + ρnν(x0).

Observe that |yn − x0| ≤ 2δ. Applying the Pohozaev identity of Lemma 4.28 on Ωδ = Ω ∩ Bδ(x0), we
obtain

1

2

∫
∂Ωδ

|∆m
2 un|2(x− yn) · ν dσ(x) +

∫
∂Ωδ

fn(x)dσ(x)

=

∫
∂Ωδ

Hn(un(x))(x− yn) · νdσ(x)− 2m

∫
Ωδ

Hn(un(x))dx,

(4.69)

where Hn(t) = λn
2βn

eβnt
2

+ α
2 t

2, and

fn :=

m−1∑
j=0

(−1)m+jν ·
(

∆
j
2 ((x− yn) · ∇un)∆

2m−j−1
2 un

)
.

Observe that the definitions of yn and ρn imply∫
∂Ω∩Bδ(x0)

|∆m
2 un|2(x− yn) · ν dσ(x) = 0, (4.70)

and thus, by Lemma 4.27, we have∫
∂Ωδ

|∆m
2 un|2(x− yn) · ν dσ(x) =

∫
Ω∩∂Bδ(x0)

|∆m
2 un|2(x− yn) · ν dσ(x) = o(µ−2

n ). (4.71)

Similarly, since fn = −|∆m
2 un|2(x− yn) · ν on ∂Ω ∩Bδ(x0), applying (4.70) and Lemma 4.27, we get∫
∂Ωδ

fn(x)dσ(x) =

∫
Ω∩∂Bδ(x0)

fn(x)dσ(x) = o(µ−2
n ). (4.72)

Furthermore, we have∫
∂Ωδ

eβnu
2
n(x− yn) · νdσ(x) =

∫
Ω∩∂Bδ(x0)

eβnu
2
n(x− yn) · νdσ(x) +

∫
∂Ω∩Bδ(x0)

(x− yn) · νdσ(x)

= Iδ,n + o(µ−2
n ),

where Iδ,n =
∫
∂Ωδ

(x− yn) · νdσ(x) = O(δ) uniformly with respect to n. In particular,∫
∂Ωδ

Hn(un(x))(x− yn) · νdσ(x) =
λn
2βn

∫
∂Ωδ

eβnu
2
n(x− yn) · νdσ(x) +

α

2

∫
Ω∩∂Bδ(x0)

u2
n(x− yn) · νdσ(x)

=
λn
2βn

Iδ,n + o(µ−2
n ).

(4.73)

Finally, we have ∫
Ωδ

Hn(un(x))dx =
λn
2βn

∫
Ωδ

eβnu
2
ndx+

α

2

∫
Ωδ

u2
ndx

=
λn
2βn

∫
Ωδ

eβnu
2
ndx+ o(µ−2

n ).

(4.74)
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Therefore, (4.71), (4.72), (4.73), (4.74) allow to rewrite the identity in (4.69) as

λnµ
2
n

(
2m

∫
Ωδ

eβnu
2
ndx− Iδ,n

)
= o(1). (4.75)

Lemma 4.27, (4.2) and Lemma 3.4, assure∫
Ωδ

eβnu
2
ndx = Fβn(un)−

∫
Ω\Bδ(x0)

eβnu
2
ndx→ Sα,β∗ − |Ω \Bδ(x0)| ≥ Sα,β∗ − |Ω| > 0,

as n → +∞. Then, for δ sufficiently small, the quantity
∫

Ωδ
eβnu

2
ndx − In,δ is bounded away from 0.

Hence, the identity (4.75) implies λnµ
2
n → 0 and, since In,δ = O(δ),

λnµ
2
n

∫
Ωδ

eβnu
2
ndx = o(1). (4.76)

But (4.76) contradicts Remark 4.14, since for any large R > 0 one has

λnµ
2
n

∫
Ωδ

eβnu
2
ndx ≥ λnµ2

n

∫
BRrn (xn)

eβnu
2
ndx = 1 +O(R−2m).

4.8 Neck analysis

In this subsection, we complete the proof of Proposition 4.2 by giving a sharp upper bound on
1

λnµ2
n

.

Let us fix a large R > 0 and a small δ > 0 and let us consider the annular region

An(R, δ) := {x ∈ Ω : rnR ≤ |x− xn| ≤ δ},

where rn is given by (4.12). Note that, by Lemma 4.29, we have An(R, δ) ⊆ Ω, for any 0 < δ < d(x0, ∂Ω)
and any sufficiently large n ∈ N. Our main idea is to compare the Dirichlet energy of un on An(R, δ)
with the energy of the m−harmonic function

Wn(x) := − 2m

β∗µn
log |x− xn|.

As a consequence of Proposition 4.8 and (4.13), on ∂BRrn(xn), we have

un(x) = µn +
η0(x−xnrn

)

µn
+ o(µ−1

n ) = µn −
2m

β∗µn
log

R

2
+
O(R−2)

µn
+ o(µ−1

n ),

as n→ +∞. Similarly, using also (4.37), we find

∆
j
2un(x) =

∆
j
2 η0(x−xnrn

)

rjnµn
+ o(r−jn µ−1

n ) = −
2mKm, j2

β∗rjnµnRj
en,j +

O(R−j−2)

rjnµn
+ o(r−jn µ−1

n ),

for any 1 ≤ j ≤ 2m− 1, where en,j := ej(x− xn) with ej is as in (2.4). The function Wn has an analog
behaviour. Indeed, remembering the definition of rn in (4.12), we get

Wn(x) =
βn
β∗
µn −

2m

β∗µn
logR+

1

β∗µn
log
(
ω2mλnµ

2
n

)
, (4.77)

and, by (2.4),

∆
j
2Wn = −

2mKm, j2

β∗µnr
j
nRj

en,j , for any 1 ≤ j ≤ 2m− 1, (4.78)
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on ∂BRrn(xn). We can so conclude that, as n→ +∞, on ∂BRrn(xn), we have the expansions

un −Wn =

(
1− βn

β∗

)
µn +

1

β∗µn
log

(
22m

ω2mλnµ2
n

)
+
O(R−2)

µn
+ o(µ−1

n ), (4.79)

and

∆
j
2 (un −Wn) =

O(R−j−2)

rjnµn
+ o(r−jn µ−1

n ), for any 1 ≤ j ≤ 2m− 1. (4.80)

Similarly, on ∂Bδ(xn), we can use Lemma 4.26 and Propositon 2.2 to get

un −Wn =
Cα,x0

µn
+
O(δ)

µn
+ o(µ−1

n ), (4.81)

and

∆
j
2 (un −Wn) =

O(1)

µn
+ o(µ−1

n ), for any 1 ≤ j ≤ 2m− 1. (4.82)

Here we have also used that |x−xn||x−x0| → 1, uniformly on ∂Bδ(xn). The asymptotic formulas in (4.77)-

(4.82) allow to compare ‖∆m
2 un‖L2(An(R,δ)) and ‖∆m

2 Wn‖L2(An(R,δ)). Since the quantity λnµ
2
n appears

in (4.79), this will result in the desired upper bound.

Lemma 4.30. Under the assumptions of Proposition 4.2, we have

lim
n→+∞

1

λnµ2
n

≤ ω2m

22m
eβ
∗(Cα,x0−Im).

Proof. First, Young’s inequality yields

‖∆m
2 un‖2L2(An(R,δ)) − ‖∆

m
2 Wn‖2L2(An(R,δ)) ≥ 2

∫
An(R,δ)

∆
m
2 (un −Wn) ·∆m

2 Wndx. (4.83)

Integrating by parts, the integral in the RHS equals to∫
An(R,δ)

∆
m
2 (un−Wn)·∆m

2 Wndx = −
∫
∂An(R,δ)

m−1∑
j=0

(−1)m+jν ·
(

∆
j
2 (un −Wn)∆

2m−j−1
2 Wn

)
dσ. (4.84)

Let us denote, Λn := 22m

ω2mλnµ2
n

. On ∂BRrn(xn), by (4.78), (4.79), (4.80), and the explicit expression of

K 2m−1
2

(see (2.3)), we find

(un −Wn)∆
2m−1

2 Wn · ν = −2m

β∗

(
1− βn

β∗
+

1

β∗µ2
n

log (Λn) +
O(R−2)

µ2
n

+ o(µ−2
n )

) Km, 2m−1
2

(rnR)2m−1

=
(−1)m

ω2m−1(rnR)2m−1

(
1− βn

β∗
+

1

β∗µ2
n

log (Λn) +
O(R−2)

µ2
n

+ o(µ−2
n )

)
,

(4.85)

and, for 1 ≤ j ≤ m− 1,

∆
j
2 (un −Wn)∆

2m−j−1
2 Wn · ν =

(
O(R−2)

µ2
n

+ o(µ−2
n )

)
O(rnR)1−2m. (4.86)

Similarly, on ∂Bδ(x0), (2.4), (4.81) and (4.82) yield

(un −Wn)∆
2m−1

2 Wn · ν =
(−1)m

ω2m−1δ2m−1

(
Cα,x0

µ2
n

+
O(δ)

µ2
n

+ o(µ−2
n )

)
, (4.87)
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and

∆
j
2 (un −Wn)∆

2m−j−1
2 Wn · ν =

(
O(1)

µ2
n

+ o(µ−2
n )

)
O(δ1+j−2m), (4.88)

for any 1 ≤ j ≤ m− 1. Using (4.85), (4.86), (4.87), (4.88), we can rewrite (4.84) as∫
An(R,δ)

∆
m
2 (un −Wn) ·∆m

2 Wndx = Γn +
O(R−2)

µ2
n

+
O(δ)

µ2
n

+ o(µ−2
n ),

with

Γn := 1− βn
β∗

+
1

β∗µ2
n

log (Λn)− Cα,x0

µ2
n

. (4.89)

Therefore, (4.83) reads as

‖∆m
2 un‖2L2(An(R,δ)) − ‖∆

m
2 Wn‖2L2(An(R,δ)) ≥ 2Γn +

O(R−2)

µ2
n

+
O(δ)

µ2
n

+ o(µ−2
n ). (4.90)

We shall now compute the difference in the LHS of (4.90) in a precise way. Since ‖un‖α = 1, we have

‖∆m
2 un‖2L2(An(R,δ)) = 1 + α‖un‖2L2(Ω) −

∫
Ω\Bδ(x0)

|∆m
2 un|2dx−

∫
BrnR(xn)

|∆m
2 un|2dx.

By Lemma 4.26 and Lemma 2.3, we infer

‖un‖2L2(Ω) =
‖Gα,x0‖2L2(Ω)

µ2
n

+ o(µ−2
n ),

and ∫
Ω\Bδ(x0)

|∆m
2 un|2dx = µ−2

n

(
α‖Gα,x0‖2L2(Ω) −

2m

β∗
log δ + Cα,x0 +Hm +O(δ| log δ|) + o(1)

)
.

Moreover, Proposition 4.8 and Lemma 4.13 imply∫
BrnR(xn)

|∆m
2 un|2dx = µ−2

n

(
2m

β∗
log

R

2
+ Im −Hm +O(R−2 logR) + o(1)

)
.

Therefore,

‖∆m
2 un‖2L2(An(R,δ)) = 1 +

2m

β∗µ2
n

log
2δ

R
− Cα,x0

+ Im
µ2
n

+
O(R−2 logR)

µ2
n

+
O(δ| log δ|)

µ2
n

+ o(µ−2
n ).

The identity ω2m−1
2m
β∗ K

2
m,m2

= 1 and a direct computation show that

‖∆m
2 Wn‖2L2(An(R,δ)) = ω2m−1

(
2mKm,m2

β∗µn

)2

log
δ

Rrn

=
2m

β∗µ2
n

log
δ

R
+
βn
β∗

+
1

β∗µ2
n

log
(
ω2mλnµ

2
n

)
.

Hence,

‖∆m
2 un‖2L2(An(R,δ)) − ‖∆

m
2 Wn‖2L2(An(R,δ)) = Γn −

Im
µ2
n

+
O(R−2 logR)

µ2
n

+
O(δ| log δ|)

µ2
n

+ o(µ−2
n ), (4.91)

34



with Γn as in (4.89). Comparing (4.90) and (4.91), we find the upper bound

Γn ≤ −
Im
µ2
n

+
O(R−2 logR)

µ2
n

+
O(δ| log δ|)

µ2
n

+ o(µ−2
n ). (4.92)

Since βn < β∗, the definition of Γn in (4.89) implies

Γn ≥
1

β∗µ2
n

log (Λn)− Cα,x0

µ2
n

,

Then, (4.92) yields

log (Λn) ≤ β∗(Cα,x0
− Im) +O(R−2 logR) +O(δ| log δ|) + o(1).

Passing to the limit as n→ +∞, R→ +∞ and δ → 0, we can conclude

lim
n→+∞

Λn ≤ eβ
∗(Cα,x0−Im).

We have so concluded the proof of Proposition 4.2, which follows directly from Lemma 4.23, Lemma
4.29, and Lemma 4.30.

5 Test functions and the proof of Theorem 1.2

In this section, we complete the proof of Theorem 1.2 by showing that the upper bound on Sα,β∗ , given
in Proposition 4.2, cannot hold. Consequently, any sequence un ∈Mα satisfying (4.2) must be uniformly
bounded in Ω.

Lemma 5.1. For any x0 ∈ R2m, and ε,R,µ > 0, there exists a unique radially symmetric polynomial
pε,R,µ,x0

such that

∂iνpε,R,µ,x0
(x) = −∂iν

(
µ2 + η0

(
x− x0

ε

)
+

2m

β∗
log |x− x0|

)
on ∂BεR(x0), (5.1)

for any 0 ≤ i ≤ m− 1, where η0 is as in (4.14). Moreover, pε,R,µ,x0 has the form

pε,R,µ,x0(x) = −µ2 +

m−1∑
j=0

cj(ε,R)|x− x0|2j , (5.2)

with

c0(ε,R) = −2m

β∗
log(2ε) + d0(R) and cj(ε,R) = ε−2jR−2jdj(R), 1 ≤ j ≤ m− 1,

where dj(R) = O(R−2) as R→ +∞, for 0 ≤ j ≤ m− 1.

Proof. We can construct pε,R,µ,x0
in the following way. Let d1(R),...,dm−1(R) be the unique solution of

the non-degenerate linear system

m−1∑
j=[ i+1

2 ]

(2j)!

(2j − i)!
dj(R) =

2m

β∗
(−1)i(i− 1)!−Riη(i)

0 (R), i = 1, . . . ,m− 1. (5.3)

Set also

d̃0(ε,R, µ) : = −
(
µ2 + η0(R) +

2m

β∗
log(εR)

)
−
m−1∑
j=1

dj(R), (5.4)
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and

q(x) := d̃0(ε,R, µ) +

m−1∑
j=1

dj(R)|x|2j .

If we define pε,R,µ,x0
(x) := q

(
x−x0

εR

)
, then pε,R,µ,x0

(x) satisfies (5.1) for any 0 ≤ i ≤ m − 1. Since, as
R→ +∞,

η
(i)
0 (R) =

2m

β∗
(−1)i(i− 1)!R−i +O(R−i−2), for 1 ≤ i ≤ m− 1,

and the system in (5.3) is nondegenerate, we find dj = O(R−2) as R→ +∞ for 1 ≤ j ≤ m−1. Similarly,
we have

d̃0(ε,R, µ) = −µ2 − 2m

β∗
log(2ε) + d0(R),

where

d0(R) := −η0(R)− 2m

β∗
log

R

2
−
m−1∑
j=1

dj(R),

and, by (5.4) and the asymptotic behavior at infinity of η0, d0(R) = O(R−2) as R→ +∞. Then pε,R,µ,x0

has the form (5.2) with c0(ε,R) := d̃0(ε,R, µ) + µ2 and cj(ε,R) := (εR)−2jdj(R).

Remark 5.2. Observe that Lemma 5.1 gives∣∣∣∣pε,R,µ,x0
+ µ2 +

2m

β∗
log(2ε)

∣∣∣∣ ≤ CR−2 and |∆m
2 pε,R,µ,x0

| ≤ Cε−mR−m−2,

in BεR(x0), where C depends only on m.

Proposition 5.3. For any x0 ∈ Ω, and 0 ≤ α < λ1(Ω), we have

Sα,β∗ > |Ω|+
ω2m

22m
eβ
∗(Cα,x0

−Im),

where Cα,x0 and Im are respectively as in Proposition 2.2 and (4.36).

Proof. We consider the function

uε,α,x0
(x) :=


µε +

η0

(
x−x0

ε

)
µε

+
Cα,x0

+ ψα,x0
(x) + pε(x)

µε
for |x− x0| < εRε,

Gα,x0(x)

µε
for |x− x0| ≥ εRε,

where ψα,x0 is as in the expansion of Gα,x0 given in Proposition 2.2, Rε = | log ε|, µε is a constant that
will be fixed later, and pε := pε,Rε,µε,x0

is the polynomial defined in Lemma 5.1. To simplify the notation,
in this proof we will write uε in place of uε,α,x0

without specifying the dependence on α and x0.
Note that the choice of pε (specifically (5.1)) implies that, for sufficiently small ε, uε ∈ Hm

0 (Ω).
Moreover, we can write uε = ũε

µε
, where

ũε(x) =

{
η0

(
x−x0

ε

)
+ Cα,x0

+ ψα,x0
(x) + pε + µ2

ε if |x− x0| < εRε,
Gα,x0

if |x− x0| ≥ εRε,
(5.5)

is a function that does not depend on the choice of µε, because of Lemma 5.1. In particular, if we fix
µε := ‖ũε‖α, we get ‖uε‖α = 1, and so uε ∈ Mα. In order to compute Fβ∗(uε), we need a precise
expansion of µε. Observe that, by Lemma 4.13, the function ηε(x) := η0

(
x−x0

ε

)
, satisfies∫

BεRε (x0)

|∆m
2 ηε|2dx =

∫
BRε (0)

|∆m
2 η0|2dx

=
2m

β∗
log

Rε
2

+ Im −Hm +O(R−2
ε logRε).

(5.6)
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Since ψα,x0
∈ C2m−1(Ω), we have∫

BεRε (x0)

|∆m
2 ψα,x0

|2dx = O(ε2mR2m
ε ), (5.7)

Remark 5.2 gives |∆m
2 pε| = O(ε−mR−m−2

ε ) in BεRε(x0). Therefore,∫
BεRε (x0)

|∆m
2 pε|2dx = O(R−4

ε ). (5.8)

Using Hölder’s inequality, (5.6) and (5.7), we find∫
BεR(x0)

∆
m
2 ηε ·∆

m
2 ψα,x0

dx ≤ ‖∆m
2 ηε‖L2(BεRε (x0))‖∆

m
2 ψα,x0

‖L2(BεRε (x0))

= O(εmRmε log
1
2 Rε).

(5.9)

Similarly, by (5.6), (5.7) and (5.8), we get∫
BεRε (x0)

∆
m
2 ηε ·∆

m
2 pεdx = O(R−2

ε log
1
2 Rε), (5.10)

and ∫
BεRε (x0)

∆
m
2 pε ·∆

m
2 ψα,x0dx = O(εmRm−2

ε ). (5.11)

By (5.6), (5.7), (5.8), (5.9), (5.10) and (5.11), we infer∫
BεRε (x0)

|∆m
2 ũε|2dx =

2m

β∗
log

Rε
2

+ Im −Hm +O(R−2
ε logRε).

Furthermore, applying Lemma 2.3, we have∫
Ω\BεRε (x0)

|∆m
2 ũε|2dx =

∫
Ω\BεRε (x0)

|∆m
2 Gα,x0

|2dx

= −2m

β∗
log(εRε) + Cα,x0 +Hm + α‖Gα,x0‖2L2(Ω) +O(εRε| log(εRε)|).

Hence, ∫
Ω

|∆m
2 ũε|2dx = −2m

β∗
log(2ε) + Cα,x0 + Im + α‖Gα,x0‖2L2(Ω) +O(R−2

ε logRε). (5.12)

Finally, since (5.5) and Remark 5.2, imply ũε = O(| log ε|) on BεRε(x0), and since Gα,x0
= O(| log |x−x0||)

near x0, we find

‖ũε‖2L2(Ω) = ‖Gα,x0
‖2L2(Ω\BεRε ) +O(ε2mR2m

ε log2 ε)

= ‖Gα,x0
‖2L2(Ω) +O(ε2mR2m

ε log2 ε).
(5.13)

Therefore, using (5.12) and (5.13), we obtain

µ2
ε = ‖ũε‖2α = −2m

β∗
log(2ε) + Cα,x0 + Im +O(R−2

ε logRε). (5.14)

We can now estimate Fβ∗(uε). On BεRε(x0), by definition of uε, we get

u2
ε ≥ µ2

ε + 2

(
η0

(
x− x0

ε

)
+ Cα,x0 + ψα,x0(x) + pε(x)

)
.
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Then, Lemma 5.1, Remark 5.2, and (5.14), give

u2
ε ≥ −

2m

β∗
log(2ε) + 2η0

(
x− x0

ε

)
+ Cα,x0 − Im +O(R−2

ε logRε).

Hence, using a change of variables and Lemma 4.13,∫
BεRε (x0)

eβ
∗u2
εdx ≥ 1

22m
eβ
∗(Cα,x0

−Im)(1 +O(R−2
ε logRε))

∫
BRε (0)

e2β∗η0dy

=
ω2m

22m
eβ
∗(Cα,x0−Im) +O(R−2

ε logRε)).

(5.15)

Outside BεRε(x0), the basic inequality et
2 ≥ 1 + t2 gives∫

Ω\BεRε (x0)

eβ
∗u2
εdx =

∫
Ω\BεRε (x0)

e
β∗

µ2
ε
G2
α,x0dx

≥ |Ω|+ β∗

µ2
ε

‖Gα,x0
‖2L2(Ω) + o(µ−2

ε ) +O(ε2mR2m
ε ).

(5.16)

Since Rε = O(µ2
ε), by (5.15) and (5.16), we conclude that

Fβ∗(uε) ≥ |Ω|+
ω2m

22m
eβ
∗(Cα,x0−Im) +

β∗

µ2
ε

‖Gα,x0‖2L2(Ω) + o(µ−2
ε ).

In particular, for sufficiently small ε, we find

Sα,β∗ ≥ Fβ∗(uε) > |Ω|+
ω2m

22m
eβ
∗(Cα,x0−Im).

We can now prove Theorem 1.2 using Proposition 4.2 and Proposition 5.3.

Proof of Theorem 1.2.
1. Let βn, un and µn be as in (4.1), (4.2), (4.7) and (4.8). Since ‖un‖α = 1 and 0 ≤ α < λ1(Ω), un

is bounded in Hm
0 (Ω). In particular, we can find a function u0 ∈ Hm

0 (Ω) such that, up to subsequences,
un ⇀ u0 in Hm

0 (Ω) and un → u0 a.e. in Ω. The weak lower semicontinuity of ‖ · ‖α implies that
u0 ∈ Mα. By Propositions 4.2 and 5.3, we must have lim sup

n→+∞
µn ≤ C. Then, Fatou’s Lemma and the

dominated convergence theorem imply respectively Fβ∗(u0) < +∞ and Fβn(un) → Fβ∗(u0). Since, by
Lemma 3.4, un is maximizing sequence for Sα,β∗ , we conclude that Sα,β∗ = Fβ∗(u0). Then, Sα,β∗ is finite
and attained.

2. Clearly, if β > β∗, using (1.1), we get

Sα,β ≥ S0,β = +∞, for any α ≥ 0.

Assume now α ≥ λ1(Ω) and 0 ≤ β ≤ β∗. Let ϕ1 be an eigenfuntion for (−∆)m on Ω corresponding to
λ1(Ω), i.e. a nontrivial solution of{

(−∆)mϕ1 = λ1(Ω)ϕ1 in Ω,
ϕ1 = ∂νϕ1 = . . . = ∂m−1

ν ϕ1 = 0 on ∂Ω.

Observe that, for any t ∈ R,
‖tϕ1‖2α = t2(λ1(Ω)− α)‖ϕ1‖2L2 ≤ 0.

In particular, tϕ1 ∈Mα. Then we have

Sα,β ≥ Fα,β(tϕ1)→ +∞,

as t→ +∞.
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Appendix: Some elliptic estimates

In this appendix, we recall some useful elliptic estimates which have been used several times throughout
the paper. We start by recalling that m−harmonic functions are of class C∞ and that bounds on their
L1-norm give local uniform estimates on all their derivatives.

Proposition A.1. Let Ω ⊆ RN be a bounded open set. Then, for any m ≥ 1, l ∈ N, γ ∈ (0, 1), and any
open set V ⊂⊂ Ω, there exists a constant C = C(m, l, γ, V,Ω) such that every m-harmonic function u in
Ω satisfies

‖u‖Cl,γ(V ) ≤ C‖u‖L1(Ω).

Proposition A.1 can be deduced e.g. from Proposition 12 in [32], and its proof is based on Pizzetti’s
formula [41], which is a generalization of the standard mean value property for harmonic functions.

If m ≥ 2, in general m−harmonic functions on a bounded open set Ω do not satisfy the maximum
principle, unless Ω is one of the so called positivity preserving domains (balls are the simplest example).
However, it is always true that the Cm−1 norm of a m−harmonic function can be controlled in terms of
the L∞ norm of its derivatives on ∂Ω.

Proposition A.2. Let Ω ⊆ RN be a smooth bounded open set. Then, there exists a constant C = C(Ω) >
0 such that

‖u‖Cm−1(Ω) ≤ C
m−1∑
l=0

‖∇lu‖L∞(∂Ω),

for any m−harmonic function u ∈ Cm−1(Ω).

We recall now the main results concerning Schauder and Lp elliptic estimates for (−∆)m.

Proposition A.3 (see Theorem 2.19 of [11]). Let Ω ⊆ RN be a bounded open set with smooth boundary,
and take k,m ∈ N, k ≥ 2m, and γ ∈ (0, 1). If u ∈ Hm(Ω) is a weak solution of the problem{

(−∆)mu = f in Ω,
∂jνu = hj on ∂Ω, 0 ≤ j ≤ m− 1,

(A.1)

with f ∈ Ck−2m,γ(Ω) and hj ∈ Ck−j,γ(∂Ω), 0 ≤ j ≤ m− 1, then u ∈ Ck,γ(Ω) and there exists a constant
C = C(Ω, k, γ) such that

‖u‖Ck,γ(Ω) ≤ C

‖f‖Ck−2m,γ(Ω) +

m−1∑
j=0

‖hj‖Ck−j,γ(∂Ω)

 .

Proposition A.4 (see Theorem 2.20 of [11]). Let Ω ⊆ RN be a bounded open set with smooth boundary,
and take m, k ∈ N, k ≥ 2m, and p > 1. If u ∈ Hm(Ω) is a weak solution of (A.1) with f ∈W k−2m,p(Ω)

and hj ∈ W k−j− 1
p ,p(∂Ω), 0 ≤ j ≤ m − 1, then u ∈ W k,p(Ω) and there exists a constant C = C(Ω, k, p)

such that

‖u‖Wk,p(Ω) ≤ C

‖f‖Wk−2m,p(Ω) +

m−1∑
j=0

‖hj‖
W
k−j− 1

p
,γ

(∂Ω)

 .

In the absence of boundary conditions one can obtain local estimates combining Propositions A.3 and
A.4 with Proposition A.1.

Proposition A.5. Let Ω ⊆ RN be a bounded open set with smooth boundary and take m, k ∈ N, k ≥ 2m,
p > 1. If f ∈ W k−2m,p(Ω) and u is a weak solution of (−∆)mu = f in Ω, then u ∈ W k,p

loc (Ω) and, for
any open set V ⊂⊂ Ω, there exists a constant C = C(k, p, V,Ω) such that

‖u‖Wk,p(V ) ≤ C
(
‖f‖Wk−2m,p(Ω) + ‖u‖L1(Ω)

)
.
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Similarly, if f ∈ Ck−2m,γ(Ω) and u is a weak solution of (−∆)mu = f in Ω, then u ∈ Ck,γloc (Ω) and, for
any open set V ⊂⊂ Ω, there exists a constant C = C(k, γ, V,Ω) such that

‖u‖Ck,γ(V ) ≤ C
(
‖f‖Ck−2m,γ(Ω) + ‖u‖L1(Ω)

)
.

In many cases, one has to deal with solutions of (−∆)mu = f in Ω, with boundary conditions satisfied
only on a subset of ∂Ω. For instance, as a consequence of Proposition A.4, Green’s representation formula,
and the continuity of trace operators on Wm,1(Ω), one obtains the following Proposition.

Proposition A.6. Let Ω ⊆ RN be an open set with smooth boundary, and fix x0, x1 ∈ R2m and p > 1.
For any δ,R > 0 such that Ω ∩BR(x1) \B2δ(x0) 6= ∅, there exists a constant C = C(Ω, x0, x1, δ, R) such
that every weak solution u of problem (A.1), with f ∈ Lp(Ω) and hj = 0, 0 ≤ j ≤ m− 1, satisfies

‖u‖W 2m,p(Ω∩BR(x1)\B2δ(x0)) ≤ C(‖f‖Lp(Ω∩B2R(x1)\Bδ(x0)) + ‖u‖Wm,1(Ω\B2R(x1)∩Bδ(x0))).

Remark A.7. The constant C appearing in Proposition A.6 depends on Ω only through the C2m norms
of the local maps that define B2R(x1) ∩ ∂Ω. In particular, Proposition A.6 can be applied uniformly to
sequences {Ωn}n∈N, which converge in the C2m

loc sense to a limit domain Ω.

The following Proposition holds only in the special case m = 1. It gives a Harnack-type inequality
which is useful to control the local behavior of a sequence of solutions of −∆u = f , when the behavior
at one point is known.

Proposition A.8. Let un ∈ H1(BR(0)) be a sequence of weak solutions of −∆un = fn in BR(0) ⊆ RN ,
R > 0. Assume that fn is bounded in L∞(BR(0)), and there exists C > 0 such that un ≤ C and
un(0) ≥ −C. Then, un is bounded in L∞(BR

2
(0)).

Proof. We write un = vn + hn, with hn harmonic in BR(0), and vn solving{
∆vn = fn in BR(0),
vn = 0 on ∂BR(0).

By Proposition A.4, vn is bounded in W 2,p(BR(0)), for any p > 1. In particular, it is bounded in
L∞(BR(0)). Then, we have

hn = un − vn ≤ C + ‖vn‖L∞(BR(0)) ≤ C̃,

and
hn(0) = un(0)− vn(0) ≥ −C − ‖vn‖L∞(BR(0)) ≥ −C̃.

By the mean value property, for any x ∈ BR
2

(0), we get

hn(x)− C̃ =
2N

ωNRN

∫
BR

2
(x)

(hn − C̃)dy

≥ 2N

ωNRN

∫
BR(0)

(hn − C̃)dy

= 2N (hn(0)− C̃)

≥ −2N+1C̃.

Hence, hn is bounded in L∞(BR
2

(0)).

Finally, we recall some Lorentz-Zygmund type elliptic estimates. For any α ≥ 0, let L(logL)α be
defined as the space

L(logL)α =

{
f : Ω −→ R s.t. f is measurable and

∫
Ω

|f | logα(2 + |f |)dx < +∞
}
, (A.2)
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and endowed with the norm

‖f‖L(LogL)α :=

∫
Ω

|f | logα(2 + |f |)dx. (A.3)

Given 1 < p < +∞ , and 1 ≤ q ≤ +∞, let L(p,q)(Ω) be the Lorentz space (see e.g. [47, Chapter V, §3])

L(p,q)(Ω) := {u : Ω −→ R : u is measurable and ‖u‖(p,q) < +∞}, (A.4)

where

‖u‖(p,q) :=

(∫ |Ω|
0

t
q
p−1u∗∗(t)qdt

) 1
q

, for 1 ≤ q < +∞, (A.5)

and
‖u‖(p,∞) = sup

t∈(0,|Ω|)
t

1
pu∗∗(t), (A.6)

with

u∗∗(t) := t−1

∫ t

0

u∗(s)ds, (A.7)

and
u∗(t) := inf{λ > 0 : |{|u| > λ}| ≤ t}. (A.8)

Among the many properties of Lorentz spaces we recall the following Hölder-type inequality (see [40]).

Proposition A.9. Let 1 < p, p′ < +∞, 1 ≤ q, q′ ≤ +∞, be such that 1
p + 1

p′ = 1
q + 1

q′ = 1. Then, for

any u ∈ L(p,q)(Ω), v ∈ L(p′,q′)(Ω), we have

‖uv‖L1(Ω) ≤ ‖u‖(p,q)‖v‖(p′,q′).

As proved in Corollary 6.16 of [4] (see also Theorem 10 in [32]) one has the following:

Proposition A.10. Let Ω ⊆ RN , N ≥ 2m, be a bounded smooth domain and take 0 ≤ α ≤ 1. If

f ∈ L(logL)α, and u is a weak solution of (A.1), then ∇2m−lu ∈ L( N
N−l ,

1
α )(Ω), for any 1 ≤ l ≤ 2m− 1.

Moreover, there exists a constant C = C(Ω, l) > 0 such that

‖∇2m−lu‖( N
N−l ,

1
α ) ≤ C‖f‖L(LogL)α .

Note that, if α = 0, we have L(logα L) = L1(Ω). Moreover, L( N
N−l ,

1
α )(Ω) = L( N

N−l ,∞)(Ω) coincides

with the weak L
N
N−l space on Ω. In particular, L( N

N−l ,∞)(Ω) ⊆ Lp(Ω) for any 1 ≤ p < N
N−l . Therefore,

as a consequence of Proposition A.10, we recover the following well known result, whose classical proof
relies on Green’s representation formula.

Proposition A.11. Let Ω ⊆ RN , N ≥ 2m, be a bounded smooth domain. Then, for any 1 ≤ l ≤ 2m− 1
and 1 ≤ p < N

N−l , there exists a constant C = C(p, l,Ω) such that every weak solution of (A.1) with

f ∈ L1(Ω) satisfies
‖∇2m−lu‖Lp(Ω) ≤ C‖f‖L1(Ω).
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