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FOR NONAUTONOMOUS SURFACE INTEGRALS

VIRGINIA DE CICCO

Abstract. Some lower semicontinuity results are established for

nonautonomous surface integrals depending in a discontinuous way on

the spatial variable. The proof of the semicontinuity results is based on

some suitable approximations from below with appropriate functionals.

1. Introduction

In this paper new lower semicontinuity results are obtained for nonau-

tonomous surface integrals whose dependence on the spatial variable is

discontinuous. Surface energies of this type occur in free discontinuity

problems, as in fracture mechanics when one considers quasistatic evolu-

tion of stratified, heterogeneous materials (see for instance [17], [18], [20]

and [21]).

The surface energy usually admits the form

(1.1) Φ(u) :=

∫
Ω∩Ju

φ(u−(x), u+(x), νu(x)) dHN−1, u ∈ SBV (Ω; IRm) ,

where Ω is an open bounded subset of IRN , SBV (Ω; IRm) is the space of

the vector valued special function of bounded variation, HN−1 denotes the

(N − 1)-dimensional Hausdorff measure and φ is a jointly convex function,

depending on the traces of u on the jump set Ju and its orientation νu (see

[10] and [11]). The proof of the lower semicontinuity of the surface integral

Φ is obtained by considering some approximating functionals constructed

by using the definition of jointly convex function (see Def. 2.8) and by

using for the approximating functionals the chain rule formula for vector

valued functions in BV (see Theorem 5.22 in [13]).
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However, in some context the energy can admit an explicit dependence on

the spatial variable x and the following form

(1.2) Φ(u) :=

∫
Ω∩Ju

φ(x, u−(x), u+(x), νu(x)) dHN−1 .

When this dependence is discontinuous, these functionals permit to describe

the case of heterogeneous and anisotropic materials (see [30]).

In the paper [5] it is considered a nonautonomous surface energy of the

type

Φ(u) :=

∫
Ω∩Ju

a(x)ϕ(u−(x), u+(x), νu(x)) dHN−1 ,

where ϕ is jointly convex and a is a W 1,1 function. Moreover, in the same

paper it is considered a surface energy of the type

Φ(u) :=

∫
Ω∩Ju

γ(|u+(x)− u−(x)|)ϕ(x, νu(x)) dHN−1 ,

where |u+−u−| is the difference of the trace of u on both sides of Ju, νu is

the normal to the jump set Ju and the function γ depends on the material.

The integrand φ(x, r, t, ξ) = γ(|r−t|)ϕ(x, ξ) is an example of jointly convex

integrand in (r, t, ξ) (see Remark 3.3 for the assumptions on γ and ϕ). For

ϕ(x, ξ) = 1 the energy was proposed by Barenblatt in [14], while in [18],

[20] and [30] the authors consider the case where γ(s) = 1 for every s > 0

and γ(0) = 0. For the function ϕ(·, ξ) it is required a BV dependence on

x .

The purpose of this paper is to study the lower semicontinuity of (1.2) for

general nonautonomous jointly convex integrands. We will prove a lower

semicontinuity theorem for the functional (1.2), along sequences {un} in

SBVp(Ω; IRm) (p > 1) such that un(x)→ u(x) for almost every x ∈ Ω and

‖∇un‖p, HN−1(Jun) are uniformly bounded with respect to n ∈ IN .

The interest of the results presented here is that the function φ may possibly

be discontinuous with respect to x and it admits a general structure with

respect to the jointly convex integrands considered in [5]. The structural

assumptions on φ(x, r, t, ξ) are a W 1,1 or BV dependence on x and the joint

convexity in the last three variables; moreover some additional uniformity

assumptions are required.
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In order to prove the lower semicontinuity of the surface integral some

methods introduced previously in [5] are used here (see also [1], [2], [3], [4],

[22], [23] and [24]).

In Section 3 and 4 we present two independent approaches, by giving dif-

ferent definitions of non autonomous jointly convex integrand and by using

several approximation techniques from below.

In Section 3 the lower semicontinuity result is obtained via the nonau-

tonomous chain rule formula (for vector valued BV functions, recently

proven in [12], or for scalar BV function, proven in [22]). An explicit ap-

proximation of convex functions due to De Giorgi (see [25]), here adapted to

jointly convex functions, allows to verify the regularity assumptions and the

uniformity conditions of the approximating integrand and hence to apply

the chain rule (see Prop. 3.3 below).

In Section 4, we study a very general case of BV or W 1,1 dependence on x.

Here the lower semicontinuity is obtained by approximating the integrand

from below by jointly convex functions lower semicontinuous in x uniformly

with respect to the other variables. In this context we need to require a

strict positivity assumption of the integrand.

2. Notation and preliminaries

2.1. Notation. Throughout the paper N > 1, m ≥ 1 are fixed integers.

Let Ω be a bounded open subset of IRN with Lipschitz boundary. We denote

by SN−1 the unit sphere in IRN . Let LN denote the Lebesgue measure on

IRN and HN−1 the Hausdorff measure of dimension N − 1 on IRN .

If u ∈ L1
loc(Ω; IRm) and x ∈ Ω, the precise representative of u at x is defined

as the unique value ũ(x) ∈ IRm such that

lim
ρ→0+

1

ρN

∫
Bρ(x)

|u(y)− ũ(x)| dy = 0 .

In this case u is said approximate continuous at x and ũ(x) is the so-called

approximate limit of u at x . The set of points in Ω where the precise

representative of x is not defined is called the approximate singular set of

u and denoted by Su.
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Let u ∈ L1
loc(Ω; IRm) and x ∈ Ω. We say that x is an approximate jump

point of u if there exist a, b ∈ IRm and ν ∈ SN−1, such that a 6= b and

lim
ρ→0+

−
∫

B+
ρ (x,ν)

|u(y)− a| dy = 0 and lim
ρ→0+

−
∫

B−ρ (x,ν)

|u(y)− b| dy = 0

where B±ρ (x, ν) := {y ∈ Bρ(x) : 〈y − x, ν〉 ≷ 0} . The triplet (a, b, ν) is

uniquely determined by the previous formulas, up to a permutation of a, b

and a change of sign of ν, and it is denoted by (u+(x), u−(x), νu(x)). The

Borel functions u+ and u− are called the upper and lower approximate limit

of u at the point x ∈ Ω. The set of approximate jump points of u is defined

by

Ju = {x ∈ Ω : u+(x) 6= u−(x)} .
We recall that the space BV(Ω; IRm) of functions of bounded variation is

defined as the set of all u ∈ L1(Ω; IRm) whose distributional gradient Du is

a bounded Radon measure on Ω with values in the space MIm×N of m×N
matrices.

We recall the usual decomposition

Du = ∇uLN +Dcu+ (u+ − u−)⊗ νuHN−1bJu ,

where ∇u is the Radon-Nikodým derivative of Du with respect to the

Lebesgue measure and Dcu is the Cantor part of Du. For the sake of

simplicity, we denote by Dsu = Dcu+ (u+ − u−)⊗ νuHN−1bJu.

We recall that the space SBV(Ω; IRm) of special functions of bounded vari-

ation is defined as the set of all u ∈ BV(Ω; IRm) such that Dsu is concen-

trated on Su; i.e., |Dsu|(Ω \ Su) = 0.

Let p > 1. The space SBVp(Ω; IRm) is the set of functions u ∈ SBV(Ω; IRm)

with ∇u ∈ Lp(Ω;MIm×N ) and HN−1(Su) < ∞. A sequence {un} con-

verges to u weakly in SBVp(Ω; IRm) ∩ L∞(Ω; IRm) if un(x)→ u(x) almost

everywhere in Ω, ∇un ⇀ ∇u weakly in Lp(Ω;MIm×N ), and ‖un‖∞ and

HN−1(Sun) are bounded uniformly with respect to n.

For a general survey on the spaces of BV, SBV and SBVp functions we

refer to [13].

2.2. Approximation results. Now we recall some approximation results

that will be used in the sequel. In the next lemma it is obtained the lower

semicontinuity for a functional whose integrand is the supremum of convex

functions (see [29]).
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Lemma 2.1. Let h, hj : Ω × IRm × IRm × IRN → [0,+∞), j ∈ IN , be

Borel functions, convex and positively 1-homogeneous in the last variable

and such that

h(x, r, t, ξ) = sup
j∈IN

hj(x, r, t, ξ)

for all (x, r, t, ξ) ∈ (Ω \N0) × IRm × IRm × IRN , where N0 ⊂ Ω is a Borel

set with HN−1(N0) = 0. If the functionals Fhj defined by

Fhj (u) :=

∫
Ω∩Ju

hj(x, u
−, u+, νu) dHN−1

are weakly lower semicontinuous in SBVp(Ω; IRm), then Fh, defined simi-

larly, is weakly lower semicontinuous in SBVp(Ω; IRm) too.

The following lemma is a classical approximation result due to De Giorgi

(see [25] and also Thm. 4.79 in [27]).

Lemma 2.2. There exists a sequence {αk} ⊂ C∞c (IRN ), with αk ≥ 0 and∫
IRN αk(ξ) dξ = 1 such that, if f : Ω× IRN → [0,+∞) is a function convex

in the last variable and we consider

a0,k(x) =

∫
IRN

f(x, ξ)
(

(N + 1)αk(ξ) + 〈∇αk(ξ), ξ〉
)
dξ(2.1)

ai,k(x) = −
∫
IRN

f(x, ξ)
∂

∂ξi
αk(ξ) dξ , i = 1, · · · , N(2.2)

and ak = (a1,k, . . . , aN,k), then for all (x, r, t, ξ) ∈ Ω× IRN we have

f(x, ξ) = sup
k∈IN

[a0,k(x) + 〈ak(x), ξ〉]+ .

If f is also positively 1-homogeneous, then

(2.3) f(x, ξ) = sup
k∈IN
〈ak(x), ξ〉+ .

2.3. Capacity. Given an open set A ⊂ IRN , the 1-capacity of A is defined

by setting

C1(A) := inf


∫
IRN

|Dϕ| dx : ϕ ∈W 1,1(IRN ), ϕ ≥ 1 LN−a.e. on A

 .
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Then, the 1-capacity of an arbitrary set B ⊂ IRN is given by

C1(B) := inf{C1(A) : A ⊇ B, A open} .

It is well known that for every Borel set B ⊂ IRN

C1(B) = 0 ⇐⇒ HN−1(B) = 0 .

Definition 2.3. Let B ⊂ IRN be a Borel set with C1(B) < +∞. Given

ε > 0, we call capacitary ε-quasi-potential (or simply capacitary quasi-

potential) of B a function ϕε ∈W 1,1(IRN ), such that 0 ≤ ϕ̃ε ≤ 1 HN−1-a.e.

in IRN , ϕ̃ε = 1 HN−1-a.e. in B and∫
IRN

|Dϕε| dx ≤ C1(B) + ε .

We recall that a function g : IRN → IR is said C1-quasi continuous if for

every ε > 0 there exists an open set A, with C1(A) < ε, such that g|Ac
is continuous on Ac; C1-quasi lower semicontinuous and C1-quasi upper

semicontinuous functions are defined similarly.

It is well known that if g is a W 1,1 function, then its precise representative g̃

is C1-quasi continuous (see [26, Sections 9 and 10]). Moreover, to every BV

function g, it is possible to associate a C1-quasi lower semicontinuous and

a C1-quasi upper semicontinuous representative, as stated by the following

theorem (see [15], Theorem 2.5).

Theorem 2.4. For every function g ∈ BV(Ω), the approximate upper limit

g+ and the approximate lower limit g− are C1-quasi upper semicontinuous

and C1-quasi lower semicontinuous, respectively.

Moreover we recall the following lemma which is an approximation result

due to Dal Maso (see [16], Lemma 1.5 and §6).

Lemma 2.5. Let g : IRN → [0,+∞) be a C1-quasi lower semicontinuous

function. Then there exists an increasing sequence of nonnegative functions

{gh} ⊆W 1,1(IRN ) such that, for every h ∈ IN , gh is approximately contin-

uous HN−1-almost everywhere in IRN and gh(x) → g(x), when h → +∞,

for HN−1-almost every x ∈ IRN .
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2.4. Chain rules.

2.4.1. Vectorial case. We recall a chain rule formula in SBV which is a

particular case of a chain rule in BV recently obtained in [12] under more

general assumptions on the dependence in x .

Let g : IRN × IRm → IRN be satisfying:

(a) x 7→ g(x, r) belongs to W 1,1
loc (IRN ; IRN ) for all r ∈ IRm ;

(b) there exist a positive function h ∈ L1
loc(IR

N ) and a modulus of conti-

nuity ω such that

|∇xg(x, r)−∇xg(x, r′)| ≤ ω(|r − r′|)h(x)

for all r, r′ ∈ IRm and for LN -a.e. x ∈ IRN ;

(c) there exists a Lebesgue negligible set N ⊂ IRN such that r 7→ g(x, r)

is continuously differentiable in IRm for all x ∈ IRN \N ;

(d) for some constant M , |∇rg(x, r)| ≤M for all x ∈ IRN \N and r ∈ IRm ;

(e) for any compact set H ⊂ IRm there exists a modulus of continuity ω̃H
independent of x such that

|∇rg(x, r)−∇rg(x, r′)| ≤ ω̃H(|r − r′|)

for all r, r′ ∈ H and x ∈ IRN \N .

Theorem 2.6. Let g be satisfying (a), (b), (c), (d) and (e) above. Then

there exists a set N ⊂ IRN with HN−1(N ) = 0 , such that, for any func-

tion u ∈ SBVloc(IR
N ; IRm), the function v(x) := g(x, u(x)) belongs to

SBVloc(IR
N ; IRN ) and the following chain rule holds:

(i) for every r ∈ IRm the function g(·, r) is approximately continuous in

IRN \ N and g̃(x, r) denotes the precise representative of g(·, r) on

IRN \ N ;

(ii) (Lebesgue part) for LN -a.e. x the map y 7→ g(y, u(x)) is approximately

differentiable at x and

(2.4) ∇v(x) = (∇xg)(x, u) + (∇rg)(x, u) · ∇u(x) LN -a.e. in IRN ;

(iii) (jump part) Jv ⊂ Ju and it holds

(2.5) Djv =
(
g̃(x, u+)− g̃(x, u−

)
⊗ νuHN−1 Ju

in the sense of measures, where u±(x) are the upper and lower ap-

proximate limits of u at x.
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Moreover

div v(x)=
[
(divxg)(x, u) + tr

(
(∇rg)(x, u)∇u

)]
LN

(2.6) +〈g̃(x, u+)− g̃(x, u−), νu〉HN−1 Ju

in the sense of measures.

2.4.2. Scalar case. We recall a chain rule formula for scalar functions

proven in [22] .

Let g : IRN × IR→ IRN be satisfying:

(A) the function x 7→ g(x, r) belongs to W 1,1(IRN ; IRN ) for all r ∈ IR and

there exists a positive constant M such that for all r ∈ IR∫
IRN

|∇xg(x, r)|dx ≤M ;

(B) there exists a Lebesgue negligible set N ⊂ IRN such that r 7→ g(x, r)

is Lipschitz continuous in IR for all x ∈ IRN \N ;

(C) for some constant M , |∇rg(x, r)| ≤M for all x ∈ IRN \N and r ∈ IR .

Theorem 2.7. Let g be satisfying (A), (B) and (C) above. Then there

exists a set N ⊂ IRN with HN−1(N ) = 0 , such that, for any function u ∈
SBVloc(IR

N ), the function v(x) := g(x, u(x)) belongs to SBVloc(IR
N ; IRN )

and the following chain rule holds:

(I) for every r ∈ IR the function g(·, r) is approximately continuous in

IRN \ N and g̃(x, r) denotes the precise representative of g(·, r) on

IRN \ N ;

(II) (Lebesgue part) for LN -a.e. x the map y 7→ g(y, u(x)) is approximately

differentiable at x and

(2.7) ∇v(x) = (∇xg)(x, u) + (∇rg)(x, u) · ∇u LN -a.e. in IRN ;

(III) (jump part) Jv ⊂ Ju and it holds

(2.8) Djv =
(
g̃(x, u+)− g̃(x, u−

)
· νuHN−1 Ju

in the sense of measures, where u± are the upper and lower approxi-

mate limits of u at x .

Moreover

div v(x) = [(divxg)(x, u) + (∇rg)(x, u)∇u]LN

(2.9) +〈g̃(x, u+)− g̃(x, u−), νu〉HN−1 Ju
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in the sense of measures.

2.5. Jointly convex functions.

Definition 2.8. Let K ⊂ IRm be a compact set and φ : K ×K × IRN →
[0,+∞). We say that φ is jointly convex if there exists a sequence of

functions gj ∈ C(K; IRN ) such that

φ(r, t, ξ) = sup
j∈IN
〈gj(r)− gj(t), ξ〉 for all (r, t, ξ) ∈ K ×K × IRN .

We remark that if φ is jointly convex, then

(J1) φ(r, r, ξ) = 0 ;

(J2) (subadditivity) φ(r, t, ξ) ≤ φ(r, s, ξ) + φ(s, t, ξ) for all r, s, t ∈ K and

ξ ∈ IRN ;

(J3) (simmetry) φ(r, t, ξ) = φ(t, r,−ξ) for all r, t ∈ K and ξ ∈ IRN ;

(J4) φ is convex, positively 1-homogeneous in ξ .

Remark 2.9. As in Example 5.23 in [13] some classes of jointly convex

functions φ can be obtained in the following way:

(E1) Let φ : K ×K × IRN → [0,+∞)

φ(r, t, ξ) = γ(|r − t|)ϕ(ξ) ,

where γ is a lower semicontinuous, increasing and subadditive function with

γ(0) = 0 and ϕ is lower semicontinuous, convex, positively 1-homogeneous

and even.

(E2) Let φ : K ×K × IRN → [0,+∞)

φ(r, t, ξ) = ϑ(r, t)ϕ(ξ) ,

where ϑ : K × K → [0,+∞) is a continuous function and it is a pseudo-

distance in K (i.e. a positive, symmetric function satisfying the triangle

inequality) and ϕ : IRN → [0,+∞] is lower semicontinuous, convex, posi-

tively 1-homogeneous and even.

3. Nonautonomous jointly convex functions

We give a definition of nonautonomous (NA) jointly convex function with

W 1,1 dependence of the approximating functions with respect to the spatial

variable x .
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Definition 3.1. Let K ⊂ IRm be a compact set and φ : Ω×K×K×IRN →
[0,+∞). We say that φ is NA jointly convex if there exists a sequence of

functions gj : Ω×K → IRN such that

φ(x, r, t, ξ) = sup
j∈IN
〈gj(x, r)−gj(x, t), ξ〉 for all (x, r, t, ξ) ∈ Ω×K×K×IRN

and for every j ∈ IN the function gj satisfies conditions (a), (b), (c), (d)

and (e) of the vectorial chain rule or, if m = 1, the function gj satisfies

conditions (A), (B) and (C) of the scalar chain rule.

Remark 3.2. We give some example of NA jointly convex functions. The

model case is

φ(x, r, t, ξ) := 〈g(x, r)− g(x, t), ξ〉+ ,
where g satisfies conditions (a), (b), (c), (d) and (e) of the vectorial chain

rule (or (A), (B) and (C) of the scalar chain rule). A further example is

φ(x, r, t, ξ) := a(x)ϕ(r, t, ξ) ,

where a is a nonnegative bounded W 1,1 function,

ϕ(r, t, ξ) = sup
j∈IN
〈hj(r)− hj(t), ξ〉+

and hj are C1 functions with bounded derivatives.

Another example of a NA jointly convex function is given in the following

proposition.

Proposition 3.3. Let φ : Ω×K×K×IRN → [0,+∞) be a locally bounded

function such that

φ(x, r, t, ξ) := ϑ(r, t)ϕ(x, ξ) ,

where

(i1) ϑ is a continuous function and it is a pseudo-distance in K (i.e. a

positive, symmetric function satisfying the triangle inequality) ;

(i2) ϕ is convex, positively 1-homogeneous and even in ξ and there exists a

constant L > 0 such that

|φ(x, ξ)− φ(x, ξ′) ≤ L|ξ − ξ′| ∀x ∈ Ω ∀ξ, ξ′ ∈ IRN ;

(i3) for every ξ ∈ IRN the map x 7→ ϕ(x, ξ) belongs to W 1,1(Ω) and there

exists a Borel set N ⊂ Ω with HN−1(N) = 0 such that ϕ(·, ξ) is approxi-

mately continuous in Ω \N for all ξ ∈ RN ;
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(i4) there exists a positive constant M such that for all ξ ∈ IRN∫
Ω

|∇xϕ(x, ξ)|dx ≤M ;

(i5) for every t ∈ K the map r 7→ ϑ(r, t) belongs to C1(Ω), there exists a

positive constant C such that |∇rϑ(r, t)| ≤ C for every t, r ∈ K and there

exists a modulus of continuity ω̃ such that

|∇rϑ(r, t)−∇rϑ(r′, t)| ≤ ω̃(|r − r′|)

for all t, r, r′ ∈ K .

Then φ is a NA jointly convex function.

Proof. By Proposition 2.2 there exists a sequence {αk} ⊂ C∞c (IRN ), with

αk ≥ 0 and
∫
IRN αk(ξ) dξ = 1 such that,

(3.1) ϕ(x, ξ) = sup
k∈IN
〈ak(x), ξ〉 ,

where for every i = 1, · · · , N

ai,k(x) = −
∫
IRN

ϕ(x, ξ)
∂

∂ξi
αk(ξ) dξ =

∫
IRN

∂

∂ξi
ϕ(x, ξ)αk(ξ) dξ(3.2)

and ak = (a1,k, . . . , aN,k) . By (i2) the functions ak are bounded and by (i3)

and (i4) the functions ak belong to W 1,1(Ω; IRN ) and so there exists a Borel

set N ⊂ Ω with HN−1(N) = 0 such that ak are approximately continuous

in Ω \N . As in Example 5.23 (a) of [13], we can choose a countable dense

sequence ch in K such that

φ(x, r, t, ξ) = ϑ(r, t)ϕ(x, ξ) = sup
h,k∈IN

[ϑ(r, ch)− ϑ(t, ch)]〈ak(x), ξ〉 .

Then the functions

gh,k(x, r) := ϑ(r, ch)ak(x)

satisfy the conditions (a), (b), (c), (d) and (e) (or (A), (B) and (C) in the

scalar case).
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A first lower semicontinuity result can be obtained for NA jointly convex

integrands in the vectorial case.

Theorem 3.4. Let K ⊂ IRm be a compact set and let φ : Ω×K×K×IRN →
[0,+∞) be a locally bounded NA jointly convex function. Then, for every

{un} ⊂ SBVp(Ω; IRm) and u ∈ SBVp(Ω; IRm) such that un(x) → u(x) for

LN -a.e. x ∈ Ω , un(x), u(x) ∈ K for LN -a.e. x ∈ Ω and

sup
n∈IN

‖un‖∞ +

∫
Ω

|∇un|p dx+HN−1(Jun)

 < +∞ ,

we have

(3.3)∫
Ω∩Ju

φ(x, u−, u+, νu) dHN−1 ≤ lim inf
n→+∞

∫
Ω∩Jun

φ(x, u−n , u
+
n , νun) dHN−1 .

Proof. We follow the outlines of the proof of Theorem 5.22 in [13].

Let

C := sup
n∈IN

‖un‖∞ +

∫
Ω

|∇un|p dx+HN−1(Jun)

 .
Since φ is nonnegative, we have

φ(x, r, t, ξ) = sup
j∈IN
〈gj(x, r)− gj(x, t), ξ〉+

for all (x, r, t, ξ) ∈ Ω×K ×K × IRN . By Lemma 2.1, it is enough to prove

the lower semicontinuity for functionals of the type

(3.4) Fg(u) :=

∫
Ju

〈g(x, u+)− g(x, u−), νu〉+ dHN−1 .

Let us now fix ψ ∈ C1
0 (Ω), 0 ≤ ψ ≤ 1. The lower semicontinuity of the

functional in (3.4) will follow if we prove the continuity of

(3.5) Fψg (u) :=

∫
Ju

〈g(x, u+)− g(x, u−), νu〉ψ(x) dHN−1 .

Using the chain rule formula (2.6) we have∫
Ju

〈g(x, u+)− g(x, u−), νu〉ψ dHN−1 = −
∫
Ω

〈∇ψ(x), g(x, u(x))〉 dx
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−
∫
Ω

ψ(x) divxg(x, u(x)) dx−
∫
Ω

ψ(x) tr [∇rg(x, u(x)) · ∇u(x)] dx .

Notice that∫
Ω

〈∇ψ(x), g(x, u(x))〉 dx = lim
n→+∞

∫
Ω

〈∇ψ(x), g(x, un(x))〉 dx ;(3.6)

∫
Ω

ψ(x) divxg(x, u(x)) dx = lim
n→+∞

∫
Ω

ψ(x) divxg(x, un(x)) dx ;(3.7)

∫
Ω

ψ(x) tr [∇rg(x, u(x)) · ∇u(x)] dx(3.8)

= lim
n→+∞

∫
Ω

ψ(x) tr [∇rg(x, un(x)) · ∇un(x)] dx .(3.9)

In fact, by using (d), the sequence {g(x, un) − g(x, u)} converges al-

most everywhere to 0 and is equibounded in L∞(Ω). Similarly, by us-

ing (b), {divxg(x, un)} converges almost everywhere to divxg(x, u) and

is equibounded by an L1-function. Thus (3.6) and (3.7) hold. In or-

der to prove equality (3.8), we observe that, by using (e), ψ ∈ L∞(Ω),

∇rg(x, un)→ ∇rg(x, u) strongly in Lp
′
(Ω;MIN×m) and ∇un ⇀ ∇u weakly

in Lp(Ω;MIm×N ). By (3.6), (3.7) and (3.8) we have the continuity of the

functional Fψg and so the lower semicontinuity of Fg .

The same lower semicontinuity result holds for NA jointly convex integrands

in the scalar case (m = 1), by repeating the proof and by using the scalar

chain rule (2.9) (Theorem 2.7) instead of the vectorial chain rule (2.6)

(Theorem 2.6).

4. Nonautonomous BV or W 1,1 jointly convex functions

In this section we give a different definition of nonautonomous jointly con-

vex function with BV (or W 1,1) dependence with respect to the spatial

variable x .

Let K ⊂ IRm be a compact set and let φ : Ω×K ×K × IRN → [0,+∞) be

a locally bounded function.

Definition 4.1. The function φ is BV jointly convex (respectively W 1,1

jointly convex) if the following conditions hold
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(α′) for every (r, t, ξ) ∈ K × K × IRN the function φ(·, r, t, ξ) belongs to

BV and there exists a Borel set N ⊂ Ω with HN−1(N) = 0 such

that φ(·, r, t, ξ) = φ−(·, r, t, ξ) (respectively φ(·, r, t, ξ) = φ̃(·, r, t, ξ) )

in Ω \N for all (r, t, ξ) ∈ K ×K × IRN ;

(β′) for every x ∈ Ω \N the function φ(x, ·, ·, ·) is jointly convex ;

(γ′) there exists a positive constant L such that

|φ(x, r, t, ξ)− φ(x, r′, t, ξ)| ≤ L|r − r′|

for all x ∈ Ω \N , for all r, r′, t ∈ K and ξ ∈ IRN .

Remark 4.2. We will prove (see Theorem 4.8 below) that for integrand

BV jointly convex the lower semicontinuity holds by requiring the further

condition that φ is strictly positive for HN−1 almost everywhere x ∈ Ω.

Remark 4.3. We give some examples of BV jointly convex functions.

The model case is

(A0) φ(x, r, t, ξ) := 〈g(x, r)− g(x, t), ξ〉+ ,

with g satisfying the following conditions

(α′′) for every r ∈ K the function g(·, r) is a locally bounded BV and there

exists a Borel setN ⊂ Ω withHN−1(N) = 0 such that g(·, r) = g−(·, r)
in Ω \N for all r ∈ K ;

(γ′′) there exists a positive constant L such that

|g(x, r)− g(x, r′)| ≤ L|r − r′|

for all x ∈ Ω \N , for all r, r′ ∈ K .

Another example is

(A1) φ(x, r, t, ξ) := a(x)ϕ(r, t, ξ) ,

where a is a nonnegative bounded BV function coinciding with its lower

approximate limit a− and ϕ is a jointly convex function satisfying the fol-

lowing condition:

there exists a positive constant L such that

|ϕ(r, t, ξ)− ϕ(r′, t, ξ)| ≤ L|r − r′|

for all r, r′, t ∈ K and ξ ∈ IRN .

Moreover let

(A2) φ(x, r, t, ξ) := γ(|r − t|)ϕ(x, ξ) ,
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where γ : [0,+∞[→ [0,+∞[ is a continuous, increasing and subadditive

function with γ(0) = 0 and γ(s) ≤ C|s| for all s ∈ IR , and ϕ is a bounded

function, which is convex, positively 1-homogeneous and even in ξ and it

satisfies conditions (i3) below.

Functions of the type (A2) are already considered in [5].

Another type of BV jointly convex function, which generalizes example

(A2), can be obtained as in the following way.

Let φ : Ω×K ×K × IRN → [0,+∞)

(A3) φ(x, r, t, ξ) := ϑ(r, t)ϕ(x, ξ) ,

where

(i1) ϑ is a Lipschitz continuous function and it is a pseudo-distance in K

(i.e. a positive, symmetric function satisfying the triangle inequality);

(i2) ϕ is a bounded function and it is convex, positively 1-homogeneous

and even in ξ;

(i3) for every ξ ∈ IRN the map x 7→ ϕ(x, ξ) belongs to BV and there exists

a Borel set N ⊂ Ω with HN−1(N) = 0 such that ϕ(·, ξ) coincides with its

lower approximate limit ϕ−(·, ξ) in Ω \N for all ξ ∈ RN .

In order to study the lower semicontinuity, firstly we consider the model

case

(4.1) φ(x, r, t, ξ) := a(x)ϕ(r, t, ξ) ,

where ϕ is a jointly convex function and a is a locally bounded BV function.

Proposition 4.4. Let a : Ω → [0,+∞) be a locally bounded BV function

coinciding with its lower approximate limit a− and let ϕ : K ×K × IRN →
[0,+∞) be a locally bounded jointly convex function. Then, for every

{un} ⊂ SBVp(Ω; IRm) and u ∈ SBVp(Ω; IRm) such that un(x) → u(x)

for LN -a.e. x ∈ Ω , un(x), u(x) ∈ K for LN -a.e. x ∈ Ω and

sup
n∈IN

‖un‖∞ +

∫
Ω

|∇un|p dx+HN−1(Jun)

 < +∞ ,

we have

(4.2)

∫
Ω∩Ju

a(x)ϕ(u−, u+, νu)dHN−1 ≤ lim inf
n→+∞

∫
Ω∩Jun

a(x)ϕ(u−n , u
+
n , νun)dHN−1.
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Proof. It suffices to note that by Theorem 2.4 the function a is lower semi-

continuous with respect to the 1-capacity. Therefore the conclusion of the

proof is obtained by using Lemma 2.5, Proposition 3.1 in [5] and Lemma

2.1 .

In order to treat the general case of BV jointly convex function firstly

we study integrands which are lower semicontinuous in x uniformly with

respect to the other variables. For these integrands the following approxi-

mation from below holds with functions of the type (4.1).

Proposition 4.5. Let φ : Ω×K×K×IRN → [0,+∞) be a locally bounded

Borel function such that

(A) given x0 ∈ Ω, for all ε > 0 there exists δ > 0 such that

(4.3) φ(x0, r, t, ξ) ≤ (1 + ε)φ(x, r, t, ξ)

for all (x, r, t, ξ) ∈ Ω×K ×K × IRN such that |x− x0| < δ ;

(β) for every x ∈ Ω the function φ(x, ·, ·, ·) is jointly convex .

Then there exists aj ∈ C∞0 (Ω), 0 ≤ aj ≤ 1, aj(xj) = 1 for some xj ∈ Ω,

and there exists gj ∈ C(K; IRN ) such that

φ(x, r, t, ξ) = sup
j∈IN

aj(x)〈gj(r)− gj(t), ξ〉+

for all (x, r, t, ξ) ∈ Ω×K ×K × IRN .

Proof. We adapt the proof of Proposition 6.40 of [27] (proven in [19]). Let

G be the class of all functions G : Ω×K ×K × IRN → [0,+∞) of the form

G(x, r, t, ξ) = ϕ(x)〈g(r)− g(t), ξ〉+ ∀(x, r, t, ξ) ∈ Ω×K ×K × IRN ,

with g ∈ C(K; IRN ) , ϕ ∈ C∞0 (Ω) , 0 ≤ ϕ ≤ 1, ϕ(x) = 1 for some x ∈ Ω,

and

G(x, r, t, ξ) ≤ φ(x, r, t, ξ) ∀(x, r, t, ξ) ∈ Ω×K ×K × IRN .

We remark that G 6= ∅, since, for g = 0, we have G = 0 ∈ G .

We will prove that

(4.4) φ(x, r, t, ξ) = sup
G∈G

G(x, r, t, ξ) for all (x, r, t, ξ) ∈ Ω×K×K×IRN .

The inequality

sup
G∈G

G(x, r, t, ξ) ≤ φ(x, r, t, ξ)
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is due to the definition of G . Now, given x0 ∈ Ω , we will prove the opposite

inequality

φ(x0, r, t, ξ) ≤ sup
G∈G

G(x0, r, t, ξ) .

By using (A), for all ε > 0 there exists δ > 0 such that (4.3) holds. Let

ϕ ∈ C∞0 (Ω) , 0 ≤ ϕ ≤ 1 , ϕ = 1 on B(x0, δ/2) and ϕ = 0 outside B(x0, δ).

Since the function φ(x0, ·, ·, ·) is jointly convex, there exists a sequence of

functions gk ∈ C(K; IRN ) such that

φ(x0, r, t, ξ) = sup
k∈IN
〈gk(r)− gk(t), ξ〉+ for all (r, t, ξ) ∈ K ×K × IRN .

For every ε > 0, if we define

Gεk(x, r, t, ξ) := ϕ(x)〈(1− ε)(gk(r)− gk(t)), ξ〉+

for every (x, r, t, ξ) ∈ Ω×K ×K × IRN , then Gεk ≤ φ , Gεk ∈ G and

(1− ε)φ(x0, r, t, ξ) = sup
k∈IN

Gεk(x0, r, t, ξ) ≤ sup
G∈G

G(x0, r, t, ξ) ;

hence, by letting ε → 0+, (4.4) is obtained. By Lemma 3.2 of [4] there

exists a sequence Gj in G such that

Gj(x, r, t, ξ) = aj(x)〈gj(r)− gj(t), ξ〉+

(4.5) φ(x, r, t, ξ) = sup
j∈IN

Gj(x, r, t, ξ),

for every (x, r, t, ξ) ∈ Ω×K ×K × IRN .

Proposition 4.6. Let φ : Ω×K×K×IRN → [0,+∞) be a locally bounded

Borel function such that condition (A) and (β) hold. Then, for every

{un} ⊂ SBVp(Ω; IRm) and u ∈ SBVp(Ω; IRm) such that un(x) → u(x)

for LN -a.e. x ∈ Ω , un(x), u(x) ∈ K for LN -a.e. x ∈ Ω and

sup
n∈IN

‖un‖∞ +

∫
Ω

|∇un|p dx+HN−1(Jun)

 < +∞ ,

we have

(4.6)

∫
Ω∩Ju

φ(x, u−, u+, νu)dHN−1 ≤ lim inf
n→+∞

∫
Ω∩Jun

φ(x, u−n , u
+
n , νun)dHN−1.
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Proof. By Proposition 4.5, we have that there exist {aj} ⊂ C∞0 (Ω), 0 ≤
aj ≤ 1, and gj ∈ C(K; IRN ) such that

(4.7) φ(x, r, t, ξ) = sup
j∈IN

aj(x)〈gj(r)− gj(t), ξ〉+

for all (x, r, t, ξ) ∈ Ω×K ×K × IRN . For j ∈ IN , the function

φj : Ω×K ×K × IRN → [0,+∞)

defined by φj(x, r, t, ξ) := aj(x)〈gj(r)− gj(t), ξ〉+ satisfies the assumptions

of Proposition 3.1 in [5]). Therefore, the corresponding functionals are all

lower semicontinuous and the thesis follows by Lemma 2.1.

As in Theorem 3.4 of [2], it is possible to obtain the lower semicontinuity

by assuming, instead of hypothesis (A), some conditions which are easier

to verify.

Proposition 4.7. Let φ : Ω×K×K×IRN → [0,+∞) be a locally bounded

Borel function such that

(A1) φ(·, ·, ·, ξ) is lower semicontinuous on Ω×K ×K for every ξ ∈ IRN ;

(A2) φ(x, r, t, ξ) > 0 ∀(x, r, t, ξ) ∈ (Ω \ N0) × K × K × (IRN \ {0})
with HN−1(N0) = 0 ;

(β) for every x ∈ Ω the function φ(x, ·, ·, ·) is jointly convex ;

(γ′) there exists a positive constant L such that

|φ(x, r, t, ξ)− φ(x, r′, t, ξ)| ≤ L|r − r′|

for all x ∈ Ω, for all r, r′, t ∈ K and ξ ∈ IRN .

Then condition (A) holds.

Proof. Notice that, since φ is locally bounded and positively 1-homogeneous

with respect to ξ, for any open set Ω′ ⊂⊂ Ω, there exists a constant Λ′ such

that

(4.8)

0 ≤ φ(x, r, t, ξ) ≤ Λ′|ξ| for all (x, r, t, ξ) ∈ Ω′ ×K ×K × IRN .

Hence the convexity of φ with respect to ξ immediately yields that, for all

(x, r, t, ξ1), (x, r, t, ξ2) ∈ Ω′ ×K ×K × IRN ,

(4.9) |φ(x, r, t, ξ1)− φ(x, r, t, ξ2)| ≤ Λ′|ξ1 − ξ2| .

Then φ is lower semicontinuous in Ω′ × K × K × IRN and φ(x, ·, ·, ·) is

continuous in K ×K × IRN for every x ∈ Ω′.



LOWER SEMICONTINUITY FOR NONAUTONOMOUS SURFACE INTEGRALS 19

We claim that, given x0 ∈ Ω′ \ N0, for all ε > 0, condition (A) holds, i.e.

there exists δ > 0 such that

(4.10) φ(x0, r, t, ξ) ≤ (1 + ε)φ(x, r, t, ξ)

for all (x, r, t, ξ) ∈ Ω′ ×K ×K × IRN such that |x− x0| < δ.

To prove this, we argue by contradiction, assuming that there exist x0 ∈
Ω′\N0 and ε0 > 0 such that for any k ∈ IN , there exist sequences {xk} ⊆ Ω′,

with |xk − x0| < 1/k, and {(rk, tk, ξk)} ⊆ K ×K × IRN such that

(4.11) φ(x0, rk, tk, ξk) > (1 + ε0)φ(xk, rk, tk, ξk) .

Clearly, by the positive 1-homogeneity of φ(x, r, t, ·), we may assume that

|ξk| = 1, for every k ∈ IN ; hence, up to a subsequence, there exists ξ0 ∈
SN−1 such that ξk → ξ0. Moreover, since {sk}, {tk} ⊆ K, we may assume

that also sk → s0, tk → t0 , with s0, t0 ∈ K. Then, passing to the limit

when k → +∞ in (4.11) and using the lower semicontinuity of φ and the

continuity of φ(x0, ·, ·, ·), we get that

φ(x0, r0, t0, ξ0) = lim
k→+∞

φ(x0, rk, tk, ξk)

≥ (1 + ε0) lim inf
k→+∞

φ(xk, rk, tk, ξk) ≥ (1 + ε0)φ(x0, r0, t0, ξ0) .

Hence, φ(x0, r0, t0, ξ0) = 0, which is a contradiction, since x0 ∈ Ω′ \ N0;

therefore (4.10) holds.

The conclusion follows by letting Ω′ ↗ Ω .

Theorem 4.8. Let φ be a BV jointly convex function satisfying (A2).

Then the lower semicontinuity (4.6) holds.

Proof. Firstly, we claim that for every open set Ω′ ⊂⊂ Ω, for every h ∈ IN
there exists an open set Ah ⊂ Ω′ with N0 ∩ Ω′ ⊂ Ah, C1(Ah) < 1/h, such

that the function φ is lower semicontinuous in (Ω′ \ Ah) × K × K × IRN
and, given x0 ∈ Ω′ \N0, for all ε > 0 there exists δ > 0 such that

(4.12) φ(x0, r, t, ξ) ≤ (1 + ε)φ(x, r, t, ξ)

for all (x, r, t, ξ) ∈ (Ω′ \Ah)×K ×K × IRN such that |x− x0| < δ.

As in the proof of Theorem 4.7, conditions (4.8) and (4.9) hold in (Ω′\N0)×
K × K × IRN . Let us now fix h, a sequence {ξj} dense in IRN and two

sequences {rj} and {tj} dense in K. By Theorem 2.4 for every j ∈ IN the

function φ(·, rj , tj , ξj) is C1-quasi lower semicontinuous; then for all j there

exists an open set Aj,h ⊂ Ω′, N0 ⊂ Aj,h, with C1(Aj,h) < 1/(h2j), such that
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φ(·, rj , tj , ξj) is lower semicontinuous in Ω′\Aj,h. Setting Ah = ∪jAj,h, Ah is

open, C1(Ah) < 1/h , and making use of (4.9) and (γ′), one easily gets that

φ(·, r, t, ξ) is lower semicontinuous in Ω′\Ah for every (r, t, ξ) ∈ K×K×IRN
and φ(·, ·, ·, ξ) is lower semicontinuous in (Ω′\Ah)×K×K for every ξ ∈ IRN
(we can assume that Ah is a decreasing sequence of open sets). Hence, as

in the proof of Theorem 4.7, the claim holds.

Therefore by Proposition 4.5 there exist {ahj } ⊂ C∞0 (Ω′), 0 ≤ ahj ≤ 1, and

ghj ∈ C(K; IRN ) such that

φ(x, r, t, ξ) = sup
j∈IN

aj(x)〈ghj (r)− ghj (t), ξ〉+

for all (x, r, t, ξ) ∈ (Ω′ \ Ah) × K × K × IRN . Moreover for every j ∈ IN
there exists xhj ∈ Ω′ \Ah such that ahj (xhj ) = 1 . If we set

ψhj (r, t, ξ) = 〈ghj (r)− ghj (t), ξ〉+ ,

we have that ψhj ≥ 0, ψhj is a locally bounded jointly convex function and

φ(x, r, t, ξ) = sup
j∈IN

ahj (x)ψhj (r, t, ξ)

for all (x, r, t, ξ) ∈ (Ω′ \Ah)×K ×K × IRN .
We will prove that there exists a constant C > 0 (independent of h) such

that

(4.13) sup
j∈IN

ψhj (r, t, ν) ≤ C ∀(r, t, ν) ∈ K ×K × SN−1 .

Since φ is locally bounded, there exists a constant C > 0 such that

φ(x, r, t, ν) ≤ C for every (x, r, t, ν) ∈ Ω′ × K × K × SN−1 . Then for

every (r, t, ν) ∈ K ×K × SN−1 and for every j, h ∈ IN we have

ψhj (r, t, ν) = ahj (xhj )ψhj (r, t, ν) ≤ φ(xhj , r, t, ν) ≤ C .

Then (4.13) holds.

Let ϕh ∈W 1,1(IRN ) be a capacitary quasi-potential of Ah. More precisely,

let us assume that there exists a Borel set Nh ⊂ IRN , with C1(Nh) =

HN−1(Nh) = 0, such that 0 ≤ ϕ̃h(x) ≤ 1 for every x ∈ IRN \ Nh, ϕ̃h = 1

on Ah \Nh , ∫
IRN

|∇ϕ̃h| dx ≤ C1(Ah) +
1

h
<

2

h



LOWER SEMICONTINUITY FOR NONAUTONOMOUS SURFACE INTEGRALS 21

and by Lemma 1.2 in [16], ϕ̃h(x) tends to 0 , as h→ +∞ , for HN−1 almost

every x ∈ Ω . Moreover, setting Ñ = ∪hNh, C1(Ñ) = HN−1(Ñ) = 0, for

every j ∈ IN and for every x ∈ Ω′ \ Ñ we set

(4.14) α̃hj (x) := max{0, ahj (x)− ϕ̃h(x)} .

Since 0 ≤ ϕ̃h(x) ≤ 1, we have

(4.15) 0 ≤ α̃hj (x) ≤ 1, ahj (x) ≥ α̃hj (x) ≥ ahj (x)− ϕ̃h(x) for all x ∈ Ω′

and

(4.16) φ(x, r, t, ξ) ≥ α̃hj (x)ψhj (r, t, ξ)

for all (x, r, t, ξ) ∈ Ω′ ×K ×K × IRN . Finally, we set for all h, j ∈ IN

φhj (x, r, t, ξ) = α̃hj (x)ψhj (r, t, ξ), φh(x, r, t, ξ) = sup
j∈IN

φhj (x, r, t, ξ),

for all (x, r, t, ξ) ∈ Ω′ ×K ×K × IRN . We notice that φhj satisfies all the

assumptions of Proposition 4.4. Hence the corresponding functional

Fφhj (u) :=

∫
Ω′∩Ju

φhj (x, u−, u+, νu) dHN−1

is lower semicontinuous; by Lemma 2.1 the same holds for the functional

Fφh(u) :=

∫
Ω′∩Ju

φh(x, u−, u+, νu) dHN−1 .

Moreover, since

(4.17) φhj (x, r, t, ξ) ≥ [ahj (x)− ϕ̃h(x)]ψhj (r, t, ξ)

for all (x, r, t, ξ) ∈ Ω′ ×K ×K × IRN , we have that

(4.18) φh(x, r, t, ξ) ≥ φ(x, r, t, ξ)− ϕ̃h(x)ψh(r, t, ξ)

for all (x, r, t, ξ) ∈ Ω′ ×K ×K × IRN , where ψh := supj∈IN ψ
h
j ; by (4.13)

there exists a constant C > 0 such that

(4.19) 0 ≤ ψh(r, t, ν) ≤ C

for all (r, t, ν) ∈ K ×K × IRN with |ν| = 1 .
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From the lower semicontinuity of Fφh(u), from (4.18) and (4.19), we then

get that

lim inf
n→+∞

∫
Ω′∩Jun

φ(x, u−n , u
+
n , νun) dHN−1

≥ lim inf
n→+∞

∫
Ω′∩Jun

φh(x, u−n , u
+
n , νun) dHN−1 ≥

∫
Ω′∩Ju

φh(x, u−, u+, νu) dHN−1

≥
∫

(Ω′\Ah)∩Ju

φ(x, u−, u+, νu) dHN−1 −
∫

Ω′∩Ju

ϕ̃h(x)ψh(u−, u+, νu) dHN−1

≥
∫

(Ω′\Ah)∩Ju

φ(x, u−, u+, νu) dHN−1 − C
∫

Ω′∩Ju

ϕ̃h(x) dHN−1.

Since ϕ̃h → 0 strongly in W 1,1(IRN ) as h → ∞, we have that, up to a

subsequence, ϕ̃h(x) → 0 for HN−1-almost every x ∈ IRN (see Proposition

1.2 in [16]). Therefore, by letting h → +∞ and recalling that Ah+1 ⊂ Ah
for all h and that HN−1(∩hAh) = 0, from the Dominated Convergence

Theorem we get (4.6) in Ω′. Hence, by letting Ω′ ↗ Ω, the thesis is achieved.
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