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PROJECTIVE NORMALITY OF MODEL VARIETIES

AND RELATED RESULTS

PAOLO BRAVI, JACOPO GANDINI, ANDREA MAFFEI

Abstract. We prove that the multiplication of sections of globally generated
line bundles on a model wonderful variety M of simply connected type is always
surjective. This follows by a general argument which works for every wonderful
variety and reduces the study of the surjectivity for every couple of globally
generated line bundles to a finite number of cases. As a consequence, the cone
defined by a complete linear system over M or over a closed G-stable subvariety
of M is normal. We apply these results to the study of the normality of the
compactifications of model varieties in simple projective spaces and of the
closures of the spherical nilpotent orbits. Then we focus on a particular case
proving two specific conjectures of Adams, Huang and Vogan on an analogue
of the model orbit of the group of type E8.

Introduction

Let G be a complex linear algebraic group, semisimple and simply connected. A
G-variety M is called wonderful of rank n if it satisfies the following conditions:

– M is smooth and projective;
– M possesses an open orbit whose complement is a union of n smooth prime
divisors (the boundary divisors) with non-empty transversal intersections;

– any orbit closure in M equals the intersection of the prime divisors which
contain it.

Examples of wonderful varieties are the flag varieties, which are the wonderful
varieties of rank zero, and the complete symmetric varieties introduced by C. De
Concini and C. Procesi [20], which we rather call adjoint symmetric wonderful
varieties. Wonderful varieties were then considered in full generality by D. Luna,
who started a program of classification in terms of combinatorial invariants [35].

Consider the following.

Question. Let M be a wonderful variety and, for L,L′ ∈ Pic(M), consider the
multiplication map

mL,L′ : Γ(M,L)⊗ Γ(M,L′) −→ Γ(M,L ⊗ L′).

Is mL,L′ surjective for all globally generated L,L′?

In the case of a flag variety, the answer to the previous question is affirmative,
indeed by the Borel-Weil theorem Γ(M,L) is a simple G-module for all L ∈ Pic(M).
In the case of the wonderful compactification of an adjoint group (regarded as a
symmetric G ×G-variety) a still affirmative answer was obtained by S.S. Kannan
[27] with a very explicit analysis. In the case of any adjoint symmetric wonderful
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variety the same was obtained by R. Chiriv̀ı and the third named author in [15] with
an inductive argument. In general, when all the above-mentioned multiplication
maps are surjective, it follows that the image of M in the dual projective space
of the complete linear system associated to any globally generated line bundle is
projectively normal.

Another remarkable class of wonderful varieties is that of the model wonderful
varieties, introduced by Luna [36]. Given a central subgroup Γ ⊂ G, a model ho-
mogeneous space for the algebraic group GΓ := G/Γ is a quasi-affine homogeneous
space G/H such that Γ ⊂ H and the coordinate ring C[G/H ] is a model of the rep-
resentations of GΓ in the sense of I.M. Gel’fand (see [4], [24], [25]), that is, C[G/H ]
is isomorphic as a G-module to the direct sum of all the irreducible representations
of GΓ. Main examples of model homogeneous spaces arise as nilpotent orbits for the
adjoint action of G, see also [16] where a standard monomial theory for some classi-
cal model homogeneous spaces was developed. The model homogeneous spaces for
GΓ were classified in [36], where Luna constructed a variety Mmod

GΓ
, which is won-

derful for the action of G, whose orbits parametrize the model homogeneous spaces
for GΓ. Varieties of the shape Mmod

GΓ
for some central subgroup Γ ⊂ G are called

model wonderful varieties. Given a model wonderful variety Mmod
GΓ

, we say that it

is of simply connected type ifMmod
GΓ

and Mmod
G are G-equivariantly isomorphic. For

G almost simple (i.e., a non-commutative group having no proper closed connected
normal subgroups), it follows by Luna’s description that Mmod

GΓ
is not of simply

connected type if and only if GΓ = SO(2r+1) (in which case G = Spin(2r+1) and
Γ ≃ Z/2Z is the center of G).

The first result of the paper is the following.

Theorem 1 (see Theorem 4.1). Let M be a model wonderful variety of simply
connected type. The multiplication of global sections

mL,L′ : Γ(M,L)⊗ Γ(M,L′) −→ Γ(M,L⊗ L′)

is surjective for all globally generated line bundles L,L′ on M .

This is false if M is a model wonderful variety not of simply connected type.
Indeed, in case M = Mmod

SO(2r+1) the multiplication of global sections mL,L′ is sur-

jective for all globally generated line bundles L,L′ on M if and only if r < 4 (see
Section 9.1). This is essentially a consequence of the fact that the tensor product
of an almost simple group of type Br does not satisfy the saturation property in
the sense of A. Klyachko (see [31] and [33]).

Theorem 1 follows from a general argument which works for every wonderful
variety M and reduces the surjectivity of the maps mL,L′ for all globally generated
line bundles L,L′ on M to the surjectivity for a finite number of couples. Indeed,
we also prove similar theorems for other classes of wonderful varieties arising in
some specific applications.

We now explain in more details our reduction in the study of the surjectivity of
the multiplication maps on a wonderful variety, and how we apply Theorem 1 and
its analogues in different directions.

A general reduction. Fix a Borel subgroup B ⊂ G and a maximal torus T ⊂ B.
Denote by Σ the set of G-stable prime divisors of M and by ∆ the set of B-stable
prime divisors of M which are not G-stable: since M possesses an open B-orbit,
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∆ is a finite set. Then the Picard group Pic(M) is freely generated by the line
bundles LD with D ∈ ∆ and the free group ZΣ embeds in Pic(M), so that we may
regard ZΣ as a sublattice of Z∆. Moreover, via the isomorphism Pic(M) ≃ Z∆,
the semigroup of globally generated line bundles is identified with the semigroup
N∆. We denote by LE the globally generated line bundle associated to an element
E ∈ N∆. Define the following partial order relation on N∆:

E 6Σ F if E − F ∈ NΣ.

This partial order is tightly related to the isotypic decomposition of the spaces of
global sections of the globally generated line bundles on M , which we may always
assume linearized (see Proposition 1.1).

In case M is the wonderful compactification of the adjoint group Gad = G/Z(G)
regarded as a G×G-variety, then Σ is naturally identified with the basis of the root
system of G, while ∆ is naturally identified with the set of the fundamental weights
of G. More generally, this is true wheneverM is the wonderful compactification of a
non-Hermitian symmetric space, in which case there always exists a root system ΦΣ

(the reduced root system) such that Σ is a basis of ΦΣ and ∆ is the corresponding
set of fundamental weights. This is no longer true in the case of a general wonderful
variety: while there always exists a root system ΦΣ ⊂ Z∆ with Σ as set of simple
roots, the fundamental weights of ΦΣ associated to Σ may differ from ∆. Therefore
we may think the couple (Σ,∆) as a generalization of a root datum.

Suppose that E,F ∈ N∆ are such that E <Σ F and there is no D with E <Σ

D <Σ F : then we say that F − E ∈ NΣ is a covering difference. The set of the
covering differences is finite and in the case of an usual root system it was studied
by J.R. Stembridge in [41].

Given E =
∑

D∈∆ nDD ∈ Z∆, define the positive part E+ =
∑

nD>0 nDD and

the height ht(E) =
∑

D∈∆ nD. We prove the following.

Lemma 2 (see Lemma 2.3). Let M be a wonderful variety and let n be such that
ht(γ+) 6 n for every covering difference γ. If the multiplication map

mLE ,LF
: Γ(M,LE)⊗ Γ(M,LF ) −→ Γ(M,LE+F )

is surjective for all E,F ∈ N∆ with ht(E + F ) 6 n, then it is surjective for all
E,F ∈ N∆.

We use Lemma 2 to prove Theorem 1. We first study the covering relation in
the case of a model wonderful variety proving that ht(γ+) 6 2 for all covering
differences γ, then we study the multiplication maps mLE ,LF

in the fundamental
cases E,F ∈ ∆. To check the inclusions arising in the exceptional group cases we
use the computer.

The fact that ht(γ+) 6 2 for all covering differences γ is an easy exercise in case
the couple (Σ,∆) corresponds to a root system, and as far as we know it could be
a general fact which holds for all wonderful varieties.

Proceeding inductively on the partial order 6Σ, it is easy to reduce the surjec-
tivity of the multiplication map mLE ,LF

for every E,F ∈ N∆ to the fact that some
special submodules of Γ(M,LE+F ) occur in the image of mLE ,LF

. This leads to
the definition of low triple (see Definition 2.2), which was already introduced in [15]
to treat the case of an adjoint symmetric wonderful variety. To prove Lemma 2 we
show that it is possible to treat inductively (w.r.t. the height) the low triples of M .
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Spherical orbits in simple projective spaces. Our first application of the
surjectivity of the multiplication maps regards the study of the normality of the
closure of a spherical orbit in a simple projective space, i.e., the projective space
of a simple G-module. Recall that a G-variety X is called spherical if it is normal
and possesses an open B-orbit, wonderful varieties form a very relevant class of
spherical varieties and play a prominent role in their classification.

Let V be a simple G-module, let G · [v] ⊂ P(V ) be a spherical orbit and consider

its closure X = G · [v], which is not necessarily normal. Let H be the stabilizer
of [v], then the spherical homogeneous space G/H can always be embedded as the
open orbit of a wonderful varietyM , called the wonderful compactification of G/H ,
which dominates any other projective compactification of G/H with a unique closed
orbit.

If the multiplication of global sections of globally generated line bundles on M
is surjective, the normality of every orbit closure X ⊂ P(V ) dominated by M can
be reduced to the normality of some “fundamental” orbit closures. On the other
hand, sometimes such fundamental orbit closures are easily shown to be normal.
In particular, we have the following.

Theorem 3 (see Corollary 6.9). Let V be a simple G-module, let X ⊂ P(V ) be the
closure of a spherical orbit and consider a wonderful variety M which dominates
X. If M is symmetric with reduced root system of type A or model for a connected
semisimple group of type AD, then X is normal.

Spherical nilpotent orbits. Our second application regards the study of the
normality of the closure of a spherical nilpotent orbit O ⊂ g, where g denotes the
Lie algebra of G. In particular, if we consider the projectivization of O, we get
again a spherical orbit U ⊂ P(g), and the closure O coincides with the affine cone
over U .

Following [13] and a suggestion of D. Luna, to study the normality of O we may
consider a wonderful variety MO, namely the wonderful compactification of U . It
turns out that the wonderful variety MO is either symmetric or model, or closely
related to one of these. If the surjectivity of the multiplication maps of MO is
known, the description of the G-module structure of the coordinate ring of O is an
easy task.

Therefore, we prove the following (with computer-aided computations in the
exceptional group cases).

Theorem 4 (see Theorem 7.1). Let O ⊂ g be a spherical nilpotent orbit and let
MO be the associated wonderful variety. Then the multiplication map

mL,L′ : Γ(MO,L)⊗ Γ(MO,L
′) −→ Γ(MO,L ⊗ L′)

is surjective for all globally generated line bundles L,L′ on MO.

As a corollary (see Corollary 7.2) we obtain the classification of the spherical
nilpotent adjoint orbits O whose closure is normal (these results are already known,
see for instance [18, Theorem 5.1] or [38, Table 2]). As a particular case, among
these orbits we also find the model orbit of E8 studied by J. Adams, J-S. Huang
and D.A. Vogan Jr. in [1].

The real model orbit of type E8. Following [1], we also consider an analogue
of the model nilpotent adjoint orbit O of E8. More explicitly, we consider a K-
orbit, where K (an algebraic group) is the complexification of a maximal compact
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subgroup KR of the split real form of E8. Then K is the fixed point subgroup of
an involution of E8, this involution passes to the Lie algebra and K acts on the
eigenspace p of eigenvalue −1. The analogue of the model orbit that we consider is
the intersection Op = O ∩ p, which is a K-orbit.

For the closure of Op we prove its normality and we describe its coordinate ring
(Theorem 8.6). Furthermore, we describe the space of KR-finite vectors of the
unitary representation of the split real form of E8 that should be associated to this
K-orbit via the so-called orbit method (Theorem 8.10). Both descriptions were
already present in [1] as consequences of some conjectures, which as far as we know
are still open.

In order to prove these theorems, we are led to consider another class of wonderful
varieties, which we call comodel wonderful varieties since they are somewhat dual
to the model wonderful varieties (see Theorem 5.1 for a precise definition). For the
comodel wonderful varieties we also show that the multiplication of global sections
of globally generated line bundles is surjective (see Theorem 5.2).

It turns out indeed that Op is the cone over a homogeneous space whose won-
derful compactification is closely related to a comodel wonderful variety.

Multiplication of functions on a spherical homogeneous space. Suppose
that G/H is a spherical homogeneous space, in the last section of the paper we also
consider the problem of multiplying G-modules of functions in the coordinate ring
C[G/H ]. Indeed, C[G/H ] is a multiplicity-free G-module (that is, every isotypical
component is irreducible), and given two irreducible components Vλ and Vλ′ of
highest weight λ and λ′ it is well defined their product VλVλ′ ⊂ C[G/H ], that is,
the G-module generated by the products ff ′ with f ∈ Vλ and f ′ ∈ Vλ′ .

More generally, given ξ ∈ X (H), one may consider the corresponding G-module
of H-semiinvariant function

C[G]
(H)
ξ = {f ∈ C[G] : f(gh) = ξ(h)f(g) ∀h ∈ H},

and given ξ, ξ′ ∈ X (H) there is a natural multiplication map

C[G]
(H)
ξ ⊗ C[G]

(H)
ξ′ −→ C[G]

(H)
ξ+ξ′ .

As in the case ξ = 0, the G-module C[G]
(H)
ξ is multiplicity free, and we denote by

Vλ,ξ its irreducible component of highest weight λ. Therefore, given ξ, ξ′ ∈ X (H),

it is well defined the product Vλ,ξVλ′,ξ′ ⊂ C[G]
(H)
ξ+ξ′ .

After discussing some non-degeneracy property of such multiplication and giving
some examples, we describe the semigroup generated by the set of differences

{λ+ λ′ − µ : Vµ,ξ+ξ′ ⊂ Vλ,ξVλ′,ξ′ ∃ ξ, ξ′ ∈ X (H)}

in terms of the spherical roots of a suitable wonderful variety as follows. There is a
canonical spherical subgroup of G containing H , called the spherical closure of H
and denoted H , such that G/H admits a wonderful compactification M . Moreover

X (H) = X (H), and for all ξ ∈ X (H) it holds C[G]
(H)
ξ = C[G]

(H)
ξ . This allows us

to reformulate the multiplication of H-semiinvariant functions in terms of sections
of line bundles on M , and we prove the following fact.

Proposition 5 (see Proposition 9.2). Let M be the semigroup generated by the set
of differences

{λ+ λ′ − µ : Vµ,ξ+ξ′ ⊂ Vλ,ξVλ′,ξ′ ∃ ξ, ξ′ ∈ X (H)},
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and denote by Σ the set of spherical roots of M . Then M = NΣ.

Structure of the paper. The first part of the paper is entirely devoted to the
proof of Theorem 1 and Lemma 2, whereas in the second part we have collected
the various applications.

In Section 1 we fix the notation and recall some results about the wonderful
varieties and their line bundles. In Section 2 we define the low triples and prove
Lemma 2. In Section 3 and in Section 4 we focus on the case of a model won-
derful variety, first classifying the covering differences and then classifying the low
fundamental triples and studying the associated inclusions.

In Section 5 we introduce the comodel wonderful varieties and prove the surjec-
tivity of the multiplication for this class of varieties.

In Section 6 we explain in general how the surjectivity of the multiplication
map can give information on the normality of the closure of a spherical orbit in
the projective space of a simple G-module (proving by-the-way Theorem 3). In
Section 7 we prove Theorem 4 and we use our results to deduce the normality
and the non-normality of the spherical nilpotent orbit closures. In Section 8 we
concentrate on the real model orbit of type E8.

In Section 9 we give the above-mentioned counterexample to the surjectivity of
the multiplication in the case of a model wonderful variety of not simply connected
type. This leads us to discuss some general properties of the multiplication map
and to prove Proposition 5.

Aknowledgments. We would like to thank Domingo Luna, who suggested us
some years ago to study the normality of spherical nilpotent orbit closures via the
projective normality of wonderful varieties.

The paper was partially written during a staying of the second author at Friedrich-
Alexander-Universität Erlangen-Nürnberg between March and October 2012, par-
tially supported by a DAAD fellowship. He is grateful to the Emmy Noether
Zentrum and especially to Friedrich Knop for warm hospitality; also, many thanks
are due to Friedrich Knop for fruitful discussions.

1. Generalities

Let G be a simply connected semisimple complex algebraic group. Fix a maximal
torus T of G and a Borel subgroup B ⊃ T . For any group K we denote by
X (K) the multiplicative characters of K. We denote also by X (T )+ the set of
dominant characters w.r.t. B and if λ ∈ X (T )+ we denote by V (λ) an irreducible
representation of highest weight λ and by −λ∗ the lowest weight of V (λ). We
denote by S the set of simple roots.

LetM be a wonderful G-variety with (unique) closed G-orbit Y . We assume that
the center Z(G) acts trivially on M , and we will keep this assumption throughout
the paper: all the wonderful varieties we will deal with will be Gad-varieties. By
[34], M is spherical, i.e. it possesses an open B-orbit, say B · x0 ⊂ G · x0 ⊂M . We
denote by H the stabilizer of x0 in G.

1.1. Colors and spherical roots. Since B ·x0 is affine, G ·x0rB ·x0 is a union of
finitely many B-stable prime divisors and we denote by ∆ the set of their closures
in M :

∆ = {D ⊂M : D is a B-stable prime divisor, D ∩G · x0 6= ∅}.
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The elements of ∆ are called the colors of M .
Denote by B− the opposite Borel subgroup of B and let y0 ∈ Y be the unique

B−-fixed point of M . The normal space of Y in M at y0, Ty0
M/Ty0

Y , is a
multiplicity-free T -module. Set

Σ = {T -weights of Ty0
M/Ty0

Y } :

the elements of Σ are called the spherical roots ofM and they naturally correspond
to local equations of the boundary divisors of M , which are G-stable. If σ ∈ Σ,
we denote by Mσ the associated boundary divisor of M such that Ty0

M/Ty0
Mσ

is the 1-dimensional T -module of weight σ.
The rank one wonderful varieties were classified by D.N. Akhiezer [2], and we

denote by Σ(G) ⊂ X (T ) the finite set of all possible weights occurring as the
spherical root of a rank one wonderful variety. These are called the spherical roots
of G. Every spherical root is either a positive root, or the sum of two orthogonal
positive roots, we refer to [8, Table 1] for a list of the spherical roots of G.

1.2. Picard group and Cartan pairing. Recall that every line bundle on M or
on Y has a unique G–linearization.

We may identify Pic(Y ) with a sublattice of X (T ) and Pic(G · x0) with X (H)
(see [30]): we identify L ∈ Pic(Y ) with the character of T acting on the fiber of L
over y0, and we identify L ∈ Pic(G ·x0) with the character of H acting on the fiber
over x0.

Consider now the maps ω : Pic(M) −→ X (T ) and ξ : Pic(M) −→ X (H) defined
by the restriction to the closed and to the open orbit. We may regard Pic(M) as a
sublattice of X (T )×X (H) by identifying L ∈ Pic(M) with the couple (ω(L), ξ(L))
(see [11]). Moreover, we have the following exact sequence

0 −→ ZΣ −→ Pic(M) −→ X (H) −→ 0.

Given E ∈ Z∆, denote by LE := O(E) the associated line bundle. As a group,
Pic(M) is freely generated by the line bundles LD with D ∈ ∆ (see [10, Propo-
sition 2.2]). For all E ∈ Z∆, the associated line bundle LE is globally generated
(resp. ample) if and only if E is a non-negative (resp. positive) combination of
colors. We set ωE = ω(LE), ξE = ξ(LE).

There exists a natural Z-bilinear pairing (called the Cartan pairing of M)

c : Z∆× ZΣ −→ Z

which maps the couple (D, σ) to the coefficient of [Mσ] along [D]. So, regarding
ZΣ as a sublattice of Z∆, for σ ∈ ZΣ we have

σ =
∑

D∈∆

c(D, σ)D.

1.3. Global sections and multiplication. We now recall the description of the
space of global sections Γ(M,L) of a line bundle L. Notice first that since M is
spherical the decomposition of Γ(M,L) into simple G-modules is multiplicity free
for all L ∈ Pic(M). If E ∈ N∆ then LE is generated by global sections. In particular
Γ(M,LE) must contain a copy of V (ωE) (which is the space of sections of LE on
Y ), hence ωE is dominant. We denote by VE the unique simple G-submodule of
Γ(M,LE) of highest weight ωE. Notice also that the image of x0 in P(Γ(M,LE)

∗)
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is a point fixed by H . In particular, since BH ⊂ G is open, it follows that the space
of spherical vectors

V (ω∗
E)

(H)
ξE

= {v ∈ V (ω∗
E) : hv = ξE(h)v ∀h ∈ H}

has dimension one and we denote by hE a generator of this line.
If γ =

∑
aσσ ∈ NΣ, we denote by sγ ∈ Γ(M,LMγ ) a section whose divisor is

equal to Mγ =
∑
aσM

σ. Notice that this section is G-invariant. Recall, as defined
in the introduction, that we say that F 6Σ E if E − F ∈ NΣ. If E ∈ N∆ and
E 6Σ F the multiplication by sF−E induces a G-equivariant map from the sections
of LE to the sections of LF , in particular we have sF−EVE ⊂ Γ(M,LF ).

Proposition 1.1 ([10, Proposition 2.4]). Let F ∈ Z∆. Then

Γ(M,LF ) =
⊕

E∈N∆ :E6ΣF

sF−EVE .

If E,F ∈ N∆, consider the multiplication of sections

mE,F : Γ(M,LE)⊗ Γ(M,LF ) −→ Γ(M,LE+F ).

and denote by VEVF the image of VE ⊗ VF . A way to translate the description of
this map into a problem on spherical vectors is the following.

Lemma 1.2 ([14, Lemma 19]). Let D,E, F ∈ N∆ be such that D 6Σ E+F . Then
sE+F−DVD ⊂ VEVF if and only if the projection of hE⊗hF ∈ V (ω∗

E)⊗V (ω∗
F ) onto

the isotypic component of highest weight ω∗
D is non-zero.

1.4. Distinguished sets of colors. Let M ′ be a wonderful G-variety together
with a surjective equivariant morphism φ : M −→ M ′ with connected fibers and
denote ∆φ ⊂ ∆ the set of colors which map dominantly onto M ′. Then the semi-
group

(NΣ)/∆φ = {γ ∈ NΣ : c(D, γ) = 0 ∀D ∈ ∆φ}

is free and its basis, which we denote by Σ/∆φ, coincides with the set of spherical
roots of M ′, while the set of colors of M ′ is identified with ∆ r ∆φ (see [35,
Proposition 3.3.2]).

Conversely, if ∆0 ⊂ ∆, then there exists a wonderful variety M ′ (unique up to
isomorphism) together with a surjective equivariant morphism φ : M −→ M ′ with
connected fibers if and only if ∆0 is distinguished, that is, there exists an element
D ∈ N>0∆0 such that c(D, σ) > 0 for every σ ∈ Σ (see [35, Proposition 3.3.2] and
[5, Theorem 3.1]).

If ∆0 ⊂ ∆ is distinguished, then we say that the associated wonderful variety
M ′ is the quotient of M by ∆0, denoted by M/∆0.

Recall the following general fact.

Proposition 1.3. Let X,Y be normal varieties and suppose that φ : X −→ Y is
a surjective proper morphism with connected fibers. If L ∈ Pic(Y ), then Γ(Y,L) =
Γ(X,φ∗L).

If E =
∑

D∈∆ aDD ∈ Z∆ we define supp(E), the support of E, as the set of
colors D such that aD 6= 0.

Corollary 1.4. Let E ∈ N∆ and suppose that ∆0 is a distinguished subset of ∆
such that ∆0 ∩ supp(E) = ∅. Then Γ(M,LE) = Γ(M/∆0,LE).
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1.5. Parabolic induction: spherical roots and colors. We describe now a
standard way to construct a wonderful variety for the group G from a wonderful
variety for a Levi subgroup of a parabolic subgroup of G.

Let L be a proper Levi subgroup of G which contains T . Let Q be the parabolic
subgroup associated to L and containing B, and let Q− be the opposite parabolic
subgroup. Denote by RQ and R−

Q the solvable radicals and by UQ and U−
Q the

unipotent radicals of Q and Q−, respectively. Finally let Lss be the semisimple
part of L and denote by Lad = Lss/Z(Lss) = L/Z(L) the adjoint quotient of L.

Let N be a wonderful variety for the group Lad. Although wonderful varieties
have been defined for semisimple groups, in this case it is convenient to look at
N as an L-variety and to consider L-linearized line bundles on N . The definitions
given for a wonderful variety can be extended to this situation.

Extend the action of L on N to Q−, with U−
Q acting trivially, and define the

parabolic induction of N as

M = G×Q− N.

We have a projection π : M −→ G/Q−, N is the fiber over Q− and moreover it is
the set of points of M fixed by U−

Q . One can easily show the following properties.

(1) M is a wonderful G-variety.
(2) The intersection of a subset of M with N induces a bijection from the set

of G-stable subsets of M to the set of L-stable subsets of N . For every
spherical root σ of M we denote by Nσ the intersection Mσ ∩N .

(3) The restriction of line bundles from M to N induces an isomorphism ρ
between the class groups of linearized line bundles PicG(M) and PicL(N).

(4) We have an injective map ε from the set ∆(N) of colors of N to the set
∆(M) of colors of M given by ε(D) = B ·D for all D ∈ ∆(N).

(5) The exact sequence 0 −→ X (L/Lss) −→ PicL(N) −→ PicLss(N) −→ 0 has
a natural splitting given by LD 7−→ Lε(D)

∣∣
N

for every color D ∈ ∆(N).
(6) If D ∈ ∆(M)r ε(∆(N)) then the restriction of O(D) to N is a trivial line

bundle on N .
(7) The set of colors ε(∆(N)) is distinguished and M/ε(∆(N)) ≃ G/Q−.
(8) Since Lss is simply connected we have Pic(N) ≃ PicLss(N).

Denote

Σ = {T -weights of Ty0
N/Ty0

(L · y0)} ,

where we recall that y0 is the point of M fixed by B−, hence L · y0 is the unique
closed orbit of N . The set Σ is in correspondence with the set of L-stable divisors
and in particular σ is the T -weight of Ty0

N/Ty0
Nσ. Moreover, we have that Σ

equals the set of spherical roots of M and every element of Σ is a sum of simple
roots of L.

By the above properties (3) and (4) for every color D in ∆(N) we have a canon-
ical choice of a linearization of the associated line bundle and we have a natural
decomposition

PicL(N) ≃ X (L/Lss)⊕
⊕

D∈∆(N)

Z[D].

For all σ ∈ Σ, [Nσ] =
∑

D∈∆(M) c(D, σ)ρ([D]). If L,L′ ∈ PicL(N) we define

L >Σ L′ if, using the additive notation, L − L′ =
∑
aσO(Nσ) with aσ > 0 for all

σ, similarly to what we have done in Section 1.3. In this way Proposition 1.1 holds
for N without any change.
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It is easy to see when a G-wonderful variety M can be obtained by parabolic
induction. Let P− be the stabilizer of y0 and let Sp the set of simple roots that
are in the set of roots of P−. Assume that S′ = Sp ∪ suppS Σ 6= S and let L be
the standard Levi subgroup associated to S′. Let Q,Q−, RQ, R

−
Q, UQ, U

−
Q , L

ss, Lad

be defined as above. Set ∆̃ = {D ∈ ∆ : if Pα ·D 6= D then α ∈ S′}, then ∆̃ is a

distinguished set and M/∆̃ = G/Q−. Moreover, N = MU−

Q is a wonderful variety
for Lad and M is obtained by parabolic induction from N as above.

1.6. Parabolic induction: global sections. Let now M be obtained by para-
bolic induction from N as above. Let M be a line bundle on M and denote by N
its restriction to N . We want to compare the sections of M and N . The restric-
tion of sections induces a map rM : Γ(M,M) −→ Γ(N,N ). Notice that U ·N is a
dense subset of M , hence the restriction of rM to Γ(M,M)U is injective. We first
describe the kernel of rM.

Let M = LF , then Γ(M,M) =
⊕
sF−EVE where the sum is over all E ∈ N∆

such that E 6Σ F . For each E ∈ N∆ set WE = V
UQ

E . This is an irreducible L-
submodule with the same highest weight as VE . Let IE be the L-stable complement
of WE in VE .

Lemma 1.5. We have

ker rM =
⊕

E∈N∆ :E6ΣF

sF−EIE .

Proof. By the above discussion it is enough to prove that rLE
(IE) = 0. Let v be

a highest weight vector (for the action of L) in IE of weight λ. Then ωE − λ =∑
α∈S aαα with aα ∈ N. If S′ is the set of simple roots for L notice that, since

v ∈ IE , there exists α ∈ S r S′ such that aα 6= 0. On the other hand, by the
generalization of Proposition 1.1 forN discussed in the previous section, the weights
of the highest weight vectors in Γ(N,LE) are of the form ωE − β with β ∈ NS′. In
particular we must have rLE

(v) = 0. �

Since the restriction commutes with the multiplication we recover the following.

Proposition 1.6 ([15, Proposition 2.9]). For all E,F ∈ N∆ and γ ∈ NΣ such that
E + F − γ ∈ N∆, sγ VE+F−γ ⊂ VEVF if and only if sγ WE+F−γ ⊂WEWF .

In particular, using the property (6) of the previous section, we have the follow-
ing.

Corollary 1.7. For all D ∈ N(∆r ∆̃) and E ∈ N∆, VDVE = VD+E .

2. Projective normality and the covering relation

2.1. The covering relation. Let {ωα : α ∈ S} be the set of fundamental weights
w.r.t. the simple roots S.

For all λ =
∑
kαωα ∈ X (T ), denote by supp(λ) the set of α ∈ S such that

kα 6= 0 and define its positive part λ+, resp. its negative part λ−, as the dominant
weights

λ+ =
∑

kα>0

kαωα and λ− = λ+ − λ.

If λ ∈ X (T )+, define also the height of λ as the number ht(λ) =
∑

α∈S kα.
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Suppose that λ and µ are dominant weights with λ < µ (w.r.t. the usual domi-
nance order) and suppose that there is no dominant weight ν such that λ < ν < µ:
then one says that µ covers λ and we call µ − λ a covering difference in X (T )+.
Notice that an element γ ∈ NS is a covering difference in X (T )+ if and only if γ+

covers γ−. Although the following proposition is an immediate consequence of [41,
Theorem 2.6], here we give an easy independent proof.

Proposition 2.1. If γ ∈ NS is a covering difference in X (T )+, then ht(γ+) 6 2.

Proof. Let γ ∈ NS be a covering difference and suppose that α ∈ S is such that
〈γ+, α∨〉 > 2: then γ+ − α ∈ X (T )+, hence we must have γ = α and ht(γ+) =
2. Hence we may assume that 〈γ+, α∨〉 6 1 for every α ∈ S. Suppose that
ht(γ+) > 3, (up to reindexing the simple roots) we can take αi, αj ∈ suppS(γ

+)
with i < j such that {αi, . . . , αj} generates an irreducible subsystem of type A:
then γ+ − (αi + · · ·+αj) ∈ X (T )+ and it follows γ = αi + · · ·+αj and ht(γ+) = 2
(a contradiction). �

We now consider the covering relation in the more general context of wonderful
varieties. Let M be a wonderful variety with set of spherical roots Σ and with set
of colors ∆. For all E =

∑
D∈∆ kDD ∈ Z∆, define its positive part E+ and its

negative part E− as

E+ =
∑

kD>0

kDD and E− = E+ − E.

If E ∈ N∆, define the height of E as the number ht(E) =
∑

D∈∆ kD. On the other
hand, for all γ =

∑
σ∈Σ aσσ ∈ NΣ define its Σ-height as htΣ(γ) =

∑
σ∈Σ aσ.

Let E and F be in N∆ with E <Σ F and suppose that there is no D ∈ N∆ such
that E <Σ D <Σ F : then we say that F covers E and we call F − E a covering
difference in N∆. Again, γ ∈ NΣ is a covering difference in N∆ if and only γ+

covers γ−.

Remark 1. Notice that there are only finitely many covering differences. Indeed,
consider the lattice X = {(D,E) ∈ Z∆ × Z∆ : E − D ∈ ZΣ} and the finitely
generated monoid X+ = {(D,E) ∈ N∆ × N∆ : D − E ∈ NΣ}. If γ is a covering
difference then (γ+, γ−) is an indecomposable element of X+.

Finally the number of indecomposable elements in X+ is finite and can be
controlled as follows: let ℓ1, . . . , ℓt be the half-lines generating the cone X+

Q , let

vi = (Di, Ei) be a generator of ℓi ∩ X+ and let ni = ht(Di) + ht(Ei). Then if
(D,E) is indecomposable ht(D) + ht(E) 6

∑
i ni.

As already said in the introduction, in the case of the wonderful compactification
of a non-Hermitian symmetric space, there exists a root system ΦΣ (the restricted
root system) which is generated by the spherical roots and such that ∆ is naturally
identified with the set of fundamental weights of ΦΣ and the pairing between Σ and
∆ is the Cartan pairing of ΦΣ. Although Σ is always the basis of a root system ΦΣ,
in the general case it is not possible to identify ∆ with the fundamental weights
of ΦΣ: in particular, it may happen that ZΣ ⊂ Z∆ is not a sublattice of finite
index and that the semigroup of dominant weights of ΦΣ contained in ZΣ is not
even contained in N∆. However, one can consider the property of Proposition 2.1
without modifications in this context:

(2-ht). If γ ∈ NΣ is a covering difference in N∆, then ht(γ+) 6 2.
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Notice that by the above discussion the property (2-ht) holds if M is the won-
derful compactification of a non-Hermitian symmetric space. In the case of the
wonderful compactifications of Hermitian symmetric spaces the same argument
works without serious complications. In the subsequent section we show that it is
true also in the case of a model wonderful variety (of simply connected type). We
have also checked many other examples and, as far as we know, it is possible that
it holds for all wonderful varieties.

In analogy with the case of a root system, we say that a nonzero element D ∈ N∆
is minuscule if it is minimal in N∆ w.r.t. the partial order 6Σ.

2.2. Projective normality. The notion of low triple has been introduced in [15]
in the case of a symmetric wonderful variety. Here we use the same terminology
with a slightly weaker definition.

Definition 2.2. Let M be a wonderful variety with set of spherical roots Σ and
with set of colors ∆. Let D,E, F ∈ N∆ be such that F 6Σ D + E. The triple
(D,E, F ) is called a low triple if:

for all D′ 6Σ D and E′ 6Σ E such that F 6Σ D′ + E′, it holds D′ = D
and E′ = E.

The triple (D,E, F ) is called a fundamental triple if D,E ∈ ∆.

Notice that if (D,E, F ) is a low triple, then sD+E−FVF ⊂ Γ(M,LD)Γ(M,LE)
if and only if sD+E−FVF ⊂ VDVE .

Lemma 2.3. Let M be a wonderful variety and let n be such that ht(γ+) 6 n for
every covering difference γ. If

(2.1) sD+E−FVF ⊂ VDVE ,

for all low triples (D,E, F ) with ht(D + E) 6 n, then the multiplication map

mD,E : Γ(M,LD)⊗ Γ(M,LE) −→ Γ(M,LD+E)

is surjective for all D,E ∈ N∆.

Proof. For any D ∈ Z∆ let ΓD = Γ(M,LD). For any triple (D,E, F ) with F 6Σ

D + E we want to show that sD+E−FVF ⊂ ΓDΓE . We proceed by induction first
on htΣ(D + E − F ) and then on ht(D + E). If htΣ(D + E − F ) = 0 the claim is
trivial.

If (D,E, F ) is not a low triple then there exist D′ 6Σ D and E′ 6Σ E such that
F 6Σ D′ + E′ and htΣ(D

′ + E′ − F ) < htΣ(D + E − F ). Hence the claim is true
for (D′, E′, F ), and

sD+E−FVF = sD−D′+E−E′

sD
′+E′−FVF ⊂ sD−D′+E−E′

ΓD′ΓE′ ⊂ ΓDΓE .

If (D,E, F ) is a low triple and ht(D+E) 6 n then the claim is true by assump-
tion.

Assume now that ht(D+E) > n and that (D,E, F ) is a low triple. Let F1 ∈ N∆
be an element covered by D + E such that F1 >Σ F . Since ht(D + E) > ht(γ+)
for every covering difference γ ∈ NΣ, it follows that supp(F1) ∩ supp(D + E) 6= ∅.
Fix D0 ∈ supp(F1) ∩ supp(D + E) and set

(D1, E1) =

{
(D −D0, E) if D0 ∈ supp(E)

(D, E −D0) otherwise
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Choose F2 in N∆ minimal w.r.t. 6Σ such that F −D0 6Σ F2 6Σ F1 −D0. Notice
that htΣ(D0 + F2 − F ) 6 htΣ(F1 − F ) < htΣ(D + E − F ). Moreover (D0, F2, F )
is a low triple; indeed if there exist F ′

2 6Σ F2 and D′
0 6Σ D0 in N∆ such that

F 6Σ D
′
0 + F ′

2 then

F 6Σ D
′
0 + F ′

2 6Σ D
′
0 +D1 + E1 6Σ D + E.

Since (D,E, F ) is a low triple, we get D′
0 = D0, while since F2 is minimal we get

F ′
2 = F2. Hence, by induction, it follows that sD0+F2−FVF ⊂ VD0

VF2
.

Notice that we have htΣ(D1+E1−F2) 6 htΣ(D+E−F ) and that ht(D1+E1) =
ht(D + E)− 1, hence we can apply the inductive hypothesis to (D1, E1, F2). So

sD+E−FVF = sD1+E1−F2sD0+F2−FVF ⊂ sD1+E1−F2VF2
VD0

⊂ ΓD1
ΓE1

VD0
⊂ ΓDΓE .

�

Together with Remark 1, the lemma implies that to prove the surjectivity of
mD,E for all D,E ∈ N∆ it is enough to check a finite number of cases. In particular
if the property (2-ht) holds, it is enough to check the above inclusion (2.1) only for
the low fundamental triples.

In Section 9.1 we show that there exist wonderful varieties possessing low funda-
mental triples (D,E, F ) such that sD+E−FVF 6⊂ VDVE : in particular the multipli-
cation of sections of line bundles on a wonderful variety is not necessarily surjective.

3. The covering relation for model wonderful varieties

As said in the introduction, a model homogeneous space for a reductive group
G (not necessarily simply connected) is a quasi affine G-homogeneous space whose
coordinate ring is a model representation of G: each irreducible representation of
G appears exactly with multiplicity one. By [36], for every group G there exists
a wonderful variety M such that for every model homogenous space G/H0 there
exists a point in M whose stabilizer is equal to NG(H0) and, viceversa, if H is the
stabilizer of a point in M and we set H0 to be the intersections of the kernels of
the multiplicative characters of H then G/H0 is a model homogeneous space. The
variety M is called the model wonderful variety of G.

Notice that H0 has no characters, hence the set of spherical vectors (i.e., the
eigenvectors of H) in a simple G-module V , which is a subspace of dimension at
most one, can be also characterized as the set of vectors in V fixed by H0.

The description of the model wonderful varieties of an almost simple group G is
given in [36]. For type B there are two different model wonderful varieties, according
as G is isomorphic to the special orthogonal group or to the spin group. In all the
other cases the model wonderful variety of G is the same as the model wonderful
variety of the adjoint group of G.

In this section we describe the covering relation for a model wonderful variety
M of simply connected type, and we prove that the property (2-ht) holds in this
case. For model wonderful varieties of simply connected type the set of colors ∆
is in bijection, via ω, with the set of fundamental weights, and the set of spherical
roots Σ is the set of the sums α+ β with α, β non-orthogonal simple roots.

Clearly, in order to study the multiplication of sections of line bundles and the
partial order of dominant weights in the case of a model wonderful variety, we may
reduce to the case where G is almost simple. Moreover, if γ =

∑
α∈S aαα ∈ ZΣ
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we denote by suppS(γ) the set of simple roots α such that aα 6= 0. We have the
following lemma, whose proof is immediate.

Lemma 3.1. Let γ be a covering difference in N∆ w.r.t. Σ, then suppS(γ) is a
connected subset of S and γ is a covering difference for the model variety of the
simply connected group associated to the root subsystem generated by suppS(γ).

Therefore, we only classify the covering differences γ such that suppS(γ) = S.
In the following two sections, r denotes the semisimple rank of the group and
∆ = {D1, . . . , Dr} is the set of colors, labelled in such a way that ωDi

is the
fundamental weight ωi. For simplicity we also set Di = 0 for all i 6 0 and for all
i > r. Similarly we denote Σ = {σ1, . . . , σr−1} (see the following subsections for
the definition of the single spherical roots σi), and we set σi = 0 for all i 6 0 and
for all i > r.

For the rest of the section, γ will be a covering difference in N∆ w.r.t. Σ, and
we set

γ =

r−1∑

i=1

aiσi =

r∑

i=1

ciDi.

For convenience we also set ai = cj = 0 for all i, j 6 0, for all i > r and for all
j > r.

3.1. Type Ar (r > 2). Let Σ = {σ1, . . . , σr−1} be the set of spherical roots where
σi = αi + αi+1.

Proposition 3.2. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.
Then either

(1) r is even and γ =
∑r/2

i=1 σ2i−1 = D1 +Dr, or

(2) r is odd and γ =
∑r−1

i=1 σi = D2 +Dr−1.

Proof. Clearly, a1 > 0. Assume first that a2 > 0. Take the maximum integer k
such that ai > 0 for all i 6 k. Then cj > 0 for all 3 6 j 6 k + 2 otherwise

γ− +
∑j−2

i=1 σi ∈ N∆.
If k were < r−1, then ck+1+ck+2 = −ak−1−ak+3 would be < 0, a contradiction.

Therefore, suppΣ(γ) = Σ.

Now, since γ−+
∑r−1

i=1 σi ∈ N∆, γ must necessarily be equal to
∑r−1

i=1 σi which is

a covering difference if and only if r is odd: indeed, if r is even,
∑r/2

i=1 σ2i−1 ∈ N∆.
Assume now that a2 = 0. Take the maximum odd integer k such that ai = 0 for

all even i < k. Then ck > 0 otherwise γ− +
∑(k−1)/2

i=1 σ2i−1 ∈ N∆. Furthermore,

ck−1 > 0 otherwise, reasoning as above, aj > 0 for all j > k and γ−+
∑r−1

i=k σi ∈ N∆.
If k were < r − 1, then ck−1 + ck = −ak+1 would be < 0, a contradiction.

Therefore, ai > 0 iff i is odd, and r is even.

Now, since γ− +
∑r/2

i=1 σ2i−1 ∈ N∆, γ must necessary be equal to
∑r/2

i=1 σ2i−1

which is a covering difference. �

3.2. Type Br (r > 2). Let Σ = {σ1, . . . , σr−1} be the set of spherical roots where
σi = αi + αi+1.

Proposition 3.3. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.

Then r is even and γ =
∑r/2

i=1 σ2i−1 = D1.
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Proof. Clearly, ar−1 > 0. Suppose that k < r is such that r − k is odd and ci 6 0
for every k < i < r with r − i odd. Then we have the inequalities (where ai = 0 if
i 6 0)

ar−1 6 ar−3 − ar−2 6 ar−5 − ar−4 6 . . . 6 ak+2 − ak+3 6 ak − ak+1

and it follows that aj > ar−1 > 0 for every j > k with r − j odd. In particular, k
must be > 0.

Let k be maximal with r − k odd and ck > 0. Denote γ0 =
∑(r−k−1)/2

i=0 σk+2i =
−Dk−1 +Dk: then γ0 6Σ γ and γ+ − γ0 ∈ N∆, hence we must have γ = γ0, k = 1
and r even. �

3.3. Type Cr (r > 3). Let Σ = {σ1, . . . , σr−1} be the set of spherical roots where
σi = αi + αi+1.

Proposition 3.4. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.

Then γ =
∑r−1

i=1 σi = D2.

Proof. Clearly, ar−1 > 0. Let k be maximal such that ck > 0. Then we have the
following inequalities (for k < r)

ak−1 > ak > . . . > ar−1.

It follows that ai > 0 for every k − 1 6 i < r. Therefore, γ+ −
∑r−1

i=k−1 σi =

γ+ + ck−2 − ck ∈ N∆ and we get k = 2 with γ =
∑r−1

i=1 σi. �

3.4. Type Dr (r > 4). Let Σ = {σ1, . . . , σr−1} be the set of spherical roots where
σi = αi + αi+1 if i < r − 1 and σr−1 = αr−2 + αr.

Proposition 3.5. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.

Then r is odd and γ =
∑(j−1)/2

i=1 σ2i−1 +
∑(r−3)/2

i=(j+1)/2 2σ2i−1 + σr−2 + σr−1 =

D1 −Dj−1 +Dj for j odd 6 r − 2.

Proof. Clearly, we have the inequalities ar−2 > 0 and ar−1 > 0. One has cr−2 6 1,
otherwise γ+−(−2Dr−3+2Dr−2) ∈ N∆, thus γ = −2Dr−3+2Dr−2 = σr−2+σr−1,
but suppS(γ) 6= S. Since cr−2 = −ar−4 + ar−3 + ar−2 + ar−1 we get ar−4 > 0 and
moreover, if cr−2 6 0, ar−4 > 1.

We go on this way step-by-step. Let k be < (r − 1)/2. Assume ar−2i > 0 for all
i 6 k and moreover if, for some j < k, cr−2i 6 0 for all i 6 j then ar−2i−2 > 1 for

all i 6 j. One has
∑k

i=1 cr−2i 6 1, otherwise there would exist 1 6 i1 6 i2 6 k such
that γ+− (−Dr−2i2−1+Dr−2i2 −Dr−2i1−1+Dr−2i1) ∈ N∆, thus γ = −Dr−2i2−1+

Dr−2i2 − Dr−2i1−1 + Dr−2i1 =
∑i2

i=i1+1 σr−2i +
∑i1

i=2 2σr−2i + σr−2 + σr−1, but

suppS(γ) 6= S. Since

k∑

i=1

cr−2i = −ar−2k−2 + ar−2k−1 + ar−2 + ar−1,

we get ar−2k−2 > 0 and moreover, if cr−2i 6 0 for all i 6 k, ar−2k−2 > 1.

Therefore, we have that r is odd,
∑(r−1)/2

i=1 cr−2i > 1 and γ = −Dr−2i2−1 +
Dr−2i2 −Dr−2i1−1 +Dr−2i1 with 1 6 i1 6 i2 6 (r − 1)/2. Since suppS(γ) = S, we
must have i2 = (r − 1)/2. �
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3.5. Type Er (6 6 r 6 8). Let Σ = {σ1, . . . , σr−1} be the set of spherical roots
where σ1 = α1 + α3, σ2 = α2 + α4 and, for i > 3, σi = αi + αi+1.

Proposition 3.6. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.
If r = 6,

(1) either γ = σ1 + σ2 + σ3 + σ4 + σ5 = D4 −D2

(2) or γ = 2σ1 + 2σ2 + σ3 + σ4 + 2σ5 = D1 +D6.

If r = 7,

(3) γ = σ1 + σ2 + σ4 + σ5 + σ6 = D1 +D6 −D3.

If r = 8,

(4) either γ = σ1 + σ2 + σ3 + σ4 + 2σ5 + σ6 + σ7 = D6 −D2

(5) or γ = 2σ1 + 2σ2 + σ3 + σ4 + 2σ5 + σ7 = D1 +D8 −D7.

Proof. Suppose r = 6. Clearly, a1, a2, a5 are > 0. Moreover, c1 + c4 + c6 = a2.
If c2 were > 0, then c1, c4, c6 would all be 6 0: indeed either γ+ − σ2, or

γ+ − (σ1 + σ2) or γ
+ − (σ2 + σ5) would be in N∆, contradicting suppS(γ) = S (we

will use such an argument repeatedly in the rest of the proof). Therefore, c2 6 0
and a3 + a4 > 0. By symmetry, we can assume a3 > 0.

Assume c4 > 0. Then c3 6 0. If a4 were zero, c2 + c3 would be equal to a1
(which is > 0). Therefore, a4 > 0 and γ = D4 −D2.

Assume now c4 6 0. We can also assume c6 > 0 (by symmetry, if a4 > 0). Then
both c3 and c5 are 6 0, hence a4 is > 0. Since c2 + c3 + c4 + c5 = 0, all ci = 0, for
2 6 i 6 5. This implies a1, a2, a5 > 2, c6 6 1 (since (2σ1 + σ2 + σ4)

+ = 2D1) and
c1 > 0. Therefore, γ = D1 +D6.

Suppose r = 7. Clearly, a1, a2, a6 are > 0. Moreover, c1 + c4 + c6 = a2 + a6.
Assume a3 = 0. We get c1 > 0. Then both c2 and c3 are 6 0, hence a4 is > 0.

Then c7 6 0, hence a5 > 0. Moreover, c4 6 0 (since (σ1 + σ2 + σ4)
+ = D1 +D4),

c1 6 1 (since (2σ1 + σ2 + σ4)
+ = 2D1) and c6 > 0. Therefore, γ = D1 +D6 −D3.

Assume now a3 > 0. If c4 were > 0, then both c2 and c3 would be 6 0,
hence a4 > 0. This would imply c7 6 0, hence a5 > 0, which is impossible (since
(σ1 + σ2 + σ3 + σ4 + σ5)

+ = D4). Then c4 6 0.
If c1 were > 0, then both c2 and c3 would be 6 0, hence a4 > 0. This would

imply c7 6 0 hence a5 > 0, and c1 6 1 (since (2σ1+σ2+σ4)
+ = 2D1) hence c6 > 0,

which is impossible (since (σ1 + σ3 + σ4 + σ5 + σ6)
+ = D1 +D6). Then c1 6 0.

If c6 were > 0, we would get c7 6 0, a5 > 0 and c6 6 1, which is impossible
(since c1 + c4 + c6 = a2 + a6 > 2).

Suppose r = 8. Clearly, a1, a2, a7 are > 0. Moreover, c1 + c4 + c6 + c8 = a2.
If c4 were > 0, we would get c2 6 0, a3 + a4 > 0, actually a3 > 0 (a3 = 0 would

imply c1 > 0, but also a4 > 0 and c1 6 0), hence c3 6 0, a4 > 0, c4 6 1 and c1 6 0,
therefore a5 > 0 (since a2 + a4 − a5 = c1 + c4 6 1), which is impossible (since
(σ1 + σ2 + σ3 + σ4 + σ5)

+ = D4). Then c4 6 0.
Assume c6 > 0. Then a5 > 0 (since a6 > 0 implies c7 6 0), hence both c2 and

c5 are 6 0.
If a3 were zero, we would get c1 > 0, a4 > 0, a6 > 0 (since a5+a6 = c2+c5 6 0),

which is impossible (since (σ1 + σ3 + σ4 + σ5 + σ6)
+ = D1 +D6). Then a3 > 0,

hence c3 6 0 and a4 > 0.
If a6 were zero, since c2 + c3 + c4 + c5 = −a6, all ci would be zero, for 2 6 i 6 5.

This would imply a5 > 2 (since −2a2 + a5 = c2 + c5 = 0), on the other hand c8
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would be > 0, which is impossible (since (σ2 + σ3 + 2σ5 + σ7)
+ = D6 +D8). Then

a6 > 0, hence c7 6 0 and a5 > 2. Therefore, γ = D6 −D2.
Assume now c6 6 0 and c1 > 0. Then both c2 and c3 are 6 0, hence a4 > 0 and

c5 6 0. If a6 were > 0, we would get c7 6 0, a5 > a6, a3 > 0 (since −2a3+a5−a6 =
c2 + c5 6 0), this would imply a1 > 2 hence c1 6 1 (since (2σ1 + σ2 + σ4)

+ = 2D1)
and on the other hand a2 > 2 hence c8 > 0 (since c1 + c4 + c6 + c8 = a2), but this
is impossible (since (2σ1 + 2σ2 + σ3 + σ4 + 2σ5 + σ7)

+ = D1 +D8). Then a6 = 0,
hence a5 > 0 and c8 > 0. Furthermore, since ci = 0 for all 2 6 i 6 5, a3 > 0 and
a1, a2, a5 > 2. Therefore, γ = D1 +D8 −D7.

Finally, assume both c1 and c6 6 0. Recall that c4 6 0, therefore c8 > a2 > 0.
Futhermore, a3 > 0, c7 6 0, a5 > 0, c2 6 0, c3 6 0 and a4 > 0. Then a2 > 2, hence
c8 > 2, a7 > 2 and a5 > 2, which is impossible (since (σ2 + σ3 + 2σ5 + 2σ7)

+ =
2D8). �

3.6. Type F4. Let Σ = {σ1, σ2, σ3} be the set of spherical roots where σi = αi +
αi+1.

Proposition 3.7. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.
Then either

(1) γ = σ1 + σ2 + 2σ3 = D4, or
(2) γ = σ1 + σ3 = D1 +D4 −D3.

Proof. Clearly, a1, a3 > 0. Since σ+
2 = D2, it follows c2 6 0. Then c4 > 0 (since

c2 + c4 = a1), hence a3 > a2. If a2 > 0, then γ = D4, whereas if a2 = 0, then
c1 > 0 and γ = D1 +D4 −D3. �

3.7. Type G2. Let Σ = {σ} be the set of spherical roots where σ = α1 + α2. The
proof of the following proposition is trivial.

Proposition 3.8. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.
Then γ = σ = D2 −D1.

4. Projective normality of model wonderful varieties

In this section we prove the following.

Theorem 4.1. Let M be a model wonderful variety of simply connected type. The
multiplication of global sections

mL,L′ : Γ(M,L)⊗ Γ(M,L′) −→ Γ(M,L⊗ L′)

is surjective for all globally generated line bundles L,L′ ∈ Pic(M).

Following Lemma 2.3, we first classify all the low fundamental triples for the
model wonderful varieties of simply connected type, and prove that these triples all
satisfy the condition (2.1). As in the previous section, we can restrict ourselves to
the case of an almost simple group G. As shown in the proof of Theorem 4.1 at the
end of the section, it is enough to consider only low fundamental triples (D,E, F )
such that suppS(D + E − F ) = S.

We keep the notation of the previous section. We denote by H the stabilizer of
a point x0 in the open G-orbit of M and by H0 the intersection of the kernels of
the multiplicative characters of H .



18 PAOLO BRAVI, JACOPO GANDINI, ANDREA MAFFEI

4.1. Type Ar.

Lemma 4.2. Let (Dp, Dq, F ) be a low fundamental triple with suppS(Dp +Dq −
F ) = S. Then F = 0 and p + q = r + 1. If moreover r is odd, then p and q are
even.

Proof. Notice that every fundamental triple is low: indeed, by Proposition 3.2, for
every η ∈ NΣ covering difference in N∆ one has ht(η+) = 2, hence every color is
minimal in N∆ w.r.t. 6Σ. Therefore, we only need to compute the fundamental
triples (Dp, Dq, F ) with suppS(Dp +Dq − F ) = S.

Take a sequence

F = Fn <Σ Fn−1 <Σ . . . <Σ F0 = Dp +Dq

such that Fi ∈ N∆ and γi = Fi−1 − Fi is a covering difference for every i 6 n.
By Proposition 3.2, it follows that if γ+i = Fi−1 = Ds +Dt (with 1 6 s 6 t 6 r)
then γ−i = Fi = Ds−j + Dt+j (with j equal to 1 or 2). Therefore, suppS(γn) =
suppS(Dp +Dq − F ) = S, F = γ−n = 0 and q = r + 1− p.

If r is odd, all the covering differences γi = Fi−1 − Fi are of the type (2) of
Proposition 3.2, then p is even. �

Proposition 4.3. Let r be odd and let (D,E, F ) be a low fundamental triple with
suppS(D + E − F ) = S. Then sD+E−FVF ⊂ VDVE.

Proof. By the previous lemma, (D,E, F ) = (Dp, Dr+1−p, 0) and p is even (as well
as r + 1− p).

Set ∆odd = {Di ∈ ∆ : i is odd}; the subset ∆odd ⊂ ∆ is distinguished and
the quotient M ′ =M/∆odd is a symmetric wonderful variety (with spherical roots
α2k−1 + 2α2k + α2k+1).

By Corollary 1.4 together with the surjectivity of the multiplication map in the
symmetric case

Γ(M,LD)Γ(M,LE) = Γ(M ′,LD)Γ(M ′,LE) = Γ(M ′,LD+E) = Γ(M,LD+E).

�

Proposition 4.4. Let r be even and let (D,E, F ) be a low fundamental triple with
suppS(D + E − F ) = S. Then sD+E−FVF ⊂ VDVE.

Proof. By Lemma 4.2, we have F = 0 and V (ωE) ≃ V (ωD)∗, hence V (ωD)∗ ⊗
V (ωE)

∗ ≃ End(V (ωD)).
If r is even, the stabilizer H of a point in the open G-orbit of M is the nor-

malizer in G of Sp(r) and in particular is reductive (see [36]). Therefore, the
one-dimensional H-submodules of V (ωD)∗ and of V (ωE)

∗ associated respectively
with D and E are dual to each other, hence we may choose the H-eigenvectors hD ∈
V (ωD)∗ and hE ∈ V (ωE)

∗ ≃ V (ωD) in such a way that hD(hE) = 1. If we complete
hE and hD to dual bases {hE, v1, . . . , vn} ⊂ V (ωD) and {hD, v∗1 , . . . , v

∗
n} ⊂ V (ωD)∗,

then the identity Id ∈ End(V (ωD)) is a G-invariant element which, as tensor, is
described as follows:

Id = hD ⊗ hE +
n∑

i=1

v∗i ⊗ vi.

Therefore, hD ⊗hE has a non-zero projection on the isotypic component of highest
weight zero and by Lemma 1.2 we get that sD+EV0 ⊂ VDVE . �
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4.2. Type Br.

Proposition 4.5. There are no low triples (D,E, F ) with σr−1 ∈ suppΣ(D+E −
F ).

Proof. Set

∆even = {Di ∈ ∆ : r − i is even}

∆odd = {Di ∈ ∆ : r − i is odd}

If F <Σ D+E with σr−1 ∈ suppΣ(D+E − F ), then supp(D+E) ∩∆odd 6= ∅.
Indeed, if supp(D + E) were included in ∆even, take a sequence

F = Fn <Σ Fn−1 <Σ . . . <Σ F0 = D + E

of coverings in N∆: every covering difference γi = Fi−1 − Fi would necessarily be
of the type (2) of Proposition 3.2, hence σr−1 /∈ suppΣ(D + E − F ).

Let k < r be the maximum such that Dk ∈ supp(E+F )∩∆odd. Set D+E−F =

γ =
∑r−1

i=1 aiσi. Since c(γ,Di) 6 0 for every k < i < r with r − i odd, as in the
proof of Proposition 3.3 it follows that aj > ar−1 > 0 for every j > k with r − j
odd.

Denote γ0 =
∑(r−k−1)/2

i=0 σk+2i = −Dk−1 + Dk and F ′ = D + E − γ0. Then
F ′ ∈ N∆ and F 6Σ F

′ <Σ D + E. Set

(D′, E′) =

{
(D − γ0, E) if Dk ∈ supp(D)
(D,E − γ0) otherwise

:

then D′ 6Σ D, E′ 6Σ E and F 6Σ D′ + E′ <Σ D + E, hence (D,E, F ) is not a
low triple. �

4.3. Type Cr.

Proposition 4.6. There are no low triples (D,E, F ) with σr−1 ∈ suppΣ(D+E −
F ).

Proof. Let D,E, F ∈ N∆ with F <Σ D+E and σr−1 ∈ suppΣ(D+E−F ). Denote
k 6 r the maximum such that Dk ∈ supp(D + E). Reasoning as in the proof of
Proposition 3.4, it follows that σi ∈ suppΣ(D + E − F ) for every k − 1 6 i < r.

Therefore, if we set γ0 =
∑r−1

i=k−1 σi = −Dk−2 + Dk and F ′ = D + E − γ0, then
F ′ ∈ N∆ and F 6Σ F

′ < D + E. Set

(D′, E′) =

{
(D − γ0, E) if Dk ∈ supp(E)
(D,E − γ0) otherwise

:

then D′ 6Σ D, E′ 6Σ E and F 6Σ D′ + E′ <Σ D + E, hence (D,E, F ) is not a
low triple. �

4.4. Type Dr.

Lemma 4.7. Let (Dp, Dq, F ) be a low fundamental triple with suppS(Dp +Dq −
F ) = S. Then p, q, r are odd, p, q 6 r − 2 and either

(1) p+ q 6 r − 1 with F = Dp+q−2, or
(2) p+ q = r + 1 with F = Dr−1 +Dr.
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Proof. Notice that, as in type A, every fundamental triple is low. Therefore, we only
need to compute the fundamental triples (Dp, Dq, F ) with suppS(Dp+Dq−F ) = S.
Assume p 6 q.

Take a sequence

F = Fn <Σ Fn−1 <Σ . . . <Σ F0 = Dp +Dq

such that Fi ∈ N∆ and γi = Fi−1 − Fi is a covering difference for every i 6 n.
Recall the classification of covering differences of Propositions 3.2 and 3.5.

(1) p, q 6 r− 2. If q were equal to r− 1 then (r− 1)− p should be non-zero and
odd, thus γ1 = −Dp−1+Dp+Dr−1−Dr and F1 = Dp−1+Dr, which is impossible
since the distance between the vertices r and p− 1 is even. By symmetry, the same
argument works if q = r.

(2) q−p is even. If q−p were odd, there would exist i such that Fi is Dp′ +2Dq′

with q′ equal to r − 1 or r and (r − 1)− p′ even, which is impossible.
(3) r− p is even (as well as r− q). Here again if r− p and r− q were odd, there

would exist i such that Fi is Dp′ +2Dq′ with q
′ equal to r− 1 or r and (r− 1)− p′

even.
Therefore, there exists i such that γj is of the type (2) of Proposition 3.2 for

every j < i and γi is either of type (1) of Proposition 3.2 or of type D.
In the first case, Fi−2 = Dp′ + Dq′ with q′ = r − 2 and p′ + q′ = p + q,

Fi−1 = Dp′−2 + 2Dq′′ where q
′′ is equal to r − 1 or r. Then necessarily p′ − 2 = 1

and Fi = Fn = Dr−1 +Dr.
In the second case, Fi−1 = Dp′ +Dq′ with p

′+q′ = p+q and Fi = Dp′−1+Dq′−1.
Then γj is of the type (2) of Proposition 3.2 for every j > i until Fn−1 = Dp′−1−2k+
Dq′−1+2k where p′−1−2k = 2 (k = n−1− i) and Fn is equal to either Dq′−1+2k+2

if q′ − 1 + 2k 6 r − 5 or Dr−1 +Dr if q′ − 1 + 2k = r − 3. �

Proposition 4.8. Let (D,E, F ) be a low fundamental triple with suppS(D + E −
F ) = S, then sD+E−FVF ⊂ VDVE.

Proof. We need an explicit computation.
Denote by U = C2r the first fundamental representation of G (that is, the

standard representation of SO(2r)) and fix b ∈ S2U a G-invariant non-degenerate
symmetric 2-form. If W ⊂ U is a maximal isotropic subspace, we get then a
decomposition U =W ⊕W ∗. Fix a non-zero vector e0 ∈ W and consider the corre-
sponding decomposition U = V ⊕C e0 ⊕V ∗ ⊕C e∗0, where V ⊂W is a complement
of the line C e0 and where e∗0 ∈W ∗ is defined by e∗0(e0) = 1, e∗0

∣∣
V
= 0.

Then (see [36]) the Lie algebra h0 of H0 can be described as

h0 = sp(V )⊕ V ∗ ⊕ Skew(V, V ∗),

where Skew(V, V ∗) ⊂ Hom(V, V ∗) denotes the subspace of skew-symmetric lin-
ear maps and where h0 is embedded in so(U) as follows (here we denote by u =
(v, λe0, ψ, µe

∗
0) a generic element in U = V ⊕ C e0 ⊕ V ∗ ⊕ C e∗0):

- if f ∈ sp(V ), then f(u) = f(v) + f · ψ,
- if φ ∈ V ∗, then φ(u) = φ(v)e0 − (λ+ µ)φ + φ(v)e∗0,
- if Φ ∈ Skew(V, V ∗), then Φ(u) = Φ(v).

As already mentioned at the beginning of Section 3 every simple G-module pos-
sesses a unique h0-invariant element, up to scalars. In particular, if we denote
h1 = e0 − e∗0 ∈ U and h2 ∈ Λ

2V ∗ a sp(V )-invariant non-degenerate 2-form, then
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h1 ∈ Uh0 and h2 ∈ (Λ2U)h0 . In this way we may describe the h0-invariant vectors
in every exterior power ΛiU with i 6 r − 1. Set indeed

hi =

{
h∧k
2 if i = 2k is even

h1 ∧ h∧k
2 if i = 2k + 1 is odd

:

then hi ∈ (ΛiU)h0 .
Set ω0 = 0 and recall that if i > 0 then

Λ
iU =

{
V (ωi) if i 6 r − 2

V (ωr−1 + ωr) if i = r − 1

To conclude the proof, by Lemma 1.2, we only need to show that, if i, j are odd
integers with i + j 6 r + 1, then there exists an equivariant projection π : ΛiU ⊗
ΛjU −→ Λi+j−2U such that π(hi ⊗ hj) 6= 0. Define π as follows:

π
(
(u1∧· · ·∧ui)⊗(w1∧· · ·∧wj)

)
=

∑

h,k

(−1)h+kb(uh, wk)u1∧· · ·∧ûh∧· · ·∧ŵk∧· · ·∧wj .

Suppose that i, j are odd with i+ j 6 r + 1 and set k = (i+ j − 2)/2. Notice that
π(hi⊗hj) = b(h1, h1)h

∧k
2 + q, where q ∈ Λi+j−2U is linearly independent with h∧k

2 :
since b(h1, h1) 6= 0 and since h∧k

2 6= 0, it follows then π(hi ⊗ hj) 6= 0. �

4.5. Type Er.

Lemma 4.9. The low fundamental triples (D,E, F ) with suppS(D + E − F ) = S
are the following:

- If r = 6: (D1, D3, D2) (D1, D5, D3) (D1, D6, 0) (D3, D6, D5) (D5, D6, D2),
- If r = 7: (D1, D6, D3) (D6, D6, D2 +D7),
- If r = 8: (D1, D1, D2) (D1, D5, 2D2) (D1, D7, D3) (D1, D8, D7) (D3, D8, D5)
(D5, D8, D2 +D7) (D7, D8, D2).

By making use of Proposition 3.6, the proof of this lemma is a quite long but
trivial case-by-case computation, which we do not report here.

Proposition 4.10. Let (D,E, F ) be a low fundamental triple with suppS(D+E−
F ) = S, then sD+E−FVF ⊂ VDVE.

Let us first deal with the triple (D1, D6, 0) of E6. The set ∆0 = {D2, D3, D4, D5}
is distinguished and the quotient M ′ = M/∆0 is a symmetric wonderful variety
(with spherical roots {2α1+α2+2α3+2α4+α5, α2+α3+2α4+2α5+2α6). Therefore,
we can conclude by Corollary 1.4 and the surjectivity of the multiplication map in
the symmetric case.

For all the other triples of Lemma 4.9 we have to use Lemma 1.2. Since the
dimension of the involved representations is quite high, we have used the computer
and, more precisely, GAP [23], a software for computations which contains built-in
functions to construct and deal with representations of simple Lie algebras (see also
[21]).

Although the dimension of some of the involved representations is very high, we
have succeded to make the computation accessible with a currently available home
computer. A quite convenient tool is the quadratic Casimir operator c, which acts
as the scalar (λ + 2ρ, λ) on every irreducible representation V (λ). Let (D,E, F )
be a low fundamental triple, once the irreducible representations V ∗

D and V ∗
E are

constructed, and the vectors hD and hE are explicitly found, there is no need to
construct the whole tensor product V ∗

D ⊗ V ∗
E in order to project hD ⊗ hE onto the
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eigenspace of c relative to (ω∗
F + 2ρ, ω∗

F ). Moreover, in all our cases there exists
only one isotypical component in V ∗

D ⊗V ∗
E of eigenvalue (ω∗

F +2ρ, ω∗
F ) with respect

to c.
Sometimes for E8 the dimension is so high that it is even quite costly to construct

the irreducible representation V ∗
D itself (VD5

has dimension 146,325,270). Here we
use a further escamotage. The set ∆0 = {D1, D4, D6, D8} is distinguished and the
quotient M ′ = M/∆0 is the parabolic induction of a symmetric wonderful SL(8)-
variety with spherical roots {α1 + 2α3 + α4, α4 + 2α5 + α6, α6 + 2α7 + α8}. This
means that, if D equals D3, D5 or D7, then hD can be choosen to be the Sp(8)-
invariant vector in the simple SL(8)-submodule WD ⊂ VD of highest weight ωD.
Furthermore, VD1

and VD8
are still accessible (the former has dimension 3875 and

the latter is the adjoint representation), VD7
⊂ Λ2VD8

, VD5
⊂ Λ4VD8

, VD3
⊂ Λ2VD1

,
and respectively WD7

⊂ Λ
2WD8

, WD5
⊂ Λ

4WD8
, WD3

⊂ Λ
2WD1

. Therefore, the
vectors hD can be explicitly determined if D equals D1, D3, D5, D7 or D8, and
notice that this is enough to treat all the above triples.

4.6. Type F4.

Lemma 4.11. The only low fundamental triple (D,E, F ) with suppS(D+E−F ) =
S is (D1, D4, D3).

The proof is trivial, after Proposition 3.7.

Proposition 4.12. sD1+D4−D3VD3
⊂ VD1

VD4
.

This can easily be checked via computer (as explained above).

4.7. Type G2.

Proposition 4.13. There are no low triples (D,E, F ) with F 6= D + E.

The proof is trivial.

4.8. Projective normality of model wonderful varieties. We are now ready
to prove that the multiplication of sections on a model wonderful variety of simply
connected type is surjective.

A localization of a wonderful variety M is a G-stable subvariety of M , which
is a wonderful G-variety by itself. Notice that we have a bijective correspondence
between localizations ofM and subsets of Σ. More precisely, for all subsets Σ′ of Σ,
the intersection of the boundary divisors Mσ for σ ∈ Σ′ gives a wonderful variety
with Σr Σ′ as set of spherical roots.

Proof of Theorem 4.1. By the classification of the covering differences given in the
previous section, it follows that the model wonderful varieties of simply connected
type satisfy the property (2-ht). Hence by Lemma 2.3 it is enough to show the
inclusion sD+E−FVF ⊂ VDVE for all the low fundamental triples (D,E, F ). Here
we only need to show that we can reduce to the low fundamental triples (D,E, F )
such that suppS(D+E−F ) = S, whose case has been proved above in this section.

Let (D,E, F ) be a low fundamental triple, denote γ = D + E − F and S′ =
suppS(γ) and suppose that S′ 6= S. Let Q be the parabolic subgroup associated
to S′ and set G′ = Q/RQ. Since (D,E, F ) is a low triple, it follows that S′ is
connected, hence G′ is an almost simple group. Consider the localization M ′ of
M with Σ′ = {σ ∈ Σ : suppS(σ) ⊂ S′} as set of spherical roots. Then M ′ is the
parabolic induction of the model wonderful G′-variety N of simply connected type.
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The restrictions Pic(M) −→ Pic(M ′) and Pic(M ′) −→ Pic(N) identify Pic(N)

with a sublattice of Pic(M). More precisely, if ∆̃ ⊂ ∆ is the set of colors D̃ such

that ωD̃ = ωα for some α ∈ S′, then Pic(N) is identified with Z∆̃. Moreover,

an element of Z∆̃ induces a globally generated line bundle on N if and only if its

coefficients are non negative. If D̃ ∈ N∆̃, set WD̃ = V
UQ

D̃
.

Notice that D,E ∈ ∆̃ and consider the difference F̃ = D + E − γ ∈ Z∆̃ (where

γ is regarded as sum of spherical roots of N hence as an element of Z∆̃). Since

(D,E, F ) is a low triple in N∆, it follows that (D,E, F̃ ) is a low triple in N∆̃. Since
suppS′(γ) = S′, we have that sγWF̃ ⊂ WDWE , therefore Proposition 1.6 implies
that sγVF ⊂ VDVE with respect to the multiplication map m′

D,E : Γ(M ′,LD) ⊗
Γ(M ′,LE) −→ Γ(M ′,LD+E). This concludes the proof, since m′

D,E is just the re-

striction of the multiplication map mD,E : Γ(M,LD)⊗Γ(M,LE) −→ Γ(M,LD+E).
�

Let M be a wonderful variety and let N be a quotient of M . Then the pull-
back of line bundles identifies Pic(N) with a sublattice of Pic(M) and a line bundle
L ∈ Pic(N) is generated by global sections if and only if its pull-back (which we still
denote by L) is. Moreover, by Corollary 1.4 we have Γ(N,L) = Γ(M,L). It follows
that if L,L′ ∈ Pic(N) are generated by global sections and if the multiplication
Γ(M,L)⊗Γ(M,L′) −→ Γ(M,L⊗L′) is surjective, then the multiplication Γ(N,L)⊗
Γ(N,L′) −→ Γ(N,L⊗ L′) is also surjective.

Let now N be a localization of M and let L,L′ ∈ Pic(M) be generated by
global sections. Then the restriction of sections to N is surjective, therefore if the
multiplication Γ(M,L)⊗Γ(M,L′) −→ Γ(M,L⊗L′) is surjective, the multiplication
Γ(N,L

∣∣
N
)⊗ Γ(N,L′

∣∣
N
) −→ Γ(N,L

∣∣
N
⊗ L′

∣∣
N
) is also surjective.

If moreover M is a model wonderful variety of simply connected type, then by
the description of the restriction ω : Pic(M) −→ X (T ) (see [42, Lemma 30.24])
we get an isomorphism Pic(M) ≃ X (T ), which identifies the semigroup of globally
generated (resp. ample) line bundles on M with X (T )+ (resp. with the semigroup
of regular dominant weights). If N is any localization ofM , then ω factors through
N and we get an isomorphism Pic(M) ≃ Pic(N), which identifies the globally
generated (resp. the ample) line bundles on M and on N . Up to replacing X (T )
with some sublattice generated by fundametal weights, the same is true whenever
M ′ is the quotient of a localization of a model wonderful variety of simply connected
type and N ′ is a localization of M ′. Therefore, proceeding inductively, we get the
following corollary of Theorem 4.1.

Corollary 4.14. Let N be a wonderful variety obtained from a model wonder-
ful variety of simply connected type via operations of localization and quotient by
distinguished sets of colors. Then the multiplication map

mL,L′ : Γ(N,L)⊗ Γ(N,L′) −→ Γ(N,L ⊗ L′)

is surjective for all globally generated line bundles L,L′ ∈ Pic(N).

5. Projective normality of comodel wonderful varieties

Motivated by an application which we illustrate below in Section 8, here we
study the surjectivity of the multiplication of sections in another class of wonderful
varieties, which we call comodel.
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Let G be simply connected of simply-laced type, and fix T and B as usual. Let
M be a model wonderful variety of G, with set of colors ∆ (in bijection with the set
of fundamental weights), set of spherical roots Σ and Cartan pairing c : ∆×Σ → Z.
Let G∨ be a simply connected group whose root system is isomorphic to ΦΣ, the
root system generated by Σ. Once fixed T∨ and B∨, its set of simple roots S∨ is
thus in bijective correspondence with Σ. From [5] and [9] it follows that

Theorem 5.1. There exists a wonderful G∨-variety M∨ whose set of spherical
roots Σ∨ is equal to the set of simple roots S∨ of G∨, its set of colors ∆∨ is
in bijective correspondence with ∆ and, under these correspondences, its Cartan
pairing c∨ : ∆∨ × Σ∨ → Z equals the Cartan pairing c of the model wonderful G-
variety M .

We say that the wonderful variety M∨ of the previous theorem is a comodel
wonderful variety of G∨, and the type of G is called the cotype of M∨.

Forgetting the model wonderful variety, in the following M is a comodel won-
derful variety of G, H denotes the stabilizer of a point x0 in the open orbit of M ,
and H0 the kernel of its multiplicative characters; h0 denotes the Lie algebra of H0

in the Lie algebra g of G.
The comodel wonderful varieties correspond to the following cases in [5], an

explicit description of the corresponding subgroups H can be found in [9].

- Cotype A2m: type Am−1 × Am, case S-5.
- Cotype A2m+1: type Am × Am, case S-4.
- Cotype D2m: type Am−1 × Dm, case S-10.
- Cotype D2m+1: type Am−1 × Dm+1, case S-11.
- Cotype E6: type A5, case S-50.
- Cotype E7: type A6, case S-49.
- Cotype E8: type D7, case S-58.

In this section we prove the following.

Theorem 5.2. Let M be a comodel wonderful variety and let L, L′ be line bundles
generated by global sections. Then the multiplication map mL,L′ is surjective.

Let M be a comodel wonderful variety, we enumerate the colors of M as in
the corresponding model wonderful variety. Similarly, we denote by hi ∈ V ∗

Di
the

H-semiinvariant associated to Di. This vector is invariant under H0.
More explicitly, set the map ω : Pic(M) −→ X (T ) as follows (if the Dynkin

diagram of G has two connected components, we distinguish with a superscript the
fundamental weights coming from the different components).

- Cotype A2m: ω(D1) = ω′
1, ω(D2i) = ωi+ω

′
i for i < m, ω(D2i−1) = ωi−1+ω

′
i

for i > 1, ω(D2m) = ω′
m.

- Cotype A2m+1: ω(D1) = ω1, ω(D2i) = ωi + ω′
i, ω(D2i−1) = ωi + ω′

i−1 for
1 < i < m+ 1, ω(D2m+1) = ω′

m.
- Cotype D2m: ω(D1) = ω1, ω(D2i) = ωi+ω

′
i for i < m−1, ω(D2i−1) = ωi+

ω′
i−1 for 1 < i < m, ω(D2m−2) = ωm−1 + ω′

m−1 + ω′
m, ω(D2m−1) = ω′

m−1,
ω(D2m) = ω′

m.
- Cotype D2m+1: ω(D1) = ω′

1, ω(D2i) = ωi + ω′
i for i < m, ω(D2i−1) =

ωi−1 + ω′
i for 1 < i < m, ω(D2m−1) = ωm−1 + ω′

m + ω′
m+1, ω(D2m) = ω′

m,
ω(D2m+1) = ω′

m+1.
- Cotype E6: ω(D1) = ω2, ω(D2) = ω3, ω(D3) = ω2+ω5, ω(D4) = ω1+ω3+
ω5, ω(D5) = ω1 + ω4, ω(D6) = ω4.
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- Cotype E7: ω(D1) = ω3, ω(D2) = ω4, ω(D3) = ω3+ω6, ω(D4) = ω2+ω4+
ω6, ω(D5) = ω2 + ω5, ω(D6) = ω1 + ω5, ω(D7) = ω1.

- Cotype E8: ω(D1) = ω3, ω(D2) = ω4, ω(D3) = ω3+ω6, ω(D4) = ω2+ω4+
ω6, ω(D5) = ω2 + ω5, ω(D6) = ω1 + ω5, ω(D7) = ω1 + ω7, ω(D8) = ω7.

Since the Cartan pairing of the comodel wonderful varieties is the same as that of
the model varieties, the classification of the covering differences is also the same and
the property (2-ht) holds. As shown in Section 5.6, in order to apply Lemma 2.3
it is enough to test the surjectivity on the same low fundamental triples arising in
Section 4 in the model case.

In the computations below we use the following conventions. We denote by
e1, . . . , en the standard basis of V = C

n and by ϕ1, . . . , ϕn the dual basis. We also
denote by ei1i2...ik the vector ei1∧ei2∧· · ·∧eik ∈ ΛkV and similarly for ϕi1i2...ik . On
V ⊕V ∗ is defined the symmetric bilinear form (u, ϕ)·(v, ψ) = ϕ(v)+ψ(u). A pairing
between ΛkV and Λn−kV is defined by 〈x, y〉 = x∧y

e1...n
and we denote by γk : Λ

kV −→

Λn−kV ∗ the associated map. We also identify V1 ⊗ V2 with Hom(V ∗
1 , V2) in the

usual way, and if V1 = V2 = V we identify S2V and Λ2V with symmetric and
antisymmetric linear maps in Hom(V ∗, V ).

Starting with the vector space V we construct a new vector spaceW = V ⊕V ∗⊕Z
as the direct sum of V , V ∗ and another piece Z that is zero, one or two dimensional.
In particular the dual of W can be identified with V ∗ ⊕ V ⊕Z∗. Once a basis of Z
is fixed, say z1, . . . , zt, we denote the dual basis of e1, . . . , en, ϕ1, . . . , ϕn, z1, . . . , zt
by e∗1, . . . , e

∗
n, ϕ

∗
1, . . . , ϕ

∗
n, z

∗
1 , . . . , z

∗
t .

For a vector space U we have contraction maps κijU : ΛiU ⊗ ΛjU∗ −→ Λi−1U ⊗
Λj−1U∗ given by

κijU (u1 ∧ · · · ∧ ui ⊗ ϕ1 ∧ · · · ∧ ϕj) =
∑

k,l

(−1)k+lϕl(uk)u1 ∧ · · · ∧ ûk ∧ · · · ∧ ui ⊗ ϕ1 ∧ · · · ∧ ϕ̂l ∧ · · · ∧ ϕj .

In particular we set κU = κ2 1
U .

Similarly, for a vector space U with a symmetric bilinear form ( , ) we have

κ̃ijU : ΛiU ⊗ ΛjU −→ Λi+j−2U such that

κ̃ijU (u1 ∧ · · · ∧ ui ⊗ v1 ∧ · · · ∧ vj) =
∑

k,l

(−1)k+l(uk, vl)u1 ∧ · · · ∧ ûk ∧ · · · ∧ ui ∧ v1 ∧ · · · ∧ v̂l ∧ · · · ∧ vj .

5.1. Cotype Ar. We test the triples of Lemma 4.2: (Dp, Dr+1−p, 0) where, if r is
odd, p is even.

If r is odd, the set ∆odd of odd-indexed colors is distinguished and the quotient
is a symmetric wonderful variety, so the surjectivity follows as in Proposition 4.3.

If r is even, H is reductive and the surjectivity follows as in Proposition 4.4.

5.2. Cotype Dr. We test the triples of Lemma 4.7: (Dp, Dq, F ) where p, q, r are
odd, p, q 6 r − 2 and either

• p+ q 6 r − 1 with F = Dp+q−2, or
• p+ q = r + 1 with F = Dr−1 +Dr.

Let m > 1 and set r = 2m+ 1. Let V = Cm, and set W = V ⊕ C e⊕ V ∗ ⊕ C ε.
On W is defined a quadratic form such that V and V ∗ are orthogonal to e and ε,
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moreover (e, ε) = 1 and (e, e) = (ε, ε) = 0. Let G = SL(V ) × Spin(W ). We have
h0 = sl(V ) ⊕ Λ2V ⊕ V , which is embedded as a subalgebra of g as follows. First
notice that we have a natural immersion of SL(V ) in Spin(W ), so that sl(V ) can
be included diagonally in g. The action of Λ2V on W is zero on V , e and ε, while
its action on V ∗ is given by the identification of Λ2V with the antisymmetric maps
from V ∗ to V . The action of V on W given as follows: if v, u ∈ V and ϕ ∈ V ∗ then

v · u = 0 v · e = v v · ϕ = −ϕ(v)(e + ε) v · ε = v.

Let now D̃i = Di for i odd or for i 6= 2m while let D̃2m = D2m +D2m+1. We
have

V ∗
D̃2i

= Λ
iV ∗ ⊗ Λ

iW V ∗
D̃2i+1

= Λ
iV ∗ ⊗ Λ

i+1W.

The h0-invariants in V ∗
D̃2i

are generated by the vector h2i corresponding to the

identity element in ΛiV ∗ ⊗ ΛiV ⊂ ΛiV ∗ ⊗ ΛiW . Similarly the h0-invariants in
V ∗
D̃2i+1

are generated by the vector h2i+1 = h2i ∧ (e − ε). So that we have

h2i =
∑

j1<...<ji

ϕj1...ji ⊗ ej1...ji and h2i+1 =
∑

j1<...<ji

ϕj1...ji ⊗ (ej1...ji ∧ (e− ε)).

Finally if p = 2t+ 1 and q = 2s+ 1 then the projection Φ: V ∗
D̃p

⊗ V ∗
D̃q

−→ V ∗
D̃p+q−2

is given by

Φ ((x⊗ w) ⊗ (y ⊗ z)) = x ∧ y ⊗ κ̃t+1 s+1
W (w ⊗ z)

for x ∈ ΛtV ∗, y ∈ ΛsV ∗, w ∈ Λt+1W and z ∈ Λs+1W . A direct computation shows
that

Φ(hp ⊗ hq) = (−1)t+s+12

(
t+ s

t

)
hp+q−2.

5.3. Cotype E6. Let V = C3 and W = V ⊕ V ∗. Let g = sl(W ) and h0 =
sl(V ) ⊕ S2V where the action of sl(V ) is the natural one and the action of S2V
is given by b · (v, ϕ) = (b(ϕ), 0) while the action on W ∗ = V ∗ ⊕ V is given by
b · (ϕ, v) = (0,−b(ϕ)).

We analyze the triples of Lemma 4.9: (D1, D3, D2), (D1, D5, D3), (D1, D6, 0),
(D3, D6, D5), (D5, D6, D2).

The set of colors {D2, D3, D4, D5} is distinguished and the associated quotient
is a symmetric wonderful variety, so the third triple follows as in Proposition 4.3.
Therefore, by symmetry it is enough to analyze the last two triples. We need to
compute h3, h5, h6.

We have V ∗
D6

= Λ2W . Looking at the action of sl(V ) we find only one invariant

in V ⊗ V ∗ ⊂ Λ2W corresponding to the identity in End(V ∗). Hence we get h6 =
e1 ∧ ϕ1 + e2 ∧ ϕ2 + e3 ∧ ϕ3.

The representation V ∗
D5

is contained in Λ2W ⊗W ∗ and it is the kernel of κW .

It contains two invariants under the action of sl(V ): x ∈ Λ2V ⊗ V ≃ End(V ) and
y ∈ Λ2V ∗⊗V ∗ ≃ End(V ∗). Notice that Λ2W ⊗W ∗ ≃ V ∗

D5
⊕W so both x, y ∈ V ∗

D5
.

Moreover the action of S2V on x is clearly trivial while it is not on y. So we have
h5 = e12 ⊗ ϕ∗

3 − e13 ⊗ ϕ∗
2 + e23 ⊗ ϕ∗

1.
Similarly we have V ∗

D3
= kerκW∗ ⊂ Λ2W ∗ ⊗W and h3 = ϕ∗

12 ⊗ e3 − ϕ∗
13 ⊗ e2 +

ϕ∗
23 ⊗ e1.
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5.3.1. Analysis of the triple (D5, D6, D2). We have V ∗
D2

= Λ3W . Consider the map

Φ: Λ2W ⊗ Λ2W ⊗W ∗ −→ Λ3W given by

Φ(x⊗ y ⊗ ϕ) = κW (x⊗ ϕ) ∧ y

for x, y ∈ Λ2W and ϕ ∈ W ∗. A direct computation shows that Φ(h6 ⊗ h5) =
3e123 6= 0.

5.3.2. Analysis of the triple (D3, D6, D5). Consider the map Φ: Λ2W ⊗ Λ2W ∗ ⊗
W −→ Λ2W ⊗W ∗ given by

Φ
(
(x ∧ y)⊗ (ϕ ∧ ψ)⊗ w

)
= (κW (x ∧ y ⊗ ϕ) ∧ w)⊗ ψ − (κW (x ∧ y ⊗ ψ) ∧ w)⊗ ϕ

for x, y, w ∈W and ϕ, ψ ∈ W ∗. A direct computation shows that Φ(h6⊗h3) = 2 h5.

5.4. Cotype E7. Let V = C3 and setW = V ⊕V ∗⊕C e, h0 = sl(V )⊕S2V ⊕Λ2V ⊕V
and g = sl(W ). Recall that we identify S2V ⊕ Λ2V with the decomposition of
Hom(V ∗, V ) into symmetric and antisymmetric matrices. We have an action of h0
on W given as follows. Let (a, b, ω, u) ∈ h0 and (v, ϕ, λe) ∈W then

a · v = a(v) b · v = 0 ω · v = 0 u · v = 0

a · ϕ = −at(ϕ) b · ϕ = b(ϕ) ω · ϕ = ω(ϕ) u · ϕ = 0

a · e = 0 b · e = 0 ω · e = γ(ω) u · e = u

where γ = γ2 : Λ
2V −→ V ∗ is defined as above. This defines an immersion of h0

into sl(W ) whose image is closed under the Lie bracket. Indeed, if (a, b, ω, u) ∈ h0
and (a′, b′, ω′, u′) ∈ h0 then:

[a, a′] = aa′ − a′a; [a, b] = ab+ bat; [a, ω] = aω + ωat; [a, u] = a(u); [b, b′] = 0;

[b, ω] = b(γ(ω)); [b, u] = 0; [ω, ω′] = 0; [ω, u] = 0; [u, u′] = 0.

It is also useful to write the action on W ∗ which is given as follows. We have
W ∗ = V ∗ ⊕ V ⊕ C e∗, then

a · ϕ = −at(ϕ) b · ϕ = −b(ϕ) ω · ϕ = ω(ϕ) u · ϕ = −ϕ(u)e∗

a · v = a(v) b · v = 0 ω · v = −〈ω, v〉e∗ u · v = 0

a · e∗ = 0 b · e∗ = 0 ω · e∗ = γ(ω) u · e∗ = u

The triples of Lemma 4.9 are (D1, D6, D3) and (D6, D6, D2 +D7).

5.4.1. Computation of h1. The representation associated to D1 is Λ
4W . Looking at

the action of sl(V ) we get three invariants: the vector x ∈ Λ2V ⊗Λ2V ∗ corresponding
to the identity in End(Λ2V ), the vector y = e123 ∧ e ∈ Λ3V ⊗ C e and the vector
z = ϕ123 ∧ e ∈ Λ3V ∗ ⊗ C e. Hence the invariant is a linear combination of these
vectors. A small computation shows that

h1 = 2y − x = 2e123 ∧ e− e12 ∧ ϕ12 − e13 ∧ ϕ13 − e23 ∧ ϕ23.

5.4.2. Computation of h6. The representation associated to D6 is the kernel of the
map κW in Λ2W ⊗W ∗. In Λ2W ⊗W ∗ there are five invariant vectors under sl(V ):
x1 ∈ Λ2V ⊗ V , x2 ∈ Λ2V ∗ ⊗ V ∗, y1 ∈

(
V ∧ C e

)
⊗ V ∗, y2 ∈

(
V ∗ ∧ C e

)
⊗ V and

z ∈
(
V ∧ V ∗

)
⊗ C e∗. A small computation shows that

h6 = 2x1+z = 2 e12⊗ϕ
∗
3−2 e13⊗ϕ

∗
2+2 e23⊗ϕ

∗
1+(e1∧ϕ1)⊗e

∗+(e2∧ϕ2)⊗e
∗+(e3∧ϕ3)⊗e

∗.
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5.4.3. Analysis of the triple (D1, D6, D3). The representation associated to the
color D3 is the kernel of the wedge product in W ⊗ Λ4W −→ Λ5W . We consider
the map Φ: Λ4W ⊗ Λ2W ⊗W ∗ −→W ⊗ Λ4W given by

Φ
(
u⊗ (v1 ∧ v2)⊗ ϕ) = v1 ⊗ (κ4 1

W (u⊗ ϕ) ∧ v2)− v2 ⊗ (κ4 1
W (u⊗ ϕ) ∧ v1).

A direct computation shows that

Φ(h1 ⊗ h6) = −4
(
e1 ⊗ (e123 ∧ ϕ1) + e2 ⊗ (e123 ∧ ϕ2) + e3 ⊗ (e123 ∧ ϕ3)

)
6= 0.

5.4.4. Analysis of the triple (D6, D6, D2 +D7). The representation V ∗
D2+D7

associ-

ated to the color D2 +D7 is the kernel of the map κ3 1
W : Λ3W ⊗W ∗ −→ Λ2W . We

consider the map Ψ: (Λ2W ⊗W ∗)⊗ (Λ2W ⊗W ∗) −→ Λ3W ⊗W ∗ given by

Ψ
(
(u⊗ ϕ)⊗ (v ⊗ ψ)

)
= (u ∧ κW (v ⊗ ϕ)) ⊗ ψ.

A direct computation shows that

Ψ(h6 ⊗ h6) = −6 e123 ⊗ e∗ ∈ V ∗
D2+D7

.

5.5. Cotype E8. Let V = C4, and set W = V ⊕Λ2V ⊕V ∗ = X ⊕ Y ⊕Z. On W it
is defined a non-degenerate symmetric bilinear form such that V ⊕V ∗ is orthogonal
to Λ2V and such that restricted to V ⊕V ∗ and to Λ2V is the one introduced at the
beginning of this section.

Let A be the kernel of the wedge product V ⊗ Λ2V −→ Λ3V and set h0 =
sl(V )⊕A⊕ Λ2V . There is an action of h0 on W given as follows. Let (a, b, α) ∈ h0
and (v, ω, ϕ) ∈W then

a · v = a(v) b · v = 0 α · v = 0

a · ω = a(ω) b · ω = γ(b⊗ ω) α · ω = 0

a · ϕ = −at(ϕ) b · ϕ = δ(b ⊗ ϕ) α · ϕ = κV (α⊗ ϕ)

where γ, δ are defined as follows.

γ : V ⊗ Λ
2V ⊗ Λ

2V −→ V γ(v ⊗ α⊗ α′) = (α, α′) v

δ : V ⊗ Λ
2V ⊗ V ∗ −→ Λ

2V δ(v ⊗ α⊗ ϕ) = ϕ(v)α

The action of h0 on W defines an immersion of h0 into so(W ), whose image is
closed under the Lie bracket and more explicitly for a, a′ ∈ sl(V ), b, b′ ∈ A and
α, α′ ∈ Λ2V we have:

[a, a′] = aa′ − a′a [a, b] = a(b) [a, α] = a(α)

[b, b′] = −ζ(b ⊗ b′) [b, α] = 0 [α, α′] = 0

where ζ is the map

ζ : (V ⊗ Λ
2V )⊗ (V ⊗ Λ

2V ) −→ Λ
2V ζ ((u ⊗ α)⊗ (u′ ⊗ α′)) = (α, α′)u ∧ u′.

The triples of Lemma 4.9 are (D1, D1, D2), (D1, D5, 2D2), (D1, D7, D3), (D1, D8, D7),
(D3, D8, D5), (D5, D8, D2 +D7) and (D7, D8, D2).
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5.5.1. Computation of h1. The representation associated to D1 is Λ3W . Looking
at the action of sl(V ) we get two invariants: x ∈ Λ2X ⊗ Y ≃ Λ2V ⊗ Λ2V and
y ∈ Y ⊗ Λ2Z ≃ Λ2V ⊗ Λ2V ∗. We notice now that X is invariant also by the action
of A and Λ2V . Indeed if b ∈ A then b · x ∈ Λ3X ≃ Λ3V , in particular we get a
sl(V )-equivariant map from A to Λ

3V , which must be zero. A similar argument
proves that α · x = 0 for α ∈ Λ2V . Finally, it is easy to check that if b = e1 ∧ e12,
which belongs to A, then b · y 6= 0. Hence

h1 = x = e1∧e2∧e34−e1∧e3∧e24+e1∧e4∧e23+e2∧e3∧e14−e2∧e4∧e13+e3∧e4∧e12.

5.5.2. Computation of h3, h5, h7. Let P be the parabolic of Spin(W ) defined by
g(V ) ⊂ V . Notice that H ⊂ P . Let U be the unipotent radical of P , L its Levi
subgroup, and Lss its semisimple part. Notice that Lss ≃ SL(4) × SL(4). Let
T ⊂ G the maximal torus of elements acting diagonally on W with respect to the
basis e1, . . . , e4, e12, e13, e14, e23,−e24, e34, ϕ4, . . . , ϕ1 and B ⊂ G the subgroup of
elements whose action on W is upper triangular with respect to this basis. The
natural action of SL(V ) onW induces an embedding SL(V ) −→ L that on diagonal
elements takes the form

(t1, t2, t3, t4) 7−→ (t1, t2, t3, t4, t1t2, t1t3, t1t4, t2t3, t2t4, t3t4, t
−1
4 , t−1

3 , t−1
2 , t−1

1 ).

The set of colors {D1, D4, D6, D8} is distinguished, and K0 = H0U is the inter-
section of the kernels of the multiplicative characters of the stabilizer K of a point
in the open orbit of the quotient. Therefore, h3, h5, h7 must be K0-invariant vectors
in V ∗

Di
. Let Wi = (V ∗

Di
)U . This is an irreducible representation of L of the same

highest weight as V ∗
Di

: ω3 + ω7 for i = 3, ω2 + ω5 for i = 5, and ω1 + ω6 for i = 7.
When we restrict these representations to SL(V ) we get

W3 ≃ Λ
3V ⊗ V W5 ≃ Λ

2V ⊗ Λ
2V W7 ≃ V ⊗ Λ

3V

in particular there is an invariant element under h0.
For notational convenience, here and below, set

e5 = e12, e6 = e13, e7 = e14, ϕ7 = e23, ϕ6 = −e24, ϕ5 = e34.

Let U ⊂W be the subspace spanned by e1, . . . , e7, so that W becomes U ⊕ U∗.
Now we need to describe the spin representations. Consider the whole exterior

algebra ΛU∗. It decomposes into odd and even degree parts ΛoddU∗ ⊕ ΛevenU∗.
Since the G-action we are going to define is not the natural one, we stress the
difference by using a different notation: set ψi1...ik = ϕi1...ik . Define the map
σ : W ⊗ ΛU∗ −→ ΛU∗ such that

σ(ei ⊗ ψi1...ik) = κk1U∗(ϕi1...ik ⊗ ei)

σ(ϕi ⊗ ψi1...ik) = ϕi ∧ ϕi1...ik ,

and more generally the map σn : ⊗n W ⊗ ΛU∗ −→ ΛU∗ such that

σn(w1 ⊗ · · · ⊗ wn ⊗ y) = σ(w1 ⊗ σ(· · · ⊗ σ(wn ⊗ y) . . . ))

which we can restrict to ΛnW if we think w1 ∧ · · · ∧ wn as the corresponding
antisymmetric tensor, with coefficient 1

n! .

To get the spin representations we can just take the map σ2, indeed notice that
Λ
2W identifies with so(W ) through w1 ∧ w2 = (w2, )w1 − (w1, )w2. We thus have
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that the vector ψi1...ik has weight

1

2




∑

i6∈{i1,...,ik}

εi −
∑

i∈{i1,...,ik}

εi


 ,

V (ω6) ≃ ΛoddU∗ and V (ω7) ≃ ΛevenU∗.
We get the following expressions of the H0-invariants:

h3 = e123 ⊗ ψ65 + e124 ⊗ ψ75 + e134 ⊗ ψ76 − e234 ⊗ ψ∅,

h5 = e12⊗e1234∧ϕ5+e13⊗e1234∧ϕ6+e14⊗e1234∧ϕ7+e23⊗e12347−e24⊗e12346+e34⊗e12345,

h7 = e1 ⊗ ψ765 − e2 ⊗ ψ5 − e3 ⊗ ψ6 − e4 ⊗ ψ7.

5.5.3. Computation of h8. The representation V ∗
D8

is the spin representation of
highest weight ω6. By direct computation one can show that the only H0-invariant
is given by

h8 = ψ1 + ψ762 − ψ753 + ψ654.

5.5.4. Analysis of the triple (D1, D1, D2). The representation associated with D2

is Λ4W . The H0-invariant h2 is e1234. Indeed, the set of colors ∆ r {D2} is
distinguished and the quotient is homogeneous, hence a H-semiinvariant in V ∗

D2

must be P -semiinvariant.
Here we get

κ̃3 3
W (h1 ⊗ h1) = 3h2.

5.5.5. Analysis of the triple (D1, D5, 2D2). Consider the map Φ: Λ3W ⊗ Λ2W ⊗
Λ
5W −→ Λ

4W ⊗ Λ
4W such that

Φ
(
(w1 ∧ w2 ∧ w3)⊗ x⊗ y

)
= (w1 ∧ w2 ∧ x)⊗ κ5 1

W (y ⊗ w3)+

− (w1 ∧ w3 ∧ x)⊗ κ5 1
W (y ⊗ w2) + (w2 ∧w3 ∧ x)⊗ κ5 1

W (y ⊗ w1).

We have

Φ(h1 ⊗ h5) = 6 h2 ⊗ h2.

5.5.6. Analysis of the triple (D1, D7, D3). Consider the map Φ: Λ3W⊗W⊗ΛoddU∗ −→
Λ
3W ⊗ Λ

evenU∗ such that

Φ
(
(w1 ∧ w2 ∧ w3)⊗ w ⊗ ψ

)
=

(w1 ∧ w2 ∧ w)⊗ σ(w3 ⊗ ψ)− (w1 ∧ w3 ∧ w)⊗ σ(w2 ⊗ ψ) + (w2 ∧ w3 ∧ w) ⊗ σ(w1 ⊗ ψ).

We get

Φ(h1 ⊗ h7) = 3h3.

5.5.7. Analysis of the triple (D1, D8, D7). Consider the map Φ: Λ3W ⊗ΛoddU∗ −→
W ⊗ ΛoddU∗ such that

Φ
(
(w1 ∧ w2 ∧ w3)⊗ ψ

)
=

w1 ⊗ σ2((w2 ∧ w3)⊗ ψ)− w2 ⊗ σ2((w1 ∧ w3)⊗ ψ) + w3 ⊗ σ2((w1 ∧ w2)⊗ ψ).

We get

Φ(h1 ⊗ h8) = −3h7.
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5.5.8. Analysis of the triple (D3, D8, D5). On Λ6W there is a symmetric bilinear
form ( , ) naturally induced by the given form on W . On the other hand, V (ω6)
and V (ω7) are dual to each other, so there is a natural non-degenerate pairing 〈 , 〉.
Consider the map Ψ: ΛoddU∗ ⊗ ΛevenU∗ −→ Λ6W such that

(
u,Ψ(ψ ⊗ ψ′)

)
= 〈σ6(u)ψ, ψ′〉,

and the map Φ: Λ3W ⊗ ΛoddU∗ ⊗ ΛevenU∗ −→ Λ2W ⊗ Λ5W such that

Φ
(
(w1 ∧ w2 ∧ w3)⊗ ψ ⊗ ψ′

)
=

(w1 ∧ w2)⊗ κ̃2 1
W (Ψ(ψ ⊗ ψ′)⊗ w3)

−(w1 ∧ w3)⊗ κ̃2 1
W (Ψ(ψ ⊗ ψ′)⊗ w2)

+(w2 ∧ w3)⊗ κ̃2 1
W (Ψ(ψ ⊗ ψ′)⊗ w1)

We get

Φ(h3 ⊗ h8) = h5.

5.5.9. Analysis of the triple (D5, D8, D2+D7). Consider the map Φ: Λ2W⊗Λ5W⊗
ΛoddU∗ −→ Λ4W ⊗W ⊗ ΛoddU∗ such that

Φ
(
(w1 ∧ w2)⊗ (z1 ∧ · · · ∧ z5)⊗ ψ

)
=

∑

i

(−1)i+1(z1 ∧ · · · ∧ ẑi ∧ · · · ∧ z5)⊗ w2 ⊗ σ2((zi ∧ w1)⊗ ψ)

−
∑

i

(−1)i+1(z1 ∧ · · · ∧ ẑi ∧ · · · ∧ z5)⊗ w1 ⊗ σ2((zi ∧ w2)⊗ ψ)

We get

Φ(h5 ⊗ h8) = −3 h2 ⊗ h7.

5.5.10. Analysis of the triple (D7, D8, D2). Consider the map Φ: W ⊗ ΛoddU∗ ⊗
ΛoddU∗ −→ ΛoddU∗ ⊗ ΛevenU∗ such that

Φ(w ⊗ ψ ⊗ ψ′) = σ(w ⊗ ψ′)⊗ ψ.

Here we get that Φ(h7 ⊗ h8) is a U -invariant vector of weight ω4.

5.6. Projective normality of comodel wonderful varieties.

Proof of Theorem 5.2. As in the case of the model wonderful varieties, by Lemma 2.3,
we are reduced to study the low fundamental triples.

Recall that in the model case we have classified, for every G of connected Dynkin
type, the low fundamental triples (D,E, F ) of the model wonderful G-variety (of
simply connected type) such that suppS(D + E − F ) = S.

In the comodel case, these correspond to the low fundamental triples (D,E, F ) of
the comodel wonderful varieties of connected Dynkin cotype such that Cosupp(D+
E − F ) = ∆, where

Cosupp γ = {D ∈ ∆ : 〈α∨, ωD〉 6= 0 for some α ∈ suppS γ}.

Let us go back to the model case. Let S be the set of simple roots. Let M be a
model wonderful variety with set of colors ∆. Recall that for every low fundamental
triple (D,E, F ), suppS(D+E−F ) = S′ is connected. Hence (D,E, F ) corresponds

to a low fundamental triple (D,E, F̃ ), of a model wonderful variety N (with set

of colors ∆̃ ⊂ ∆) of connected Dynkin type (with S′ as set of simple roots) such
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that M is parabolic induction of N , with D,E ∈ ∆̃, D +E − F = D+ E − F̃ and

suppS′(D + E − F̃ ) = S′.
This can be translated into the comodel case. Every low fundamental triple

(D,E, F ), of a comodel wonderful variety M (with set of colors ∆), corresponds to

a low fundamental triple (D,E, F̃ ), of a comodel wonderful variety N of connected

Dynkin cotype (with set of colors ∆̃ ⊂ ∆) such that M is parabolic induction of

N , with D,E ∈ ∆̃, D + E − F = D + E − F̃ and Cosupp(D + E − F̃ ) = ∆̃.
Since we have already checked the surjectivity for all such low fundamental

triples, we can conclude by applying Proposition 1.6 as in the proof of Theorem 4.1
(see Section 4.8). �

6. On the normality of spherical orbit closures

in simple projective spaces

Let M be a wonderful G-variety with set of spherical roots Σ and set of colors
∆. Denote by H the stabilizer of a point x0 in the open G-orbit.

If D is in N∆ and hD ∈ (V ∗
D)

(H)
ξD

is the associated H-eigenvector, consider the
orbit closure

XD = G · [hD] ⊂ P(V ∗
D),

which is a simple possibly non-normal spherical variety (recall that a spherical
variety is called simple if it contains a unique closed orbit). We have a natural
morphism φD : M −→ XD such that φ∗DO(1) = LD.

By [29, Corollary 7.6] and [8, Corollary 2.4.2.2], every spherical orbit in a simple
projective space always admits a wonderful compactificationM , so it is of the shape
G · [hD] for some D ∈ N∆. As a consequence of the results of the previous sections,
here we show that under some special assumptions on M the variety XD is always
normal.

The variety XD was studied by G. Pezzini in [39] when D is ample, that is,
D ∈ N>0∆. Under this assumption, either XD is isomorphic to M or it is not
even normal. In case XD ≃ M , then M is called strict : this is equivalent to the
conditions H = NG(H) and Σ ∩ S = ∅. There are essentially two main classes of
examples of strict wonderful varieties: the adjoint symmetric wonderful varieties
and the model wonderful varieties.

When D is not ample, the variety XD was then studied in [37] in the symmetric
case and in [22] in general. More precisely, the orbit structure of XD and that of its

normalization X̃D were analyzed. In particular, it was proved that the normaliza-

tion X̃D −→ XD is always bijective if M is adjoint symmetric or if G is of simply
laced type and M is strict, while the main counterexamples where bijectivity fails,
in the strict case, arise with the model wonderful varieties for groups of not simply
laced type.

We now consider a special class of big divisors on M . We say that D ∈ N∆ is a
faithful divisor on M if φD restricts to an open embedding of G/H in P(V ∗

D), i.e. if
H equals the stabilizer of [hD]. The formalism of distinguished sets of colors allows
to characterize combinatorially the faithful divisors. For simplicity, we restrict to
the case of a strict wonderful variety.

Proposition 6.1 (see [8, Proposition 2.4.3]). Let M be a strict wonderful variety
and let D ∈ N∆. Then D is faithful if and only if every distinguished subset of ∆
intersects supp(D).



PROJECTIVE NORMALITY OF MODEL VARIETIES 33

Let D ∈ N∆, denote Ã(D) =
⊕

n∈N Γ(M,LnD) and denote A(D) ⊂ Ã(D)

the subalgebra generated by VD ⊂ Γ(M,LD). Let X̃D be the image of M in

P
(
Γ(M,LD)∗

)
via the morphism φ̃D associated to the complete linear system of

D. Then Ã(D) is identified with the projective coordinate ring of X̃D, whereas
A(D) is identified with the projective coordinate ring of XD. Notice that we have

a natural projection βD : X̃D −→ XD such that φD = φ̃D ◦βD. Since M is smooth,

Ã(D) is an integrally closed algebra, therefore X̃D is normal. Moreover, we have
the following.

Proposition 6.2 (see [13, Proposition 2.1]). The algebra Ã(D) is integral over
A(D).

It follows that βD : X̃D −→ XD is the normalization if and only if it is birational.
Clearly this is the case if D is minuscule or faithful. On the other hand, βD is not
necessarily birational: if M is the model wonderful variety of C4, then A(D2) ⊂

Ã(D2) don’t have the same quotient field. However, we have the following.

Proposition 6.3. Suppose that M is adjoint symmetric or that G is simply laced

and M is strict. Then Ã(D) and A(D) have the same quotient field.

Proof. Let ∆D ⊂ ∆ be the maximal distinguished subset which does not intersect
supp(D), and denote by M ′ the quotient of M by ∆D and by M ′′ the wonderful
compactification of G · [hD]. By [22, Corollary 3.7] and [22, Remark 3.8], M ′ and
M ′′ have the same dimension, and we have M ′ 6=M ′′ if and only if some spherical
root of M ′′ is the double of a spherical root of M ′.

On the other hand, by the quotient construction, the spherical roots of M ′ are
contained in NΣ. By the description of the possible spherical roots occurring in
a symmetric variety or in a strict variety for a simply laced G, it follows that
NΣ contains no elements of Σ(G) whose double is still in Σ(G) (see [8, Table 1]).
Therefore, M ′ and M ′′ must have the same spherical roots and we get M ′ = M ′′,
and by Corollary 1.4 it follows that Γ(M,LnD) ≃ Γ(M ′,LnD) for every n > 0.
Therefore, we are reduced to the case of a faithful divisor, and the claim follows. �

In the adjoint symmetric case, the above proposition was proved in [13, Theo-
rem 2.6].

If D1, . . . , Dm ∈ N∆, consider the variety

XD1,...,Dm
= G · ([hD1

]× · · · × [hDm
]) ⊂ P(V ∗

D1
)× · · · × P(V ∗

Dm
)

and denote by φD1,...,Dm
: M −→ XD1,...,Dm

the map such that φD1,...,Dm
(x) =

(φD1
(x), . . . , φDm

(x)).

Proposition 6.4 ([7, Proposition 1.2]). Let M be a wonderful variety and let
D,E ∈ N∆.

i) If supp(ωD) ∩ supp(ωE) = ∅, then XD+E ≃ XD,E.
ii) If M is strict and supp(D) = {D1, . . . , Dm}, then XD ≃ XD1,...,Dm

. In
particular, if M is strict, XD ≃ XE if and only if supp(D) = supp(E).

Proof. i) Since supp(ωD)∩supp(ωE) = ∅, by [7, Lemma 1.1] we have a closed equi-
variant embedding ψD,E : P(V ∗

D)×P(V ∗
E) −→ P(V ∗

D+E), and since ψD,E([hD], [hE ]) =
[hD+E ] the isomorphism XD+E ≃ XD,E follows.

ii) Since M is strict, by the description of the restriction ω : Pic(M) −→ X (T )
(see [42, Lemma 30.24]) it follows that supp(D) ∩ supp(E) = ∅ if and only if
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supp(ωD)∩supp(ωE) = ∅. Therefore, by [7, Lemma 1.1] we have a closed equivari-
ant embedding ψD : P(V ∗

D1
)×· · ·×P(V ∗

Dm
) −→ P(V ∗

D) such that ψD([hD1
], . . . , [hDm

]) =
[hD] and it follows XD ≃ XD1,...,Dm

. �

Assume now that the multiplication of sections is surjective for every couple of

globally generated line bundles. In particular Ã(D) is generated by its degree one

component Γ(M,LD) and it follows that A(D) = Ã(D) if and only if Γ(M,LD) =

VD if and only if D is minuscule or D = 0. Since Ã(D) is integrally closed, we get
the following proposition which we need for later use.

Proposition 6.5. LetM be a wonderful variety and suppose that the multiplication
of sections is surjective for every couple of globally generated line bundles. Let
D ∈ N∆, D 6= 0.

i) If D is minuscule, then XD is projectively normal.
ii) If βD is birational and XD is projectively normal, then D is minuscule.

If D1, . . . , Dm ∈ N∆ and if V1, . . . , Vm are G-modules of sections such that
VDi

⊂ Vi ⊂ Γ(M,LDi
), consider the associated morphisms φVi

: M −→ P(V ∗
i ) and

denote XVi
= φVi

(M). Also, we denote by

XV1,...,Vm
⊂ P(V ∗

1 )× · · · × P(V ∗
m)

the image of M via the map φV1,...,Vm
(x) = (φV1

(x), . . . , φVm
(x)) and by

XV1⊗···⊗Vm
⊂ P(V ∗

1 ⊗ · · · ⊗ V ∗
m)

the image of XV1,...,Vm
via the Segre embedding.

Lemma 6.6. Let D1, . . . , Dm ∈ N∆ and denote D =
∑m

i=1Di. If V1, . . . , Vm are
G-modules such that VDi

⊂ Vi ⊂ Γ(M,LDi
), then the projective coordinate ring

of XV1⊗···⊗Vm
is the subalgebra A(V1, . . . , Vm) ⊂ Ã(D) generated by the product

V1 · · ·Vm ⊂ Γ(M,LD).

Proof. Consider the map φV1⊗···⊗Vm
: M → XV1⊗···⊗Vm

. The lemma follows by
noticing that φ∗V1⊗···⊗Vm

O(1) = LD and that φ∗V1⊗···⊗Vm
: V1⊗· · ·⊗Vm −→ Γ(M,LD)

is the multiplication map. �

Proposition 6.7. LetM be a wonderful variety and suppose that the multiplication
of sections is surjective for every couple of globally generated line bundles. Let
D1, . . . , Dm ∈ N∆ and denote Γi = Γ(M,LDi

). Then the variety XΓ1⊗···⊗Γm
⊂

P(Γ∗
1 ⊗ · · · ⊗ Γ∗

m) is projectively normal.

Proof. Denote D =
∑m

i=1Di. Since the multiplication of sections is surjective,

Γ1 · · ·Γm = Γ(M,LD), hence by the previous lemma A(Γ1, . . . ,Γm) = Ã(D) and
XΓ1⊗···⊗Γm

is a projectively normal variety. �

Corollary 6.8. Let M be a wonderful variety and suppose that the multiplication
of sections is surjective for every couple of globally generated line bundles.

i) Let D,E ∈ N∆ be such that supp(ωD) ∩ supp(ωE) = ∅. If XD, XE are
normal, then XD+E is normal as well.

ii) If M is strict, then XD is normal for all D ∈ N∆ if and only if it is normal
for all D ∈ ∆.



PROJECTIVE NORMALITY OF MODEL VARIETIES 35

Proof. i) Denote ΓD = Γ(M,LD) and ΓE = Γ(M,LE): by the previous proposition,
we have that XΓD,ΓE

≃ XΓD⊗ΓE
is a normal variety. On the other hand since XD

and XE are normal, we have that XD,E ≃ XΓD,ΓE
, while by Proposition 6.4.i we

have that XD+E ≃ XD,E .
ii) Since M is strict, it follows by the description of ω : Pic(M) −→ X (T ) that

supp(ωD) ∩ supp(ωE) = ∅ if and only if supp(D) ∩ supp(E) = ∅. Therefore the
claim follows straightforwardly from i). �

Corollary 6.9. Suppose that M is a symmetric variety with reduced root system
of type A or that it is a model wonderful variety for a connected semisimple group
of type AD. Then XD is normal for all D ∈ N∆.

Proof. By the description of the covering relation, it follows that under the assump-
tions on M it holds ht(γ+) = 2 for every covering difference γ in N∆. Therefore
every D ∈ ∆ is minuscule and Γ(M,LD) = VD. Therefore, XD is projectively
normal for all D ∈ ∆ and it follows by the previous corollary that XD is normal
for all D ∈ N∆. �

7. On the normality of cones and nilpotent orbit closures

Following the same approach as [19] and [13], we can apply Theorem 4.1 to study
the normality of cones over model varieties. In particular, as pointed out by Luna
some years ago, we can apply our theory to study the normality of the closure of
spherical nilpotent orbits in the Lie algebra of G.

Let M be a wonderful variety with set of colors ∆ and set of spherical roots
Σ and assume that the multiplication of sections is surjective for every couple of
globally generated line bundles. Let D ∈ N∆ and denote by CD ⊂ V ∗

D the cone
over the variety XD introduced in the previous section. Analogously, denote by

C̃D ⊂ Γ(M,LD)∗ the cone over the variety X̃D. Then the coordinate ring of

CD is identified with A(D), whereas that of C̃D is identified with Ã(D), which is

an integrally closed ring. This yields a map αD : C̃D −→ CD that is birational

if and only if βD : X̃D −→ XD is birational. As already recalled in the previous

section, Ã(D) is the integral closure of A(D) if and only if αD is birational, whereas

A(D) = Ã(D) if and only if D is minuscule or D = 0.
In the case of the model wonderful varieties of simply connected type, after the

results of Section 3, we have the following classification of minuscule weights, where
a, b, c ∈ N.

Case Ar, r even: D1, D2, . . . , Dr, aD1, aDr, aD1 + Dd with d odd, Dm + bDr

with m even;
Case Ar, r odd: D1, D2, . . . , Dr, aD1, aDr, aD1 + Dd with d odd, Dm + bDr

with m odd, aD1 + bDr;
Case Br, r even: aDr, Dm + aDr with m even;
Case Br, r odd: aD1 + bDr, aD1 +Dm + bDr with m odd;
Case Cr: aD1;
Case Dr, r even: D1, D2, . . . , Dr, aD1 + bDr−1+ cDr, aD1 +Dm + bDr−1+ cDr

with m odd;
Case Dr, r odd: D1, D2, . . . , Dr, aDr−1 + bDr, Dm + aDr−1 + bDr with m even;
Case E6: D1, D6, aD2, aD2 +D3, aD2 +D5;
Case E7: D1, D6, aD2 + bD7, aD2 +D3 + bD7, aD2 +D5 + bD7;
Case E8: D1, D8, aD2, aD2 +D3, aD2 +D5, aD2 +D7;
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Case F4: aD1;
Case G2: aD1.

Let g be the Lie algebra of G, as a general reference about nilpotent orbits in g

see [17]. If g is not simple, then its nilpotent orbits are products of the nilpotent
orbits of its simple factors, and so are their closures. Therefore we may assume
that g is simple.

Let e ∈ g be a non-zero nilpotent element and let O be its adjoint orbit. By the
Jacobson-Morozov theorem there exists an sl(2)-triple of the form (e, h, f). Choose
a maximal toral subalgebra t of g containing h and a Borel subalgebra b containing t
and e and such that α(h) > 0 for every α ∈ S, where we denote by S = {α1, . . . , αr}
the set of simple roots defined by the choice of t and b. The string (α1(h), . . . , αr(h))
is called the Kostant–Dynkin diagram of O and it uniquely determines the orbit
O. Moreover, every αi(h) is 0, 1 or 2. Let θ be the highest root corresponding to
the choice of S and define the height of O as height(O) = θ(h). The height does
not depend on the various choices we have made (see [17, § 3.5]); furthermore, O
is spherical if and only if height(O) 6 3, and this last condition is equivalent to say
that it has height equal to 2 or to 3, see [38].

By making use of the projective normality of the symmetric wonderful varieties,
in [13] it has been proved that the closure O is normal if height(O) = 2, which is
originally due to W. Hesselink [26]. We now study the normality of O in the case
of height(O) = 3 (see [38, Table 2]) by making use of the projective normality of
the model wonderful varieties.

Denote by U ≃ G/H the orbit of the line [e] ∈ P(g) = P(V (θ)), namely the image
of O via the natural projection. As every spherical orbit in the projective space of
a simple G-module, U possesses a wonderful compactification, which we denote by
MO. In [6] we can find a description of the stabilizer of [e] as well as the associated
Luna diagram. In particular, MO turns out to be a strict wonderful variety, and
in particular the restriction of line bundles to the closed orbit Pic(MO) −→ X (B)
is always injective. Therefore, we may regard θ as an element of N∆ and we have
U = Xθ and O = Cθ.

In order to study the normality of O, we prove the following.

Theorem 7.1. Let O ⊂ g be a spherical nilpotent orbit and letMO be the associated
wonderful variety. Then the multiplication map

mL,L′ : Γ(MO,L)⊗ Γ(MO,L
′) −→ Γ(MO,L ⊗ L′)

is surjective for all globally generated line bundles L,L′ on MO.

Notice that by construction θ is identified with a faithful divisor on MO. There-
fore the normality (resp. the non-normality) of O = Cθ follows by noticing case-by-
case that θ is minuscule (resp. non-minuscule) in N∆, and applying Proposition 6.5.
Given a nilpotent orbit O of height 3, we summarize the results on the normality
of its closure in Table 1. Given a spherical nilpotent orbit O, there we write in the
second column its Kostant-Dynkin diagram, in the third column its Bala-Carter
label (see [15, §8.4]), in the fourth column the corresponding case in [6] and in the
fifth column the normality of O. In particular we have the following.

Corollary 7.2 (see [18, Theorem 5.1] or [38, Table 2]). Let O ⊂ g be a spherical
nilpotent orbit with height(O) = 3. Then the closure O is always normal but in
cases I and XI of Table 1.
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Table 1. Nilpotent orbits of height 3

type of G
Kostant-Dynkin

diagram
partition/

Bala-Carter label
case in [6] norm.

I B2n+1 (10 . . . 01) (3, 22n) (13) no

II
B2n+m+1

(m > 0)
(10 . . . 01 0 . . .0︸ ︷︷ ︸

m

) (3, 22n, 12m) (18) yes

III D2n+2 (10 . . . 011) (3, 22n, 1) (41) yes

IV
D2n+m+2

(m > 0)
(10 . . . 01 0 . . .0︸ ︷︷ ︸

m+1

) (3, 22n, 12m+1) (43) yes

V E6 (000100) A1 (53) yes
VI E7 (0010000) (3A1)

′ (54) yes
VII E7 (0100001) 4A1 (51) yes
VIII E8 (00000010) 3A1 (52) yes
IX E8 (01000000) 4A1 (51) yes

X F4 (0100) A1 + Ã1 (60) yes

XI G2 (10) Ã1 (66) no

The rest of the section is devoted to the proof of Theorem 7.1 and Corollary 7.2.
Since the case height(O) = 2 was already considered in [13], we consider only the
case height(O) = 3.

7.1. Cases I, III, VII, IX,XI: model orbits. By the description in [6], in these
cases we have that MO is the model wonderful variety of the simply connected
group G. Notice that θ is always minuscule in N∆ but in the cases B2n+1 and G2:
it follows that O is normal in the cases III,VII, IX, whereas it is not normal in the
cases I,XI.

7.2. Cases IV (m even), VI, VIII: localization of model wonderful varieties.
In this case MO is not a model wonderful variety, however it is a quotient of a
localization of a model wonderful variety and we still may proceed as in the case
of a model orbit thanks to Corollary 1.4 and Corollary 4.14. In order to conclude
the argument, we now describe which localizations and quotients we have to take
into account in each of the considered cases. We denote by M the model wonderful
variety of G.

7.2.1. Case IV (m even). Let N be the boundary divisor corresponding to the
spherical root σ2n+1 = α2n+1 + α2n+2. Then MO is the quotient of N by the
distinguished subset of colors ∆′ = {D2n+2, D2n+3, . . . , D2n+m+2}. Since θ = D2

is minuscule in N∆, it follows that O is normal.

7.2.2. Case VI. Let N be the boundary divisor corresponding to the spherical root
σ3 = α3 + α4. Then MO is the quotient of N by the distinguished subset ∆′ =
{D2, D5, D7}. Since θ = D1 is minuscule in N∆, it follows that O is normal.
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7.2.3. Case VIII. Let N be the boundary divisor corresponding to the spherical
root σ6 = α6 + α7. Then MO is the quotient of N by the distinguished subset
∆′ = {D2, D3, D4, D5}. Since θ = D8 is minuscule in N∆, it follows that O is
normal.

7.3. Cases II, IV. In these cases we need to prove the surjectivity of the multi-
plication for other classes of wonderful varieties. Let G = Spin(k), let r be the
semisimple rank of G (i.e., k = 2r + 1 if k odd or k = 2r if k even) and let
2 6 s 6 (k − 3)/2. Consider the wonderful variety M corresponding in [6] to the
case (18) when k is odd and to the case (43) when k is even.

Its spherical roots and colors are given as follows: Σ = {σ1, . . . , σs} and ∆ =
{D1, . . . , Ds+1}, where σi = αi+αi+1 = Di+Di+1−Di−1−Di+2 for i = 1, . . . , s−1
and

σs =

{
2(αs+1 + · · ·+ αr) = 2Ds+1 − 2Ds if k is odd
2(αs+1 + · · ·+ αr−2) + αr−1 + αr = 2Ds+1 − 2Ds if k is even

Notice that the Cartan pairing of M does not depend on the parity of k. Also,
notice that ω(Di) = ωi for i = 1, . . . , s+ 1.

First we need to classify the covering differences for M . We omit the proof of
the following proposition, which is essentially the same as that of Proposition 3.5.

Proposition 7.3. Let γ ∈ NΣ be a covering difference in N∆ with suppS(γ) = S.

Then s is even and γ =
∑(j−1)/2

i=1 σ2i−1+
∑s/2

i=(j+1)/2 2σ2i−1 +σs = D1+Dj−Dj−1

for j odd 6 s+ 1.

In particular, it follows that every covering difference forM satisfies the property
(2-ht). Therefore by Lemma 2.3, in order to prove the surjectivity of the multipli-
cation of sections of globally generated line bundles on M , we are reduced to the
study of the low fundamental triples. Here, as in Lemma 4.7, we have the following.

Lemma 7.4. Let (Dp, Dq, F ) be a low fundamental triple with suppS(Dp +Dq −
F ) = S. Then s is even, p, q are odd, p+ q 6 s+ 2 and F = Dp+q−2.

Proposition 7.5. Let (D,E, F ) be a low fundamental triple. Then sD+E−FVF ⊂
VDVE .

Proof. As in the proof of Theorem 4.1, if supp(D+E −F ) 6= S we can proceed by
localization and parabolic induction. Therefore it is enough to consider the triples
of Lemma 7.4.

Denote by U = Ck the standard representation of Spin(k) with the invariant
symmetric bilinear form b. Let V ⊂ U be a totally isotropic subspace of dimension
s, let ωV ∈ Λ2V be a symplectic form on V and fix e0 ∈ U r (V ⊕ V ∗) with
b(e0, e0) = 1.

Let H be the generic stabilizer of M . Then H contains the center of Spin(k)
and its image H in SO(k) is described as follows:

H = {g ∈ SO(k) : g e0 = e0, g V ⊂ V, g ωV ∈ CωV }.

If j 6 s + 1, then we have VDj
= V (ωj) = ΛjU . Let hj be a non-zero H-

semiinvariant vector in VDj
. If 2j 6 s, then up to a scalar factor we have h2j = ω∧j

V

and h2j+1 = e0 ∧ h2j . The projection π : ΛpU ⊗ Λ
qU −→ Λ

p+q−2U is given by
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contraction as follows:

π
(
(v1∧· · ·∧vp)⊗(u1∧· · ·∧uq)

)
=

∑

i,j

(−1)i+jb(vi, uj)v1∧· · ·∧ v̂i∧· · ·∧ ûj∧· · ·∧uq.

Therefore, if (Dp, Dq, Dp+q−2) is as in Lemma 7.4, we get π(hp⊗hq) = hp+q−2 6= 0,
and by Lemma 1.2 it follows that sDp+Dq−Dp+q−2VDp+q−2

⊂ VDp
VDq

. �

If k = 4n + 2m + 3 and s = 2n + 1, then M = MO is the wonderful variety
corresponding to the nilpotent orbit O of the case II, while if k = 4n+2m+4 and
s = 2n+ 1, then M =MO is the wonderful variety corresponding to the nilpotent
orbit O of the case IV. By the previous proposition, the multiplication of sections is
surjective for every couple of globally generated line bundles on MO. Since θ = D2

is minuscule in N∆, it follows that O is normal.

7.4. Case V. The variety MO corresponds to the case (53) in [6]. We have Σ =
{σ1, σ2, σ3} where

σ1 = α1 + α6 = 2D1 −D3,

σ2 = α2 + α4 = D2 −D3 +D4,

σ3 = α3 + α5 = −D1 + 2D3 − 2D4

and ω(D1) = ω1 + ω6, ω(D2) = ω2, ω(D3) = ω3 + ω5, ω(D4) = ω4. The covering
differences are

σ1, σ2, σ3, σ1 + σ3, σ2 + σ3, 2 σ2 + σ3, σ1 + σ2 + σ3,

therefore we have ht(σ+) = 2 for every covering difference. Correspondingly, we
get the following low fundamental triples:

(D1, D1, D3), (D2, D4, D3), (D3, D3, D1 + 2D4), (D1, D3, 2D4)

(D2, D3, D1 +D4), (D2, D2, D1), (D1, D2, D4).

We need to show that sE+D−FVF ⊂ VDVE for all low fundamental triples
(D,E, F ). As in the proof of Theorem 4.1, if supp(D + E − F ) 6= S we can pro-
ceed by localization and parabolic induction. In this way, the triples (D1, D1, D3),
(D3, D3, D1 + 2D4), (D1, D3, 2D4) reduce to the case of a symmetric wonderful
variety, the triple (D2, D4, D3) reduce to a model wonderful variety and the triples
(D2, D3, D1 +D4), (D2, D2, D1) reduce to a wonderful variety studied in the case
IV. So we are left to study the case D = D1, E = D2 and F = D4, which can easily
be checked via computer (as explained in Section 4.5). Since θ = D2 is minuscule
in N∆, it follows that O is normal.

7.5. Case X. The variety MO corresponds to the case (60) in [6]. We have Σ =
{σ1, σ2, σ3} where

σ1 = 2α4 = 2D1 −D3;

σ2 = α1 + α2 = D2 −D3 +D4;

σ3 = 2α3 = −D1 + 2D3 − 2D4;

and ω(D1) = 2ω4, ω(D2) = ω2, ω(D3) = 2ω3, ω(D4) = ω1. Since the Cartan
pairing of MO is the same as that of the previous case, it follows that the covering
differences and the low fundamental triples are also the same.

In order to prove that sE+D−FVF ⊂ VDVE for all low fundamental triples
(D,E, F ), if supp(D + E − F ) 6= S we can proceed by localization and parabolic
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induction. In this way, the triples (D1, D1, D3), (D3, D3, D1+2D4), (D1, D3, 2D4)
reduce to the case of a symmetric wonderful variety, the triple (D2, D4, D3) re-
duce to a model wonderful variety and the triples (D2, D3, D1 +D4), (D2, D2, D1)
reduce to a wonderful variety studied in the case III. The only remaining case,
D = D1 E = D2 and F = D4, can easily be checked via computer (as explained in
Section 4.5). Since θ = D4 is minuscule in N∆, it follows that O is normal.

8. Application to the real model orbit of type E8

In [1], Adams, Huang and Vogan study the model orbit in the Lie algebra of
type E8. Their study is motivated by the so-called orbit method to construct
representations of reductive Lie groups. In their case the group is the complex
algebraic group of type E8 considered as a real Lie group. In particular they describe
the decomposition into irreducible modules of the coordinate ring of the nilpotent
orbit of type IX (see Section 7) and prove it is indeed a model orbit. In the same
paper they also make some conjectures about another orbit which is the analogue
of the model orbit for the split real form of E8.

We start with some general preliminaries, we refer to [1] and to [43] for the
motivation of these constructions coming from the representation theory of Lie
groups. Let G̃R be a real form of a connected and complex algebraic semisimple
group G̃ and let σ be the associated Galois involution of G̃. There exists a complex
algebraic involution θ of G̃ which commutes with σ such that the subgroup KR of
points of G̃R fixed by θ is a maximal compact subgroup of G̃R. Then the subgroup
K of points of G̃ fixed by θ is a complexification of KR. The Lie algebra g̃ of G̃
decomposes as k ⊕ p where k is the Lie algebra of K and p is the eigenspace of
eigenvalue −1 of θ. An analogue of the nilpotent cone N is defined as

Nθ = N ∩ p.

Fix a point e ∈ Nθ, let O be its K-orbit and K(e) its stabilizer. Consider the
multiplicative character γe of K(e) given by γe(g) = det(Adg

∣∣
k(e)

) det(Adg

∣∣
k
)−1. If

χ : K(e) −→ C
∗ is any multiplicative character we can consider the algebraic line

bundle on O given by Vχ = K ×K(e) Cχ. As in [1], the pair (e, χ) is said to be

admissible if O rO has codimension at least two in O and χ2(g) = γe(g) for all g
in the identity component of K(e). In this paper we need a slightly more general
definition of admissible pair.

Let G be a double covering of K and G(e) be the inverse image of K(e) in G
so that O ≃ G/G(e). Let γ′e denote the character of G(e) induced by γe. Given a
character χ of G(e) we can construct the line bundle Vχ as above. We say that the

pair (e, χ) is admissible ifOrO has codimension at least two in O and χ2(g) = γ′e(g)
for all g in the identity component of G(e). Let also GR be the inverse image of

KR in G. Notice that G is the complexification of GR. The coverings of G̃R are in
correspondence with the coverings of KR hence there exists a Lie group ĜR which
is a double covering of G̃R whose maximal compact subgroup is GR.

Assume that R(e, χ) is the irreducible unitary representation of ĜR, attached to
an admissible pair (e, χ) according to the orbit method. Then the decomposition
of the GR-finite vectors of R(e, χ) into irreducible submodules should be equal to
the decomposition into irreducible G-submodules of the space of algebraic sections
Γ(O,Vχ) (see [1, Conjecture 2.9]).
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In [1], Adams, Huang and Vogan analyze the geometric side of two particular
cases of this construction. They obtain a complete description of the decomposition
of Γ(O,Vχ) into G-modules in one of these cases and a conjectural description in
the second case. In Section 8.1 we recall the result obtained by Adams, Huang and
Vogan in the first case and we analyze it using our techniques. In Sections 8.3, 8.4
and 8.6 we analyze the second case considered by Adams, Huang and Vogan and
we prove that their conjectural description of Γ(O,Vχ) is correct.

8.1. The case of the complex model orbit. Let G̃R be the complex algebraic
group of type E8. Hence G̃ = G̃R×G̃R and G = K is the diagonal subgroup. So p is
isomorphic to the Lie algebra of G and one can consider the nilpotent orbit O with
Kostant-Dynkin diagram equal to (0, 1, 0, 0, 0, 0, 0, 0) (case IX of Section 7). In this
case γe is trivial and the stabilizer K(e) is connected, so also χ has to be trivial
and Γ(O,Vχ) = C[O]. In [1] it is proved that all simple modules of G appears in
C[O] with multiplicity one.

We fix a maximal torus T , and a Borel subgroup of G containing T . We denote
by Φ the set of roots and by S the set of simple roots determined by these choices.
We denote also by ε1, . . . , ε8 an orthonormal basis of X (T ) such that Φ and S have
the following description (with respect to the choice given in [1] we have changed
the sign of ε1):

Φ = A ∪B where A = {±εi ± εj : i 6= j} and

B = {
1

2
(

8∑

i=1

aiεi) : ai = ±1 and

8∏

i=1

ai = 1};

S = {α1, . . . , α8} where α1 = −ε1 − ε2,

α2 =
1

2
(ε1 − ε2 − ε3 + ε4 + ε5 + ε6 + ε7 + ε8) and

αi = εi−1 − εi for i = 3, . . . , 8.

For each root α choose also an sl(2)-triple xα, α
∨, yα where xα has weight α and

yα has weight −α. Let β1 = −ε1 + ε2, β2 = ε3 + ε4, β3 = ε5 + ε6, β4 = ε7 + ε8 and
define

e0 = xβ1
+ xβ2

+ xβ3
+ xβ4

, f0 = yβ1
+ yβ2

+ yβ3
+ yβ4

h0 = β∨
1 + β∨

2 + β∨
3 + β∨

4 = −ε∗1 + ε∗2 + · · ·+ ε∗8.

These elements are an sl(2)-triple and it is clear that e0 is an element with associated
Kostant-Dynkin diagram equal to (0, 1, 0, 0, 0, 0, 0, 0). Let O be its orbit. As we
have already recalled in Section 7, the orbit of the line spanned by e0 in P(g) is the
open orbit of the model wonderful variety of E8.

The colors of the model wonderful variety of E8 are D1, . . . , D8 with ω(Di) = ωα
i ,

where ωα
1 , . . . , ω

α
8 are the fundamental weights w.r.t. the simple system α1, . . . , α8.

Notice also that, in the notation of the previous section, we have O = CD8
. Finally

the spherical roots of M are

σ1 = α6 + α7, σ2 = α4 + α5, σ3 = α1 + α3, σ4 = α2 + α4,

σ5 = α5 + α6, σ6 = α3 + α4, σ7 = α7 + α8.



42 PAOLO BRAVI, JACOPO GANDINI, ANDREA MAFFEI

Here we have ordered them so that it is clear that they are a basis of a root system of
type D7. Notice also that, since in this case ω is injective, the list above determines
also the Cartan pairing c of the wonderful variety M .

Theorem 8.1 (see [1, Theorem 1.1]). The variety O is normal and

C[O] = C[O] ≃
⊕

λ∈X (T )+

V (λ).

Proof. We know that O is normal by the discussion in Section 7, in particular we

have O = CD8
= C̃D8

. Moreover each adjoint orbit has even dimension so the first

equality follows by normality. Since O = C̃D8
we have also

C[O] ≃
⊕

n>0

Γ(M,LnD8
) ≃

⊕

n>0,γ∈NΣ:
nD8−γ∈N∆

sγVnD8−γ .

Now notice that D8 and the spherical roots are linearly independent and that ω is
injective in this case, so all irreducible G-representations occur with multiplicity at
most one. Moreover, since the variety is irreducible, if V (λ) and V (µ) occur in this
decomposition then also V (λ+ µ) occurs. Finally, we have

D1 = 2D8 − (σ4 + 2 σ5 + σ6 + 2 σ7)

D2 = 4D8 − (σ1 + 2 σ2 + 3 σ3 + 4 σ4 + 6 σ5 + 3 σ6 + 5 σ7)

D3 = 5D8 − (σ1 + 2 σ2 + 3 σ3 + 5 σ4 + 7 σ5 + 3 σ6 + 6 σ7)

D4 = 7D8 − (σ1 + 2 σ2 + 4 σ3 + 6 σ4 + 9 σ5 + 4 σ6 + 8 σ7)

D5 = 6D8 − (σ1 + 2 σ2 + 4 σ3 + 6 σ4 + 8 σ5 + 4 σ6 + 7 σ7)

D6 = 4D8 − (σ2 + 2 σ3 + 3 σ4 + 4 σ5 + 2 σ6 + 4 σ7)

D7 = 3D8 − (σ2 + 2 σ3 + 3 σ4 + 4 σ5 + 2 σ6 + 3 σ7)

D8 = D8 − 0

hence V (ωi) occurs in the decomposition of C[O], for all i. �

As we have already recalled above the second isomorphism in the statement of the
Theorem was already proved in [1]. Notice that our proof of this isomorphism does
not use the projective normality proved in Section 4 but only general considerations
on wonderful varieties.

The normality of O was not studied in [1], however Panyushev in the last section
of [38] sketches how to deduce it by their result. Notice that our proof of the
normality of O, relies on Theorem 4.1 for which, in the case of E8, we used a
computer. The normality of O is due to A. Broer (see [12, Section 7.8, Remark
iii)]), however we could not find a proof in the literature.

8.2. From complex to real orbits: general considerations. Let G̃,K, g̃, p be
as at the beginning of this section. Let O ⊂ g̃ be a nilpotent adjoint orbit of the
complex algebraic group G̃. We want to make some general standard remarks on
the intersection O ∩ p (see for example [40, Section 9]). Fix e ∈ O ∩ p and let G̃(e)

and K(e) be the stabilizers of e in G̃ and K, respectively. The subgroup G̃(e) is

stable under θ and we define Z = {z ∈ G̃(e) : θ(z) = z−1}. We have an action of

G̃(e) on Z by g · z = gzθ(g)−1 and we define H1 as Z modulo the action of G̃(e).

Lemma 8.2. [ i)]
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(1) Every connected component of O ∩ p is a single K-orbit;
(2) The map g · x 7→ g−1θ(g) induces a bijection from the set of K-orbits in

O ∩ p to H1;
(3) Every connected component of Z is a single G̃(e)0-orbit (where G̃(e)0 is the

identity component of G̃(e)).

Proof. Set η = −θ. First notice that O ∩ p = Oη. Being O smooth and η an
involution we deduce that Oη is smooth. Take e ∈ Oη. We prove that

(g̃ · e) ∩ p = k · e.

Let g̃(e) be the annihilator of e in g̃ and let y ∈ g̃ be such that y · e ∈ p. Then
θ(y · e) = −y · e, hence z = θ(y)− y ∈ g̃(e). Take u = 1

2z then u ∈ g̃(e) is such that
v = y + u ∈ k and v · e = y · e.

This proves that any K-orbit in G̃ · e ∩ p is open. This implies i).
Point iii) can be proved similarly and ii) is trivial. �

In particular notice that if we prove that Z is connected then it follows that
O ∩ p is a single K-orbit.

We refine this lemma, using the Jordan decomposition. Choose an sl(2)-triple,
e, h, f such that θ(h) = h and θ(f) = −f , this is always possible, see [32, Propo-

sition 4]. Let U be the unipotent radical of G̃(e) and L = {g ∈ G̃(e) : g · h = h}.
Then G̃(e) = L ·U is a Levi decomposition of G̃(e) (see [3, Proposition 2.4]). Notice
also that L and U are stable under the action of θ. Define ZL = Z ∩ L and H1

L as
ZL modulo the action of L given by g · z = g z θ(g)−1.

Lemma 8.3. [ i)]
(1) The inclusion ZL ⊂ Z induces a bijection from H1

L to H1;
(2) If ZL is connected then O ∩ p is a single K-orbit.

Proof. Let x, y ∈ ZL and assume that x = hyθ(h)−1 with h = ℓu, ℓ ∈ L and u ∈ U .
It follows immediately that x = ℓyθ(ℓ)−1. This prove the injectivity of the map
H1

L −→ H1 induced by the inclusion ZL ⊂ Z.
Now let z = ℓu ∈ Z with ℓ ∈ L and u ∈ U . From θ(z) = z−1 we deduce that

θ(ℓ) = ℓ−1 and θ(u) = ℓu−1ℓ−1. Now being U unipotent there exists a unique v ∈ U
such that v−2 = u. Using again that U is unipotent we deduce that θ(v) = ℓv−1ℓ−1.
Set h′ = ℓvℓ−1 then

h′(ℓu)θ(h′)−1 = ℓvℓ−1ℓuℓ−1ℓvℓ−1ℓ = ℓ.

Hence the map H1
L −→ H1 is surjective. This proves i). Now ii) follows from

Lemma 8.2. �

8.3. The case of the real model orbit of E8. In the last two sections of [1] a
real version of the model orbit is considered. We now recall from [1] some of the
structural results about this orbit. We also prove Proposition 8.5 which is probably
well known and is somehow implicit (even if not necessary) in the discussion in [1].

From now on G̃ is the complex algebraic group of type E8 and G̃R is its split
real form. Then K is isogenous to Spin(16). For the complex group of type E8 we
have already introduced some notations in Section 8.1 (notice that this group had

the role of the group G and not of G̃ in that Section). We keep that notation, so

T is a maximal torus of G̃, Φ, the associated root system, and ε1, . . . , ε8, A, B,
S = {α1, . . . , α8} are as in Section 8.1.
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Then we can choose G̃R so that k is the Lie algebra spanned by t, the Lie algebra
of T , and by the vectors xα with α ∈ A. With this choice p is spanned by the
vectors xα with α ∈ B.

As a simple system for the root system of k ≃ so(16) we choose the usual basis,
but we enumerate it starting from zero, that is

τi = εi+1 − εi+2 for i = 0, . . . , 6 and τ7 = ε7 + ε8.

We denote by ωD
i the associated fundamental weights. In particular we obtain

that p is the spin representation associated to the weight ωD
7 . Moreover, since G̃

is simply connected the subgroup K is connected. Finally notice that ωD
6 6∈ X (T )

while ωD
7 ∈ X (T ). Hence Spin(16) is a double covering of K. We set G = Spin(16).

Notice that in [1] it is claimed that K is isomorphic to Spin(16), but this does not
affect any of their arguments.

In order to prove that the roots τ1, . . . , τ7 are conjugated to the roots σ1, . . . , σ7
introduced in Section 8.1, we introduce a new simple system of the root system of
type E8. The vectors

ζ1 = 1
2 (−ε2 − ε3 − ε4 + ε5), ζ2 = 1

2 (ε1 + ε6 + ε7 − ε8),

ζ3 = 1
2 (ε2 + ε3 − ε4 + ε5), ζ4 = 1

2 (ε1 + ε6 − ε7 + ε8),

ζ5 = 1
2 (ε2 − ε3 + ε4 + ε5), ζ6 = 1

2 (ε1 − ε6 + ε7 + ε8),

ζ7 = 1
2 (−ε2 + ε3 + ε4 + ε5), ζ8 = 1

2 (ε1 − ε6 − ε7 − ε8),

form an orthonormal basis of t∗, and ±ζi± ζj ∈ Φ for i odd and j even. Notice also
that

γ2 =
1

2
(ζ1 − ζ2 − ζ3 + ζ4 + ζ5 + ζ6 + ζ7 + ζ8) =

=
1

2
(ε1 − ε2 − ε3 + ε4 + ε5 − ε6 − ε7 + ε8) ∈ Φ,

γ1 = −ζ1 − ζ2, and γi = ζi−1 − ζi, for i = 3, . . . , 8,

form a simple system of Φ (since they are elements of Φ with the right scalar
products). Hence there exists an element w in the Weyl group such that w(εi) = ζi,
for all i. Finally, notice that we have

τ1 = γ6 + γ7, τ2 = γ4 + γ5, τ3 = γ1 + γ3, τ4 = γ2 + γ4,

τ5 = γ5 + γ6, τ6 = γ3 + γ4, τ7 = γ7 + γ8

so that w(σi) = τi. Notice also that

τ0 =
1

2
(ζ1 − ζ3 − ζ5 + ζ7 + ζ2 + ζ4 + ζ6 + ζ8) = γ2 + γ3 + γ4 + γ5.

We denote by Λ the weight lattice of Spin(16) and by ΛE = X (T ) the sublattice
given by the weights of E8. We denote also by Λ+ the dominant weights of Λ w.r.t.
the simple system τ0, . . . , τ7 and by Λ+

E
the dominant weights of ΛE w.r.t. the simple

system γ1, . . . , γ8. We have Λ+
E
⊂ Λ+. We denote by ωγ

i the fundamental weights

of ΛE w.r.t. the simple system γ1, . . . , γ8. Notice that ωD
7 = ωγ

8 .
Let now O be the adjoint orbit of g̃ considered in Section 8.1. We want to study

the intersection O ∩ p. Let us first choose an element e ∈ O ∩ p.
Consider the semisimple part K0 of the standard Levi factor of the maximal

parabolic subgroup P0 of K associated with τ0. This is a group isogeneous to
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Spin(14), we denote its Lie algebra by k0. Let p0 be the subspace of p spanned
by the root vectors of weight of the form 1

2 (
∑
aiεi) with a1 = −1. Its highest

weight is 1
2 (−ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + ε7 − ε8). Hence it is an irreducible

Spin(14)-submodule of p isomorphic to the module V ∗
D8

of Section 5.5.3.

Lemma 8.4. The vector h8 of Section 5.5.3 belongs to O.

Proof. The vectors

η1 = 1
2 (ε1 − ε6 − ε7 − ε8), η2 = 1

2 (−ε2 + ε3 + ε4 + ε5),(8.1a)

η3 = 1
2 (−ε1 + ε6 − ε7 − ε8), η4 = 1

2 (ε2 − ε3 + ε4 + ε5),(8.1b)

η5 = 1
2 (−ε1 − ε6 + ε7 − ε8), η6 = 1

2 (ε2 + ε3 − ε4 + ε5),(8.1c)

η7 = 1
2 (−ε1 − ε6 − ε7 + ε8), η8 = 1

2 (ε2 + ε3 + ε4 − ε5).(8.1d)

form an orthonormal basis of t∗, and ±ηi ± ηj ∈ Φ if i is odd and j is even. Notice
also that

γ̂2 =
1

2
(η1 − η2 − η3 + η4 + η5 + η6 + η7 + η8) = ε2 − ε6,

γ̂1 = −η1 − η2, and γ̂i = ηi−1 − ηi, for i = 3, . . . , 8,

is a simple system of Φ. Hence there exists an element w of the Weyl group such
that w(εi) = ηi, for all i. Choose a representative ẇ of w in G̃. Define e = ẇ(e0),
h = w(h0) = −η∗1 + η∗2 + · · · + η∗8 and f = ẇ(f0). Then θ(h) = h and θ(f) = −f .
More explicitly, we have h = −2ε∗1 + ε∗2 + ε∗3 + ε∗4 + ε∗5, e = xδ1 + xδ2 + xδ3 + xδ4 ,
where w(β1) = δ1 = −η1 + η2, w(β2) = δ2 = η3 + η4, w(β3) = δ3 = η5 + η6,
w(β4) = δ4 = η7 + η8 and similarly for f .

Notice that e ∈ p0. Moreover, the two vectors e and h8 are linear combina-
tions with nonzero coefficients of vectors of the same weights δ1, δ2, δ3, δ4 and these
weights are linearly independent, so they are conjugated under the action of the
maximal torus. �

Let w ∈W be the element defined in the previous proof, as shown there we can
choose a representative ẇ of w such that ẇ(e0) = h8. Set e = h8 and h = w(h0).
In particular the stabilizer of e is the parabolic induction of the stabilizer of h8 in
Spin(14). More explicitly, we have

(8.2) k(e) = Cω∨
0 ⊕ u−0 ⊕ h0

where u−0 is the Lie algebra of the unipotent radical of the parabolic subgroup
opposite to P0, h0 is the annihilator of h8 in k0 and ω∨

0 is orthogonal to τ1, . . . , τ7.
In particular the Levi factor of k(e) is isomorphic to gl(4).

We now want to describe in some detail the stabilizer K(e) and apply Lemma 8.3

to prove that O∩p is a single K-orbit. As recalled in Section 8.1, the Levi factor L̃
of G̃(e) is Sp(8) and L = L̃θ. Furthermore, notice that there is only one involution
of Sp(8) such that the Lie algebra of the fixed point subgroup is isomorphic to gl(4).
This involution can be described as follows. Let I4 ∈ SL(4) be the identity matrix,
and define the 8× 8 matrices

J =

(
0 I4

−I4 0

)
, ρ =

(
I4 0
0 −I4

)

and Sp(8) as the matrices preserving the form J . Then Sp(8) is stable under the
conjugation by the matrix ρ, which is an involution. Moreover L is isomorphic to
GL(4).
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Proposition 8.5. If O is the model orbit of E8 and G̃R is the split real form of E8,
then O ∩ p is a single K-orbit.

Proof. By Lemma 8.3 and the above discussion, it is enough to prove that

ZL = {z ∈ Sp(8) : θ(z) = z−1}

is connected. Let z = (A B
C D ) where A,B,C,D are 4 × 4 matrices. The condition

z ∈ ZL is equivalent to
(8.3)
A2 = I4 +BC, D = At, B = Bt, C = Ct, AB = BAt and At C = CA.

Acting by g ∈ Sp(8), via g · z = gzθ(g)−1, we remain in the same connected
component. Using g of the form

(
α 0
0 tα−1

)
with α ∈ GL(4) we see we can assume

that B is of the form
(
Ir 0
0 0

)
and A =

(
a b
c d

)
, and using equations (8.3) we see that

c = 0, a = at and d2 = 1. Then using g of the form
(

β 0

0 tβ−1

)
and β =

(
Ir 0
0 γ

)
we

can also assume that d is diagonal. Now we choose g of the form ( I sI
0 I ). We get

g · z =

(
A+ sC B + s(A+At) + s2C
C At + sC

)
.

If we compute the determinant of B+s(A+At)+s2C we see that it is a polynomial
in s and its lowest degree term is 4 det(d). Hence there exists s such that B+s(A+
At)+s2C is invertible. So we can assume B invertible and arguing as before we can
assume B = I4. Now, for B = I4, the equations in (8.3) take the form A = At = D,
and C = −I + A2. Such equations define an algebraic subset which is isomorphic
to an affine space and, in particular, connected. Therefore ZL is connected. �

8.4. The coordinate ring of the real model orbit. Here we describe the co-
ordinate ring of O ∩ p. In [1] it is shown that this description follows from the
vanishing of certain cohomology groups which in the case of the real model orbit is
conjectural (see Conjecture 3.13 and Theorem 7.13 in [1]).

Let M0 be the wonderful comodel variety of cotype E8. This is a wonderful
variety for the group Spin(14). Consider the parabolic induction M of M0 to
Spin(16). This is a wonderful variety with spherical roots equal to τ1, . . . , τ7 and
colorsD′

0, . . . , D
′
8, where ω(D

′
0) = ωD

0 and, for i > 0, D′
i is induced by the respective

color of M0 (see Section 5).
Let Op = O∩ p. Then Xp = P(Op) ⊂ P(p) is the open orbit of M , and Op is the

cone CD for D = D′
8. Indeed e = h8 ∈ V ∗

ω(D′

8
) = V ∗

ωD

7

= VωD

7
≃ p and D′

8 is faithful.

Theorem 8.6. The cone Op is normal and we have the following isomorphism of
K-modules

C[Op] ≃
⊕

λ∈Λ+

E

V (λ).

Proof. Notice that the combinatorics of colors and spherical roots is essentially the
same as that of the model wonderful variety of type E8. In particular, since D′

8 is
minuscule, from Theorem 5.2 it follows that Op is normal. Hence, as a K-module
we have that its coordinate ring is the sum of all the modules VnD′

8
−τ with n > 0,

τ ∈ N[τ1, . . . , τ7] and nD′
8 − τ ∈ N[D′

0, . . . , D
′
8]. Moreover, with τ as above, the

latter condition is equivalent to nD′
8 − τ ∈ N[D′

1, . . . , D
′
8]. Now notice that ω(D′

8)
and τ1, . . . , τ7 are linearly independent (this is not true for M0 but it is true for M
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because of the presence of the extra color D′
0). So we obtain that the coordinate

ring ofOp is the sum of all modules V (nωD
8 −τ) where n and τ are as above. Finally,

the computation is exactly the same as that given in the proof of Theorem 8.1 for
the model orbit of type E8, since the two situations are conjugated by an element
of the Weyl group. �

Notice that our proof of the normality of Op via Theorem 5.2 did not require
any computer calculation. Moreover, the description of the coordinate ring of the
normalization of Op is independent of Theorem 5.2.

The combinatorics of distinguished subsets of colors allows to describe completely
the K-orbits in the closure of Op (see for example [22]), and in particular to prove

that Op r Op has codimension at least two in Op. Indeed, one sees that this
property depends only on the combinatorics of colors and spherical roots, and in
this case the combinatorics is the same as that of the complex model orbit, whose
boundary has codimension at least two. More precisely, here codimO(OrO) = 16

and codimOp
(Op rOp) = 8.

Here we can avoid such an argument. Below we prove that C[Op] = C[Op] and

this also implies that Op rOp has codimension at least two.

8.5. Computation of the space of sections of a line bundle associated
to an admissible pair: general considerations. For the next lemma we put
ourself in a general setting. Let G be simply connected and let M be a wonderful
compactification of G/H . Let E ∈ N∆. Let Ch be a line in V (ω∗

E) where H acts
with character ξE . Assume that the stabilizer of Ch is equal to H and let H0 be
the stabilizer of h. Furthermore, assume that ξE induces an isomorphism of H/H0

with C∗: we identify H/H0 with C∗ choosing such an isomorphism. Finally, notice
that H/H0 acts on the right on G/H0.

Lemma 8.7. Let D ∈ Z∆ and let χ denote the restriction of ξD to H0. We have
the following isomorphism of G-modules

Γ(G/H0,Vχ) ≃
⊕

n∈Z,σ∈ZΣ:
D+nE−σ∈N∆

VD+nE−σ.

Proof. We have

Γ(G/H0,Vχ) ≃ (C[G]⊗ C−χ)
H0 ≃

⊕

λ∈X (T )+

V (λ∗)⊗ (V (λ)⊗ C−χ)
H0 .

Now notice that H acts on (V (λ)⊗ C−χ)
H0 and so the latter decomposes into H-

stable subspaces where H acts by a character of the form ξD + nξE . Moreover, all
these eigenspaces are of dimension one, since H is spherical. Hence we have

Γ(G/H0,Vχ) ≃
⊕

λ∈X (T )+,n∈Z

V (λ∗)⊗ (V (λ)⊗ C−ξD−nξE )
H .

Now recall that the space of spherical vectors V (ω∗
F )

(H)
ξF

is nonzero if and only if
F ∈ N∆, and ξF = ξD+nE if and only if F = D + nE − σ for σ ∈ ZΣ. �

Let us specialize this identity to the case D = 0 and compare the coordinate
ring of G/H0 with the coordinate ring of the normalization of its closure in V (ω∗

E).
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Since
C[C̃E ] =

⊕

n>0

Γ(M,LnE) ≃
⊕

n>0,σ∈NΣ:
nE−σ∈N∆

VnE−σ,

we have the following.

Lemma 8.8. The equality C[G/H0] = C[C̃E ] is equivalent to the fact that, for all
n ∈ Z and σ ∈ ZΣ, if nE − σ ∈ N∆ then n > 0 and σ ∈ NΣ.

We now apply this lemma to our special case in which G is Spin(16), H0 = G(e),
M is the wonderful compactification of Xp and E = D′

8.

Lemma 8.9. For all n ∈ Z and σ ∈ ZΣ, if nD′
8−σ ∈ N∆ then n > 0 and σ ∈ NΣ.

Proof. Write nD′
8 − σ =

∑8
i=0 aiD

′
i and notice that the conditions a1, . . . , a8 > 0

are equivalent to the conditions obtained from Theorem 8.1 by applying Lemma 8.8
to the complex model orbit of type E8. �

From this and Theorem 8.6, by applying Lemma 8.8 to the real model orbit, we
get that

C[Op] = C[Op].

8.6. Sections of the line bundle associated to the admissible pair for the
real model orbit. We now want to compute the characters γe and γ′e. For this
we further analyze the stabilizer T (e) of e in T . Let Λ∨

E
be the lattice dual to ΛE.

Recall the definition of the vectors ηi given in the equations (8.1) and denote by η∗i
the vectors of the dual basis. Let x∗1 = η∗1+η

∗
2 and x∗i = η∗2i−1−η

∗
2i for i = 2, 3, 4 and

define R∨ as the sublattice of Λ∨
E
generated by x∗1, . . . , x

∗
4 and R∨

0 as the sublattice
generated by x∗1 + x∗2, x

∗
1 + x∗3, x

∗
1 + x∗4. Then R∨ and R∨

0 are direct factors of Λ∨
E
.

Finally, let T0 be the maximal torus ofK0 (the subgroup ofK isogenous to Spin(14)
introduced above) contained in T such that T0(e) = T (e) ∩ T0. We have

T = Λ∨
E
⊗Z C

∗, T (e) = R∨ ⊗Z C
∗ and T0(e) = R∨

0 ⊗Z C
∗.

We already know that the Levi factor of K(e) is isomorphic to GL(4) so that any
character is a power of the determinant. We describe now the center of GL(4) and
the determinant as an element of dual lattice of R∨. Let z∗ = x∗1 − x∗2 − x∗3 − x∗4 =
2ε∗1 + ε∗2 + ε∗3 + ε∗4 + ε∗5, then using the description of h0 given in Section 5.5 it is
easy to see that z∗ is a central cocharacter. In particular, if R∨

Z = Zz∗ then

TZ = R∨
Z ⊗Z C

∗

is the center of L ≃ GL(4). Now we compute the character γe. We have already
noticed that it is enough to compute its restriction to T . Moreover its restriction
to T0(e) must be trivial since SL(4) has no characters so we compute its restriction
to TZ . Using the description of the stabilizer k(e) in (8.2) and the description of
h0 given in Section 5.5 it is easy to prove that 〈γe, z∗〉 = 4. Hence we see that γe
restricted to the Levi ofK(e), which is isomorphic to GL(4), equals the determinant
and

γe = x1 − x2 − x3 − x4.

In particular it is not the square of a character. However, on the covering G of K
we can consider the character −ωD

0 = −ε1, and we denote by χ its restriction to
G(e). We have

χ = 1
2 (x1 − x2 − x3 − x4) =

1
2γ

′
e.
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Notice that ξD′

0
= χ. Indeed, ωD′

0
= ωD

0 and G(e) contains the unipotent radical

U−
0 of P−

0 . Hence the only G(e)-semiinvariant in V (ωD
0 ) is the lowest weight vector

which has weight −ωD
0 .

We now describe the space of sections Γ(Op,Vχ). In [1] the same description
follows from a vanishing result which is not proved in this case (see Conjecture 8.6
and Theorem 8.10 in [1]).

Theorem 8.10. We have the following isomorphism of G-modules

Γ(Op,Vχ) ≃
⊕

λ∈Λ+

E

V (ωD

0 + λ).

Proof. We have seen above that ξD′

0
= χ. Hence we can apply Lemma 8.7 with

D = D′
0 and E = D′

8. We obtain

Γ(Op,Vχ) ≃
⊕

n∈Z,σ∈ZΣ:
D′

0+nD′

8−σ∈N∆

VD′

0
+nD′

8
−σ.

Write D′
0 + nD′

8 − σ =
∑8

i=0 aiD
′
i. Notice that as in the proof of Lemma 8.9

this implies a1, . . . , a8 > 0. Hence we obtain n > 0 and σ ∈ NΣ. In particular
the condition a0 > 0 is automatically satisfied. As already noticed in the proof of
Theorem 8.6, Λ+

E
consists of the weights of the form ω(nD′

8− σ) for n > 0, σ ∈ NΣ
and nD′

8 − σ ∈ N∆. �

9. Degeneracy of the multiplication

Here we give a counterexample to the surjectivity of the multiplication of sections
of line bundles, on wonderful varieties, generated by global sections.

9.1. Counterexample. Let G be SO(2r + 1) and let M be the model wonderful
variety for the group G. It is not isomorphic to the model wonderful variety for
Spin(2r + 1). Its set of colors ∆ = {D1, . . . , Dr} is in bijection, via ω, with the
set {ω1, . . . , ωr−1, 2ωr}. Its set of spherical roots is {α1 + α2, . . . , αr−1 + αr, 2αr}.
If r = 2 or r = 3, then the multiplication of sections is surjective. Set r = 4 and
consider the low triple (D2, D2, D1): then V (ω1) 6⊂ V (ω2)

⊗2, hence s2D2−D1VD1
6⊂

V 2
D2

. In particular, the multiplication of sections is not surjective, for all r > 4.

9.2. Degeneracy of the multiplication. Roughly speaking, in its nature the
previous example does not express a lack of the multiplication, but rather a lack
of the tensor product. Indeed V (ω1) 6⊂ V (ω2)

⊗2 but V (2ω1) ⊂ V (2ω2)
⊗2, so that

it expresses the fact that the saturation property does not hold for groups of type
B: similar things cannot happen if G is of type A and, conjecturally, whenever
G is simply laced. It is worth noticing that the same situation holds if we con-
sider the multiplication of the wonderful variety considered in previous example:
s2D2−D1VD1

6⊂ V 2
D2

but s4D2−2D1V2D1
⊂ V 2

2D2
.

We briefly recall what the saturation property is. Let G be a simply connected
almost simple algebraic group. We say that the saturation property holds for G
if, whenever d > 0 and λ, µ, ν ∈ Λ+ are such that ν 6 λ + µ and V (dν) ⊂
V (dλ) ⊗ V (dµ), then it holds also V (ν) ⊂ V (λ) ⊗ V (µ). In [31] A. Knutson and
T. Tao showed that the saturation property holds if G is of type A, while in [28]
M. Kapovich and J. Millson conjectured that the saturation property holds when-
ever G is simply laced.
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We want to consider the saturation property in the more general context of the
multiplication law attached to a wonderful variety, the classical case corresponding
to the wonderful compactification of an adjoint group ([27, Lemma 3.1]). We say
that the saturation property holds for a wonderful variety M with set of colors
∆ and set of spherical roots Σ if, whenever d > 0 and D,E, F ∈ N∆ are such
that D 6Σ E + F and sd(E+F−D)VdD ⊂ VdEVdF , then it holds also the inclusion
sE+F−DVD ⊂ VEVF .

Suppose that M is a wonderful variety and let E,F ∈ N∆. Then the following
inclusion holds

VEVF ⊂
⊕

D∈N∆ :D6ΣE+F
V (ωD)⊂V (ωE)⊗V (ωF )

sE+F−DVD.

If the equality holds in the previous inclusion, then we say that the product VEVF is
non-degenerate, while if the equality holds for every E,F ∈ N∆ then we say that the
multiplication of M is non-degenerate. It is easy to show that if the multiplication
of M is non-degenerate and if the saturation property holds for G, then the latter
holds for M as well.

Another equivalent description of the multiplication follows by identifying sec-
tions of line bundles on M with H-semiinvariant functions on G, H acting on the
right. More precisely, given E,F ∈ N∆, we may identify Γ(M,LE), Γ(M,LF )
and Γ(M,LE+F ) with submodules of C[G](H), and the multiplication of sections
Γ(M,LE)⊗ Γ(M,LF ) −→ Γ(M,LE+F ) coincides with the restriction of the multi-
plication defined in C[G](H). Therefore we regard the modules VE , VF , VEVF inside
C[G](H), and the multiplication is the multiplication of functions.

Example 1. Let G = SL(2) and consider the basic case of the rank one wonderful
varietyM = P1×P1, whose generic stabilizer is the maximal torus T . Then Σ = {α}
is the unique simple root of G and ∆ = {D+, D−}, where D+ = P1 × {[1, 0]} and
D− = {[1, 0]} × P1. Moreover α = D+ + D− and ωD+ = ωD− = 1 equal the
fundamental weight of G.

Given n ∈ N, identify the simple G-module V (n) of highest weight n with
C[x, y]n, the set of homogeneous polynomials of degree n in two variables. Given
aD+ + bD− ∈ N∆, the corresponding T -eigenvector is h(a, b) = xayb.

The projection πm : V (a+ b)⊗ V (c+ d) −→ V (a+ b+ c+ d− 2m) is described
on the basis of T -eigenvectors as follows:

xayb ⊗ xcyd 7−→
∑

u+v=m

(−1)uu!v!

(
a

u

)(
b

v

)(
c

v

)(
d

u

)
xa+c−myb+d−m.

As shown by the following two examples, the multiplication of M is degenerate.

- Consider D++D− 6Σ 2(D++D−). Then V (2) ⊂ V (2)⊗2 but π1(h(1, 1)⊗
h(1, 1)) = 0, so that VD++D− 6⊂ V 2

D++D− . This can also be explained since

V (2) is not contained in the second symmetric power of V (2).
- Consider 2D+ +D− 6Σ (3D+ +D−) + (D+ +2D−). Then V (3) ⊂ V (4)⊗
V (3) but π2(h(3, 1)⊗ h(1, 2)) = 0, so that V2D++D− 6⊂ V3D++D−VD++2D− .

More generally, the multiplication is degenerate whenever Σ ∩ S 6= ∅. This can
be reduced to the basic case of SL(2)/T as shown in the following proposition.

Proposition 9.1. Suppose that S ∩Σ 6= ∅. Then the multiplication is degenerate.
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Proof. Let α ∈ S ∩Σ and suppose that the multiplication is non-degenerate. Con-
sider the rank one wonderful subvariety M ′ defined by intersecting all the G-stable
prime divisors Mσ with σ ∈ Σ r {α}, denote ∆′ its set of colors. Then M ′ is
quotient of a parabolic induction of a wonderful variety for SL(2) isomorphic to
P
1 × P

1, whose generic stabilizer is a maximal torus of SL(2) and whose set of
colors is identified with ∆′(α) = {D ∈ ∆′ : PαD 6= D}, where Pα denotes the
minimal parabolic associated to α. It follows then by Corollary 1.7 that, for every
D′ ∈ N[∆′ r∆′(α)], VD′VE′ = VD′+E′ for all E′ ∈ N∆′.

LetD′, E′, F ′ ∈ N∆′ be such thatD′ 6Σ′ E′+F ′ and V (ωD′) ⊂ V (ωE′)⊗V (ωF ′).
Denote ρ : Pic(M) −→ Pic(M ′) the restriction. From the combinatorics of colors
and spherical roots it follows that there exist E′

0, F
′
0 ∈ N[∆′r∆′(α)] and E,F ∈ N∆

such that E′ + E′
0 = ρ(E) and F ′ + F ′

0 = ρ(F ). Let D = E + F − (E′ + F ′ −D′)
and notice that D ∈ N∆ and D′ + E′

0 + F ′
0 = ρ(D). Moreover the inclusion

V (ωD′) ⊂ V (ωE′) ⊗ V (ωF ′) implies that V (ωD) ⊂ V (ωE) ⊗ V (ωF ), hence the
non-degeneracy of the multiplication of M implies that VD ⊂ VEVF and it follows
VD′+E′

0
+F ′

0
⊂ VE′+E′

0
VF ′+F ′

0
. On the other hand, by Corollary 1.7, VD′+E′

0
+F ′

0
⊂

VE′+E′

0
VF ′+F ′

0
= VE′VF ′VE′

0
+F ′

0
if and only if VD′ ⊂ VE′VF ′ .

Therefore, we have deduced that the multiplication ofM ′ is non-degenerate, but
this is a contradiction by the previous example together with Proposition 1.6. �

Remark 2. More generally, if M is a wonderful variety whose multiplication is non-
degenerate and if M ′ ⊂M is a localization of M , notice that the multiplication of
M ′ is non-degenerate as well. If indeed ρ : Pic(M) −→ Pic(M ′) is the restriction
of line bundles and if D,E ∈ N∆, then ρ(VDVE) = Vρ(D)Vρ(E), and if VF ⊂ VDVE ,
then ρ(VF ) 6= 0 if and only if suppΣ(D + E − F ) ⊂ Σ′ (where Σ′ ⊂ Σ are the
spherical roots of M ′). On the other hand, given E′, F ′ ∈ N∆′, by making use of
Corollary 1.7, one can reduce the description of the product VE′VF ′ to that one
corresponding to a pair E′′, F ′′ ∈ ρ(N∆) (where ∆′ is the set of colors of M ′).

As well, if M −→ M ′ is a quotient of M by a distinguished set of colors and if
H ⊂ H ′ are the corresponding spherical subgroups, by Corollary 1.4 it follows that
the multiplication of M ′ is non-degenerate if that of M is non-degenerate. Indeed,
if we identify the set of colors ∆′ ofM ′ with a subset of ∆, then VEVF ⊂ C[G](H

′) ⊂
C[G](H) for all E,F ∈ N∆′.

By using Proposition 1.6, similar statements are easily proved for parabolic in-
ductions and localizations at a parabolic subgroup (see e.g. [8, 1.1.4] for the defini-
tion of the latter). Therefore the non-degeneracy property of the multiplication of
a wonderful variety is stable under the standard operations of localization, quotient
by a distinguished subset of colors, parabolic induction, localization at a parabolic
subgroup.

Given a spherical subgroup H ⊂ G, define its spherical closure H as the ker-
nel of the action of the normalizer NG(H) on the set of colors of G/H . If H is
equal to its spherical closure, then we say that H is spherically closed. By a the-
orem of F. Knop [29, Corollary 7.6], if H is spherically closed then G/H admits a
wonderful compactification. If G is not simply laced, then not spherically closed
spherical subgroups H such that G/H admits a wonderful compactification exist.
The projection G/H −→ G/H canonically identifies the colors of G/H with those
of G/H .
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Generally speaking, if M is the wonderful compactification of G/H where H
is not spherically closed, then the multiplication may be degenerate. Indeed, it is

easy to show that C[G](H) = C[G](H), therefore, if Σ is the set of spherical roots of
G/H and if D ∈ N∆ is such that VD ⊂ VEVF , then we must have D 6Σ E +F . In
this way we may construct examples of non-spherically closed spherical subgroups
H of G (possessing no simple spherical roots) whose associated multiplication is
degenerate.

Example 2. Consider the non-adjoint symmetric wonderful variety M for Sp(8)
with spherical roots σ1 = α1 + 2α2 + α3, σ2 = α3 + α4. Then M possesses two
colors D2 and D4, where ωD2

= ω2 and ωD4
= ω4. Then we have D2 <Σ 2D2 and

V (ω2) ⊂ V (ω2)
⊗2, on the other hand Σ = {σ1, 2σ2} and 2D2−D2 = σ1+σ2 6∈ NΣ,

therefore it cannot be VD2
⊂ V 2

D2
.

Proposition 9.2. Let M ⊂ NΣ be the semigroup generated by the set of differences
{E + F −D : VD ⊂ VEVF }. Then M = NΣ.

Proof. As already noticed we have M ⊂ NΣ. Here we show that indeed M ⊃

Σ. Since C[G](H) = C[G](H) we may assume that H is spherically closed. Let
σ ∈ Σ, proceeding by localization and parabolic induction as in Proposition 9.1 we
may assume that M is a cuspidal (i.e. parabolic induction of no other wonderful
variety) rank one wonderful variety with spherical root σ (see [44, Table 1] for a
complete list of such varieties). With three exceptions (cases 9B, 9C, 15 in [44])
such wonderful varieties are all flag varieties for their automorphism group, so that
they are projectively normal. BeingH spherically closed, notice that apart from the
cases 9B, 7C, 9C, 12, 15 in [44] we have that σ = D + E for some D,E ∈ ∆: then
(0, D,E) is a low triple and the projective normality ofM implies that V0 ⊂ VDVE ,
hence σ ∈ M . Moreover, since the case 7C is a quotient of the case 9C, we are
reduced to the cases 9B, 7C, 12 and 15, where the following inclusions may be
checked directly (we index the colors as the corresponding fundamental weights):

9B) G is of type Br, σ = α1 + . . .+ αr = D1 and we have VDr
⊂ VD1

VDr
.

7C) G is of type Cr, σ = α1 + 2α2 + . . . + 2αr−1 + αr = D2 and we have
VD2

⊂ V 2
D2

.

12) G is of type F4, σ = α1 + 2α2 + 3α3 + 2α4 = D4 and we have VD4
⊂ V 2

D4
.

15) G is of type G2, σ = α1 + α2 = D2 −D1 and we have V2D1
⊂ VD1

VD2
.

�

Suppose now that M is a strict wonderful variety and suppose that E,F ∈ N∆
are such that E +F is not faithful. The following example shows that the product
VEVF may be degenerate, essentially reducing to a not spherically closed case.

Example 3. Let M be the model wonderful variety of type C4. Then D2 <Σ 2D2

and V (ω2) ⊂ V (ω2)
⊗2 (more precisely, V (ω2) is also contained in the second sym-

metric power of V (ω2)). Notice that 2D2 is not faithful: the maximal distinguished
subset of ∆ which does not intersect the support of 2D2 is ∆∗ = {D1, D3}, and the
quotient M/∆∗ is the symmetric wonderful variety M ′ considered in Example 2,
whose colors we still denote by D2 and D4. By Corollary 1.4 we may identify
Γ(M,LD2

) = Γ(M ′,LD2
) and Γ(M,L2D2

) = Γ(M ′,L2D2
), so that we may regard

the product V 2
D2

inside Γ(M ′,L2D2
) and by Example 2 it follows that VD2

6⊂ V 2
D2

.
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Question. Let M be a strict wonderful variety and let E,F ∈ N∆ be such that
E + F is a faithful divisor. Is the product VEVF non-degenerate?

Suppose that G is simply laced: then the class of the strict wonderful varieties
is stable with respect to the operation of quotient by a distinguished set of colors,
so phenomena as that in Example 3 cannot happen. Therefore, if the answer to
the previous question were affirmative, proceeding by induction on the rank of M ,
it would follow that the multiplication is non-degenerate whenever M is a strict
wonderful variety for a simply laced group.
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