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Abstract

We study global minimizers of the Landau-de Gennes (LdG) energy
functional for nematic liquid crystals, on arbitrary three-dimensional
simply connected geometries with topologically non-trivial and phys-
ically relevant Dirichlet boundary conditions. Our results are specific
to the low-temperature limit. We prove (i) that (re-scaled) global LdG
minimizers converge uniformly to a (minimizing) limiting harmonic
map, away from the singular set of the limiting map; (ii) there exist
both a point of maximal biaxiality and a nonempty Lebesgue-null set
of uniaxial points near each singular point of the limiting harmonic
map (this improves the recent results of [9]); (iii) estimates for the size
of “strongly biaxial” regions in terms of the reduced temperature t.
We further show that global LdG minimizers in the restricted class of
uniaxial Q-tensors cannot be stable critical points of the LdG energy
for low temperatures.

1 Introduction

Nematic liquid crystals (LCs) are anisotropic liquids with long-range orien-
tational order i.e. the constituent rod-like molecules have full translational
freedom but align along certain locally preferred directions [10, 35]. The
existence of distinguished directions renders nematics sensitive to light and
external fields leading to unique electromagnetic, optical and rheological
properties [10, 15, 29]. The analysis of nematic spatio-temporal patterns
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is a fascinating source of problems for mathematicians, physicists and en-
gineers alike, especially in the context of defects or material singularities
[15, 12].

In recent years, mathematicians have turned to the analysis of the cel-
ebrated Landau-de Gennes (LdG) theory for nematic liquid crystals, par-
ticularly in two asymptotic limits: the vanishing elastic constant and the
low-temperature limit; see for example [22, 14, 7, 9] which is not an ex-
haustive list but are directly relevant to our paper. The LdG theory is a
variational theory with an associated energy functional, defined in terms
of a macroscopic order parameter, known as the Q-tensor order parameter
[10, 35, 19]. The LdG energy typically comprises an elastic energy, con-
vex in ∇Q with several elastic constants, and a non-convex bulk potential,
fB defined in terms of the temperature and the eigenvalues of Q-tensor
[26]. With the one-constant approximation for the elastic energy density,
the LdG energy functional has a similar structure to the Ginzburg-Landau
(GL) functional for superconductivity [4, 27, 8] and in certain asymptotic
limits (limit of vanishing elastic constant and low-temperature limit), we
can borrow several ideas from GL theory to make qualitative predictions
about global energy minimizers, at least away from singularities. However,
there is an important distinction between the GL theory and LdG theory. In
the GL-framework, researchers study maps, u : Rd → Rd, d = 2, 3 (see e.g.
[4, 2, 23]), whereas the LdG variable is a five-dimensional map, Q : R3 → R5.
A uniaxial Q-tensor has three degrees of freedom (with an order parame-
ter and a single distinguished direction) and in the uniaxial case, there is
broader scope for methodology transfer from GL-based techniques (see for
example, [14]). A biaxial Q-tensor has five degrees of freedom and there are
a plethora of open questions about how the two extra degrees of freedom
manifest in the mathematics and physics of biaxial systems.

We re-visit questions related to the uniaxial versus biaxial structure of
global LdG minimizers in the low-temperature limit. We work with “nice”
three-dimensional (3D) domains as described in the abstract and with fixed
topologically non-trivial Dirichlet boundary conditions. In particular, the
Dirichlet condition is a minimizer of the potential, fB, in the LdG energy.
Our first result concerns the uniform convergence of global energy minimiz-
ers to a (minimizing) limiting harmonic map, away from the singular set
of the limiting harmonic map, in the low-temperature limit. The uniform
convergence follows from a Bochner-type inequality for the LdG energy den-
sity, first derived in [22] in the vanishing elastic constant limit. There are
subtle mathematical differences between the low-temperature and vanish-
ing elastic constant limits; in particular, the bulk potential fB comprises
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two terms that diverge at different rates in the low temperature limit. This
is explained in more detail after the proof of Lemma 3.3 and requires us
to consider mathematical cases or scenarios which do not arise in the van-
ishing elastic constant case. The uniform convergence gives a fairly good
description of global energy minimizers away from the singular set, Σ, of
the limiting harmonic map. The singular set, Σ, consists of a discrete set of
point defects. In [9], the authors prove the existence of a point of maximal
biaxiality for global minimizers, in the low-temperature limit but do not
comment on the number of such points. We appeal to a topological result
in [7] to deduce the existence of a point of maximal biaxiality and a point
of uniaxiality near each singular point in Σ, in the low-temperature limit.
Maximal biaxiality is understood in terms of the biaxiality parameter which
varies between 0 and unity (see [35, 25] and subsequent sections for a defini-
tion of the biaxiality parameter). We make the notion of “strongly biaxial”
regions in global energy minimizers more precise by computing estimates for
the size of such regions in terms of the reduced temperature, t. The proof
depends on scaling and blow-up arguments and well-established results in
GL-theory and the theory of harmonic maps (e.g. [5, 31]). We consider all
admissible scenarios and exclude all but one scenario, based on the argu-
ments above and find that the size of “strongly biaxial” regions scales as
t−1/4 as t → ∞.

In [14], we study global LdG energy minimizers on a 3D droplet with
radial boundary conditions, in the low temperature limit. We appeal to GL-
based techniques (see [2, 24]) to show that global minimizers, if uniaxial,
must have the radial-hedgehog (RH) structure for low temperatures. The
RH solution is a radially-symmetric critical point of the LdG energy on a
3D droplet, with a single isotropic point (with Q = 0) at the droplet centre
and perfect uniaxial symmetry away from the centre i.e. the molecules point
radially outwards everywhere away from the centre [25, 14]. Further, it is
known that the RH-solution is unstable with respect to symmetry-breaking
biaxial higher-dimensional perturbations for low temperatures [25, 21]. In
[14], it is shown that global minimizers, in the restricted class of uniaxial
tensors, cannot be stable critical points of the LdG energy on a 3D droplet,
for low temperatures, since they converge to the RH solution in the low-
temperature limit. In [18], the author uses symmetry-based arguments and
the structure of the LdG Euler-Lagrange equations to prove that the radial-
hedgehog solution (modulo a rotation) is the unique uniaxial critical point
on a 3D droplet with radial boundary conditions, for all temperatures.

Our second theorem in this paper generalizes the results in [14] to arbi-
trary three-dimensional geometries with arbitrary physically relevant topo-
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logically non-trivial Dirichlet conditions. There exists a global LdG energy
minimizer in the restricted class of uniaxial Q-tensors, for all temperatures.
These restricted uniaxial minimizers necessarily have non-negative scalar
order parameter and satisfy a physically relevant energy bound. We show
that these restricted minimizers cannot be stable critical points of the LdG
energy for low temperatures. The argument proceeds by contradiction. Ap-
pealing to topological arguments, we show that any uniaxial critical point
of the LdG energy has an isotropic point near each singular point of the
limiting harmonic map, for sufficiently low-temperatures. We then proceed
with a local version of the global analysis in [14], equipped with certain en-
ergy quantization results for harmonic maps [5] and blow-up techniques, to
deduce the local RH-structure near each isotropic point. In other words, we
reduce the local analysis near an isotropic or a defect point (in the uniaxial
case) to the model problem of uniaxial equilibria on a 3D droplet with radial
boundary conditions and the local instability of the RH-profile suffices for
our purposes. In fact, we believe that the universal RH-defect profile for
uniaxial critical points is not specific to the low-temperature limit but also
extends to the vanishing elastic constant limit (for all t > 0) and indeed any
limit for which we are guaranteed uniform convergence to a (minimizing)
limiting harmonic map, away from the singularities of the limiting harmonic
map. It is known from [5] that point defects for minimizing harmonic maps
have a local radial profile (modulo a rotation) and we believe that the uni-
axial defect profiles have the same radial profile, weighted by an appropriate
scalar order parameter, which is precisely the RH solution. The analysis of
defect profiles near points of maximal biaxiality remains an open problem
for analysts, although some key steps are given in [34, 30, 16].

The paper is organized as follows. In Section 2, we review the theoretical
background and state our main results. In Section 3, we give the proofs and
in Section 4, we conclude with future perspectives.

2 Statement of results

Let Ω ⊂ R3 be an arbitrary simply-connected 3D domain with smooth
boundary. Let S2 be the set of unit vectors in R3 and let S0 denote the set
of symmetric, traceless 3× 3 matrices i.e.

S0 =
{

Q ∈ M3×3;Qij = Qji;Qii = 0
}

, (1)
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where M3×3 is the set of 3× 3 matrices. The corresponding matrix norm is
defined to be [22]

|Q|2 = QijQij i, j = 1 . . . 3 (2)

and we use the Einstein summation convention throughout the paper.
We work with the Landau-de Gennes (LdG) theory for nematic liquid

crystals [10] whereby a LC state is described by a macroscopic order param-
eter: the Q-tensor order parameter. The Q-tensor is a macroscopic measure
of the LC anisotropy. Mathematically, the LdG Q-tensor order parameter
is a symmetric, traceless 3 × 3 matrix in the space S0 in (1). A LC state
is said to be (i) isotropic (disordered with no orientational ordering) when
Q = 0, (ii) uniaxial when Q has two degenerate non-zero eigenvalues and
(iii) biaxial when Q has three distinct eigenvalues. A uniaxial Q-tensor can
be written as

Q(x) = s(x)

(

n(x) ⊗ n(x) − I

3

)

, (3)

for some s(x) ∈ R and some unit-vector n(x) ∈ S2, for a.e. x ∈ Ω. We
include s = 0 in our definition although s = 0 corresponds to the isotropic
phase. The unit-vector, n, is the director or equivalently, the single dis-
tinguished direction of molecular alignment in the sense that all directions
orthogonal to n are physically equivalent for an uniaxial nematic. We recall
the definition of the biaxiality parameter [25], [35],

β2 = 1− 6(trQ3)2

|Q|6 ∈ [0, 1] . (4)

In particular, β2 = 0 if and only if Q is uniaxial i.e. if and only if |Q|6 =

6
(

trQ3
)2
.

The LdG theory is a variational theory and has an associated LdG free
energy. The LdG energy density is a nonlinear function of Q and its spatial
derivatives [10, 26]. We work with the simplest form of the LdG energy
functional that allows for a first-order nematic-isotropic phase transition
and spatial inhomogeneities as shown below [22, 26]:

ILG [Q] =

∫

Ω

L

2
|∇Q|2 + fB (Q) dV. (5)

Here, L > 0 is a small material-dependent elastic constant, |∇Q|2 = Qij,kQij,k

(note that Qij,k = ∂Qij

∂xk
) with i, j, k = 1, 2, 3 is an elastic energy density and

fB : S0 → R is the bulk energy density that dictates the preferred nematic
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phase: isotropic/uniaxial/biaxial. For our purposes, we take fB to be a
quartic polynomial in the Q-tensor invariants:

fB(Q) =
A(T )

2
trQ2 − B

3
trQ3 +

C

4

(

trQ2
)2

(6)

where trQ3 = QijQjpQpi with i, j, p = 1, 2, 3; A(T ) = α(T − T ∗); α, B,C >
0 are material-dependent constants, T is the absolute temperature and T ∗ is
a characteristic temperature below which the isotropic phase, Q = 0, loses
its stability [26, 20]. We work in the low temperature regime with T << T ∗

(or A < 0) and subsequently investigate the A → −∞ limit, known as the
low temperature limit. One can readily verify that fB is bounded from below
and attains its minimum on the set of Q-tensors given by [20, 21]

Qmin =

{

Q ∈ S0;Q = s+

(

n⊗ n− I

3

)

, n ∈ S
2

}

, (7)

I is the 3× 3 identity matrix and

s+ =
B +

√

B2 + 24|A|C
4C

. (8)

The set, (7), is the set of uniaxial Q-tensors with constant order parameter,
s+.

In what follows, we take the Dirichlet boundary condition to be

Qb,A(x) = s+

(

nb ⊗ nb −
I

3

)

(9)

for some arbitrary smooth unit-vector field, nb, with topological degree d ≠
0 (see, e.g., [6] and [5] for the definition and the main properties of the
topological degree). The corresponding admissible space is

AA =
{

Q ∈ W 1,2 (Ω;S0) ;Q = Qb,A on ∂Ω
}

, (10)

whereW 1,2 (Ω;S0) is the Soboblev space of square-integrable Q-tensors with
square-integrable first derivatives [11], with norm

||Q||W 1,2 =

(
∫

Ω
|Q|2 + |∇Q|2 dV

)1/2

.

In what follows, we identify the degree of a uniaxial Q-tensor in AA on
the boundary, with the degree of the director field, n ∈ W 1,2

(

Ω;S2
)

on
the boundary, deg (n, ∂Ω), which is well defined because nb is smooth. The
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existence of a global minimizer of ILG in the admissible space, AA, is imme-
diate from the direct method in the calculus of variations [11]; the details
are omitted for brevity. It follows from standard arguments in elliptic reg-
ularity that all global minimizers are smooth and real analytic solutions of
the Euler-Lagrange equations associated with ILG on Ω,

L∆Q = AQ−B

(

Q2 −
(

trQ2
) I

3

)

+ C
(

trQ2
)

Q, (11)

where B
(

trQ2
)

I
3 is a Lagrange multiplier accounting for the tracelessness

constraint [22].

Define the re-scaled maps, Q̄ := 1
s+

√

3
2Q. Let

t :=
27|A|C
B2

, h+ =
3 +

√
9 + 8t

4
, ξb =

√

27LC

B2t
and L̄ :=

27C

2B2
L. (12)

Then s+ = B
3Ch+ and the minimum of the bulk energy density, fB in (6), is

min
Q∈S0

fB (Q) = −1

8
(t+ h+) . (13)

The low-temperature limit corresponds to t → ∞.
The re-scaled LdG energy is then given by

3L̄

2Ls2+
ILG[Q̄] =

∫

Ω

L̄

2
|∇Q̄|2 + t

8

(

1− |Q̄|2
)2

+
h+
8
(1 + 3|Q̄|4 − 4

√
6trQ̄3) dV

(14)
Note that the bulk potential has two contributions in (14), both of which

are both nonnegative in view of (4). The first term vanishes for Q̄ ∈ S4 and
the second term vanishes if and only if Q̄ is uniaxial with unit norm (from

(4) again). The re-scaled boundary condition is Q̄b =
√

3
2

(

nb ⊗ nb − I
3

)

.

In what follows, all statements are to be understood in terms of

the re-scaled variables and we drop the bars from the variables for

brevity. We recall the definition of a minimizing limiting harmonic

map.

Definition 1. A (minimizing) limiting harmonic map with respect to the
re-scaled Dirichlet condition in (9), is a uniaxial map of the form

Q0 =

√

3

2

(

n0 ⊗ n0 − I

3

)

, (15)
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where n0 is a minimizer of the Dirichlet energy

I[n] =

∫

Ω
|∇n|2 dV (16)

in the admissible space Anb
=
{

n ∈ W 1,2
(

Ω;S2
)

;n = nb on ∂Ω
}

[31].

In particular, n0 is a harmonic map into S2, i.e., a solution of the har-
monic map equations ∆n+ |∇n|2n = 0. The singular set of n0, denoted by
Σ = {x1 . . . xN} ⊂ Ω, is a finite set of points [31, 32].

We have two main theorems.

Theorem 1. Let Ω ⊂ R3 be as above. Let {tj}j∈N with tj
j→∞−→ +∞ and let

{Qj}j∈N be a corresponding global minimizer of the LdG energy in (14), in

the admissible space ĀA =
{

Q ∈ W 1,2 (Ω;S0) ;Q =
√

3
2

(

nb ⊗ nb − I
3

)

on ∂Ω
}

.

Then (up to a subsequence), we have the following results.

(i) {Qj} converges to a limiting harmonic map, Q0 defined in (15), strongly
in W 1,2(Ω;S0) and uniformly away from Σ, as j → ∞.

(ii) Let Σϵ = {x ∈ Ω : dist (x,Σ) < ϵ} =
⋃

xi∈Σ
Bϵ(xi) where Bϵ(xi) de-

notes a ball of radius ϵ centered at xi, and Bj
δ =

{

x ∈ Ω : β2 (Qj(x)) > δ
}

,

for a fixed ϵ > 0 and δ ∈ (0, 1). Then Bj
δ ⊆ Σϵ for j large enough.

(iii) |Qj| → 1 uniformly on Ω as j → ∞.

(iv) For each xi ∈ Σ, we have for j large enough,

min
x∈Bϵ(xi)

β2 (Qj(x)) = 0, max
x∈Bϵ(xi)

β2 (Qj(x)) = 1, (17)

and Ln({x ∈ Bϵ(xi) : β2 (Qj(x)) = 0}) = 0.

(v) For each xi ∈ Σ and δ ∈ (0, 1), we have

diam
(

Bϵ(xi) ∩Bj
δ

)

∼ t−1/4
j (18)

for j sufficiently large.

An immediate consequence is that global energy minimizers cannot be
purely uniaxial, as also stated in [9] where the authors prove the existence
of at least a single point of maximal biaxiality for global LdG minimizers.
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Theorem 2. Let Ω ⊂ R3 be as above. Let {tj}j∈N be such that tj → ∞
as j → ∞. For each j ∈ N, let {Qj}j∈N be a global minimizer of the
LdG energy (14) in the restricted class of uniaxial Q-tensors of the form
(3). Then Qj has non-negative scalar order parameter and Qj satisfies the
following energy bound

3L̄

2Ls2+
ILG[Qj ] ≤

3L̄

2
· inf
n∈Anb

I[n], (19)

with I[n] and Anb
as in (16), for each j ∈ N. For j sufficiently large, Qj

cannot be a stable critical point of the LdG energy in (14) in the admissible

space, ĀA =
{

Q ∈ W 1,2 (Ω;S0) ;Q =
√

3
2

(

nb ⊗ nb − I
3

)

on ∂Ω
}

.

Theorem 2 is a consequence of Proposition 2.1 below and Propositions
3 and 8 of [14].

Proposition 2.1. Let Ω ⊂ R3 be as above. Let {tj}j∈N be such that tj → ∞
as j → ∞. Let Qj be a sequence of uniaxial critical points of the re-scaled
LdG energy in (14) with non-negative scalar order parameter and satisfying
the energy bound (19) for all j > 0. Then, passing to a subsequence (still
indexed by j), the sequence {Qj} converges uniformly to a (minimizing)
limiting harmonic map, Q0 as j → ∞, everywhere away from the singular
set Σ = {x1 . . .xN} of Q0. We have that

(i) for each i = 1, . . . , N , there exists {x(j)
i }j∈N such that Qj(x

(j)
i ) = 0

for all j ∈ N and x
(j)
i

j→∞−→ xi and

(ii) given any sequence, {x(j)}j∈N ⊂ Ω, such that Qj(x(j)) = 0 ∀ j ∈ N,
there exists a subsequence {jk}k∈N and an orthogonal transformation
T ∈ O(3) (which may depend on the subsequence) such that the shifted

maps
{

x̃ 0→ Qjk

(

x(jk) + ξbx̃
)}

k∈N
converge to

HT(x̃) :=

√

3

2
h(|x̃|)

(

Tx̃⊗Tx̃

|x̃|2 − I

3

)

, x̃ ∈ R
3, (20)

in Cr
loc(R

3;S0) for all r ∈ N, where h : [0,∞) → R+ is the unique,
monotonically increasing solution, with r = |x̃|, of the boundary-value
problem

d2h

dr2
+

2

r

dh

dr
− 6h

r2
= h3 − h, h(0) = 0, lim

r→∞
h(r) = 1. (21)
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Proposition 2.1 provides a local description of the structural profile near
a set of isotropic points in the uniaxial critical points, Qj, in terms of the
well-known RH solution. The RH solution is a rare example of an explicit
critical point of the LdG energy simply given by

H(x̃) :=

√

3

2
h(|x̃|)

(

x̃⊗ x̃

|x̃|2 − I

3

)

, x̃ ∈ R
3, (22)

where h is defined as in (21). The boundary-value problem (21) has been
studied in detail, see for example in [17, 21]. The RH solution is locally
unstable with respect to biaxial perturbations, as has been demonstrated in
[20, 25].

3 Proof of the theorems

Recall that the re-scaled LdG energy is given by

3L̄

2Ls2+
I
j
LG[Q] =

∫

Ω

L̄

2
|∇Q|2 + L̄f(Q, tj) dV, (23)

with

L̄f(Q, t) =
t

8

(

1− |Q|2
)2

+
h+
8

(

1 + 3|Q|4 − 4
√
6trQ3

)

, (24)

and that for all t > 0 the potential f(Q, t) is minimized on the set

Qmin =

{

√

3

2

(

n⊗ n− I

3

)

: n ∈ S
2

}

. (25)

Denote the LdG energy density by

e(Q, t) =
1

2
|∇Q|2 + f(Q, t). (26)

In Theorem 1 we consider global minimizers Qj of IjLG in the admissi-

ble space ĀA =
{

Q ∈ W 1,2 (Ω;S0) ;Q =
√

3
2

(

nb ⊗ nb − I
3

)

on ∂Ω
}

for each

tj > 0, the existence of which is guaranteed by the direct method of the cal-
culus of variations. Standard elliptic regularity arguments (presented in [22,
Prop. 13]) show that each minimizer Qj is a real analytic solution of the
Euler-Lagrange equations

△Qij = Γij, (27)

10



where

L̄Γij =
t

2
Qij

(

|Q|2 − 1
)

+
3h+
2

[

|Q|2Qij −
√
6QipQpj +

√
6|Q|2δij/3

]

.

Theorem 2 is proved by assuming that a sequence {Qj}j∈N of minimizers
in the restricted class of uniaxial Q-tensors is composed of stable critical
points of the LdG energy and then reaching a contradiction. In both cases,
we consider classical solutions of (27) that satisfy the energy bound (19)
(this follows from the fact that any minimizing limiting harmonic map Q0

belongs to ĀA, so it can be used as a trial function). As done in [14, 9], the
arguments in [22, Lemmas 2 and 3; Props. 3, 4, and 6] can be adapted to
prove the following preliminary results.

Proposition 3.1. Let tj → +∞ and, for each j ∈ N, let Qj ∈ ĀA be a
classical solution of the corresponding equations (27), satisfying the energy
bound (19). Then, passing to a subsequence,

(i) {Qj}j∈N converges strongly to a (minimizing) limiting harmonic map
Q0 in W 1,2(Ω;S0),

(ii) ∥Qj∥L∞ ≤ 1 and ∥∇Qj∥L∞ ≤ C
√

tj
L̄

for some C independent of j,

(iii)
1

r

∫

B(x,r)
e(Qj , tj) dV ≤ 1

R

∫

B(x,R)
e(Qj, tj) dV for all x ∈ Ω and r ≤

R so that B(x, R) ⊂ Ω,

(iv) for any compact K ⊂ Ω \Σ, where Σ denotes the singular set of Q0,

1

8

(

1− |Qj|2
)2

+
h+
8t

(1 + 3|Qj |4 − 4
√
6 trQ3

j) → 0 (28)

uniformly in K.

However, this only ensures that |Qj | → 1 uniformly as j → ∞, away
from Σ. We want to prove the following stronger result.

Proposition 3.2. Under the hypotheses of Proposition 3.1, {Qj}j∈N con-
verges uniformly to Q0 away from Σ, as tj → ∞.

The key step is to prove a Bochner inequality of the form

Lemma 3.3. There exist ϵ1 > 0 and a constant C > 0 independent of t
such that if Q ∈ C3(Ω;S0) is a solution of (27) then

−△e (Q, t) (x) ≤ Ce2 (Q, t) (x) (29)
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for all x ∈ Ω satisfying

1− ϵ1 ≤ |Q(x)| ≤ 1. (30)

This inequality was proven in [22, Lemmas 5–7] in the case when Qj is
close to the manifold Qmin, defined in (25), which does not necessarily hold
in our case as explained in detail after the proof of Lemma 3.3.

Proof of Lemma 3.3. The same proof of [22, Lemma 5] shows that there
exists a positive constant ϵ0 > 0 such that:

t

C
f(Q, t) ≤ |Γ|2(Q, t) ≤ Ctf(Q, t) (31)

for all Q ∈ S0 such that
∣

∣

∣
Q−

√

3
2

(

n⊗ n− I
3

)

∣

∣

∣
≤ ϵ0 for some n ∈ S2, the

positive constant C being independent of t. Let ϵ1 be a positive constant
(depending only on C and ϵ0 above) such that

0 ≤ |Q|3 −
√
6 trQ3 ≤ ϵ1 (32)

and (30) collectively ensure that
∣

∣

∣
Q−

√

3
2

(

n⊗ n− I
3

)

∣

∣

∣
≤ ϵ0 for some n ∈

S2.
Such an ϵ1 exists because the biaxiality parameter (see (4))

β2(Q) =
|Q|3 −

√
6 trQ3

|Q|3
|Q|3 +

√
6 trQ3

|Q|3
(33)

≤ |Q|3 −
√
6 trQ3

(1− ϵ1)3
· |Q|3 + |Q|3

|Q|3
≤ ϵ1

(1− ϵ1)3
· 2 ϵ1→0−→ 0. (34)

The quantity |Q|3 −
√
6trQ3 plays an important role in the following

proof and we note the following elementary inequality

0 ≤
(

|Q|3 −
√
6trQ3

)

≤
(

3− sgn trQ3
)

2
|Q|3. (35)

As in [22], we use the Euler-Lagrange equations (27) to derive the fol-
lowing inequality:

−△e (Q, t) + |Γ|2 ≤ −2
∂2f

∂Qij∂Qpq
Qij,kQpq,k. (36)

12



Moreover, we have

L̄2|Γ|2 = t2

4
|Q|2

(

1− |Q|2
)2

+
9h2+
4

(1− |Q|)2|Q|4 +

+
3h+t

2
(1− |Q|2)(|Q|3 − |Q|4) + 3h+t

2
(|Q|2 − 1)(|Q|3 −

√
6trQ3) +

+
9h2+
2

(|Q|3 −
√
6trQ3)|Q|2 (37)

and

−L̄
∂2f

∂Qij∂Qpq
Qij,kQpq,k =

t

2
|∇Q|2(1− |Q|2)− t(Q ·∇Q)2 −

−3h+ (Q ·∇Q)2 − 3h+
2

|Q|2 |∇Q|2 + 3
√
6h+QβjQαj,kQαβ,k. (38)

We consider three separate cases according to the sign of trQ3 and the
magnitude of |Q|3 −

√
6trQ3.

Case I: 0 ≤ |Q|3 −
√
6trQ3 ≤ ϵ1. This, when combined with (30),

implies that trQ3 > 0 and that
∣

∣

∣
Q−

√

3
2

(

n⊗ n− I
3

)

∣

∣

∣
≤ ϵ0 for some n ∈ S2

(by definition of ϵ1). In this case, we can repeat all the arguments in [22,
Lemmas 5-7]; we state the key steps for completeness.

We start with inequality (31) above. We denote the eigenvectors of Q by
n1,n2,n3 respectively and let λ3 > 0 and λ1,λ2 denote the corresponding
eigenvalues. Define

Q∗ =

√

2

3
n3 ⊗ n3 −

√

1

6
(n1 ⊗ n1 + n2 ⊗ n2) .

From the inequality
∣

∣

∣
Q−

√

3
2

(

n⊗ n− I
3

)

∣

∣

∣
≤ ϵ0 with n = n3, we necessarily

have that
(

λ1 +

√

1

6

)2

+

(

λ2 +

√

1

6

)2

+

(

λ3 −
√

2

3

)2

≤ ϵ20.

The proof of the Bochner inequality now follows from the chain of in-

13



equalities below:

−△e(Q, t) + |Γ|2 ≤ −2
∂2f

∂Qij∂Qpq
Qij,kQpq,k ≤

≤ δ
3
∑

i,j,m=1

(

∂3f

∂QijQpq∂Qmn
(Q∗)

)2

(Q−Q∗)2 (39)

+δ
3
∑

i,j,m=1

(

Rijmn
)2

(Q,Q∗) +
1

δ
|∇Q|4 ≤

≤ C1δt
2 |Q−Q∗|2 + 1

δ
|∇Q|4 ≤

≤ C2δtf(Q, t) +
1

δ
|∇Q|4. (40)

In Equation (39) above, we have carried out a Taylor series expansion of
the right-hand side of (36) about Q∗,

(

Rijmn
)

is the remainder term in the
Taylor series expansion which is well-controlled and the constants C1 and
C2 are independent of t but dependent on L̄ (which does not matter since
L̄ is fixed). For δ sufficiently small, we can absorb the C2δtf(Q, t)-term on
the right by the |Γ|2 (Q)-contribution on the left so that

|Γ|2 (Qj)− C2δtf(Q, t) ≥ 0

for δ sufficiently small (from (31)), yielding the Bochner inequality

−△e(Q, t) ≤ 1

δ
|∇Q|4

for δ > 0 independent of t, as required.

Case II: trQ3 > 0 and ϵ1 < |Q|3 −
√
6trQ3 ≤ 1.

We refer to the relations (36)-(38) and use the Cauchy-Schwarz inequality
in (37) to see that

3h+t

2
(|Q|2−1)(|Q|3−

√
6trQ3) ≥ −δt2(|Q|2−1)2−

9h2+
16

1

δ
(|Q|3−

√
6trQ3)2.

For 3
16 < δ < 1−2ϵ1

4 and ϵ1 chosen as above, we have

L̄2|Γ|2 ≥ αt2|Q|2(1− |Q|)2 +
9h2+
4

(1− |Q|)2|Q|4 +

+
3h+t

2
|Q|3(1− |Q|)2(1 + |Q|) + ηh2+(|Q|3 −

√
6trQ3) (41)

14



for positive constants α, η independent of t and L̄ is fixed for our purposes.
Finally, we appeal to (38) to obtain

−L̄
∂2f

∂Qij∂Qpq
Qij,kQpq,k ≤ δ1

t2

4
(1− |Q|2)2 +

+δ2h
2
+|Q|2 + 1

δ5(δ1, δ2)
|∇Q|4. (42)

For δ2 sufficiently small, we can absorb the h2+|Q|2 term in (42) by the
ηh2+(|Q|3 −

√
6trQ3) term in (41). Choosing δ1, δ2 small enough (and in-

dependent of t), recalling (36), the lower bound (41) and the upper bound
(42), we have

−△e (Q, t) ≤ 1

δ5
|∇Q|4 (43)

which is precisely the Bochner inequality.
Case III: trQ3 ≤ 0 so that (1− ϵ1)

3 ≤ |Q|3 −
√
6trQ3 ≤ 2|Q|3.

A large part of the computations for Case II carry over to Case III. In
particular, (42) is unchanged and it remains to note that for trQ3 < 0, the

bulk potential L̄f(Q, t) ≥ t
8

(

1− |Q|2
)2

+ h+

8 . In particular,

h2+
64L̄2

≤ e2(Q, t). (44)

Define σ and γ to be

1− |Q|2 = σ
h+
t

γ = |Q|3 −
√
6trQ3 (45)

where trQ3 ≤ 0 by assumption. The second, third and fifth terms in (37)
are positive, hence

L̄2|Γ|2 ≥ |Q|2

4
σ2h2+ −

3h2+
2

σγ ≥

≥
h2+
8
(σ2 − 12σγ) ≥

h2+
8
((σ − 6γ)2 − 36γ2) ≥ −

9h2+
2

γ2. (46)

Since γ = |Q|3 −
√
6 trQ3 ≤ 2, we get L̄2|Γ|2 ≥ −18h2+ and therefore,

the Bochner inequality (29) then follows from (36), (46), (44).
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Comment: The Bochner-inequality for the Landau-de Gennes energy
density was derived in [22], for global LdG minimizers, away from the sin-
gular set, Σ, of a limiting harmonic map, in the vanishing elastic constant
limit i.e. in the L → 0 limit. There is an important mathematical difference
between the L → 0 limit and the low-temperature limit (A → −∞) consid-
ered in our manuscript. As L → 0, we can use the monotonicity formula
[22, Lemma 2 and Proposition 4] to deduce that a global LdG minimizer,
denoted by QL, is “almost” uniaxial with unit norm away from Σ as L → 0

i.e. they are close to the uniaxial manifold
{
√

3
2

(

m⊗m− I
3

)

}

for some

arbitrary m ∈ S2. In [22], the authors use this proximity to the uniaxial
manifold, away from Σ, to derive the Bochner-inequality which, in turn,
yields uniform convergence to a (minimizing) limiting harmonic map, away
from Σ.

In the low-temperature limit (A → −∞), we can only prove that a
global LdG minimizer, denoted by QA, satisfies |QA| → 1 uniformly away
from Σ, without any information about uniaxiality or biaxiality (since the
prefactor h+

t of the second term in (28) vanishes as t → ∞). This is weaker
information than what is available as L → 0. We use the information
about |QA| as A → −∞ to derive the Bochner inequality and this requires
us to consider three separate cases, depending on trQ3

A and the degree of
biaxiality. Once we derive the Bochner inequality for the energy density, we
can prove uniform convergence of a sequence of global energy minimizers to
a limiting minimizing harmonic map, away from Σ.

From the maximum principle (see [20]) and the uniform convergence
|Qj | → 1 away from the singularities of Q0 (see Proposition 3.1), we see that
(30) is satisfied for all t sufficiently large, so we obtain Bochner’s inequality
away from Σ for large t. This enables us to deduce the following ϵ-regularity
property, exactly as in [22, Lemma 7]:

Lemma 3.4. Let K ⊂ Ω be a compact subset that does not contain any
singularity of Q0. Then there exist j0 and constants C1, C2 > 0 (independent
of j) so that if for a ∈ K and 0 < r < dist (a, ∂K), we have

1

r

∫

B(a,r)
e (Qj, tj) dV ≤ C1, (47)

then
r2 sup

B(a,r/2)
e (Qj, tj) ≤ C2 (48)

for all j ≥ j0.
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Proof of Proposition 3.2. The normalized energy, 1
r

∫

B(a,r) e (Qj, tj) dV , can

be controlled away from Σ, by simply (i) using the strong convergence of
the sequence, {Qj} to Q0 as j → ∞ in W 1,2 and (ii) the fact that |∇Q0| is
bounded away from Σ, independently of tj . Thus, the uniform convergence,
Qj → Q0, away from Σ as j → ∞, follows immediately from Lemma 3.4,
combining (47) and (48) and Ascoli-Arzelá Theorem.

We are almost ready to prove the main theorems. It only remains to
state an elementary result from homotopy theory and to recall that the
Landau-de Gennes energy functional has a Ginzburg-Landau like structure
by blowing-up at scale t−1/2 and working in the t → ∞ limit.

Lemma 3.5. Let Q∗(x) :=

√

3

2

(

n∗(x)⊗ n∗(x)− I

3

)

for some n∗ ∈ C(∂B;S2),

where B is a ball B(a, ϵ) ⊂ R3. Suppose that Q∗ is homotopic in C(∂B;Qmin)
(see (25)) to Q|∂B for some Q ∈ C(B;Qmin). Then degn∗ = 0.

Proof. Since Q|∂B has a continuous Qmin-valued extension inside B, it is
homotopic in C(∂B;Qmin) to the constant tensor Q(a). Hence, combin-
ing the two homotopies, we deduce that Q∗ is homotopic to a constant in
C(∂B;Qmin).

Since ∂B is simply-connected and S2 is a universal cover of Qmin
∼= RP 2,

the latter homotopy lifts to S2, implying that n∗ is homotopic to a constant
in C(∂B;S2) and hence, degn∗ = 0, as needed.

Lemma 3.6. Let tj → +∞ and, for each j ∈ N, let Qj ∈ ĀA be a classical
solution of (27). Suppose that Qj converges strongly in W 1,2 to a minimizing
limiting harmonic map Q0. Let x∗

j be a sequence of points converging to

some x∗ in the singular set Σ of Q0. Then (up to a subsequence) the rescaled
maps

ξj :=

√

L̄

tj
, x̃ :=

x− x∗
j

ξj
, Q̃j(x̃) := Qj(x

∗
j + ξjx̃) (49)

converge in Ck
loc(R

3;S0) for all k ∈ N to a smooth solution of the Ginzburg-
Landau equations ∆Q̃ = (|Q̃|2−1)Q̃, in R3, which satisfies the energy bound

1

R

∫

|x̃|<R

1

2
|∇Q̃∞(x̃)|2 + (1− |Q̃∞|2)2

8
dV ≤ 12π ∀R > 0. (50)
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Proof. The proof follows from the celebrated energy quantization result for
minimizing harmonic maps at singular points, established in [5]:

lim
r→0

1

r

∫

B(x∗,r)

1

2
|∇n0|2 dV = 4π, i = 1, . . . , N. (51)

We begin by noting that |∇Q0|2 = 3|∇n0|2, therefore

1

r

∫

B(x∗,r)

1

2
|∇Qj|2 + f(Qj, tj) dV

j→∞−→ 3

r

∫

B(x∗,r)

1

2
|∇n0|2 dV (52)

for every small r > 0.
By the monotonicity formula, Proposition 3.1 (iii), for every fixed R > 0,

every small r > |x∗
j − x∗|+ ξjR, and every j sufficiently large, we have that

1

R

∫

|x̃|<R

1

2
|∇Q̃j(x̃)|2 +

(1− |Q̃j |2)2

8
dV (53)

≤ 1

ξjR

∫

|x−x∗

j |<ξjR

1

2
|∇Qj(x)|2 + f(Qj(x), tj) dV (54)

≤ 1

r − |x∗
j − x∗|

∫

B(x∗

j ,r−|x∗

j−x∗|)

1

2
|∇Qj(x)|2 + f(Qj(x), tj) dV (55)

≤ r

r − |x∗
j − x∗| ·

1

r

∫

B(x∗,r)

1

2
|∇Qj(x)|2 + f(Qj(x), tj) dV (56)

(we have used the inequality t
8L̄

(1 − |Q̃j|2)2 ≤ f(Q̃j, tj) above). This com-
bined with (52) and (51) yields the following inequality

lim sup
j→∞

1

R

∫

|x̃|<R

1

2
|∇Q̃j(x̃)|2 +

(1− |Q̃j|2)2

8
dV

≤ 3

(

lim sup
r→0+

1

r

∫

B(x∗,r)

1

2
|∇n0|2 dV

)

≤ 12π

(57)

for every R > 0.
Using the energy bound above, we can extract a diagonal subsequence,

converging weakly in W 1,2
loc ∩ L4

loc(R
3;S0), to a limit map Q̃∞ satisfying the

energy bound (50). One can check that Q̃∞ solves the weak form of the
Ginzburg-Landau equations in R3 (write the weak form of the partial dif-
ferential equations for Q̃jk and pass to the limit when k → ∞). Standard
arguments in elliptic regularity then show that Q̃∞ is a classical solution
of the Ginzburg-Landau equations and that the diagonal subsequence con-
verges in

⋂

k∈NCk
loc to Q̃∞.
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Proof of Theorem 1. (i) It follows from Propositions 3.1 and 3.2.
(ii) This is an immediate consequence of the uniform convergence, Qj →

Q0 as j → ∞, away from the singular set, Σ = {x1 . . .xN} of Q0. Q0 is
purely uniaxial by definition i.e. β2

(

Q0
)

= 0 (see (4) for the definition of
the biaxiality parameter, β2(Q)). The map Q 0→ β2 (Q) is continuous for
Q ≠ 0 and the conclusion, Bj

δ ⊆ Σϵ, follows for any fixed ϵ, provided j is
large enough.

(iii) This can be proven as in [9], where the authors prove that |Qj(x)| >
0 on Ω, for j large enough. We argue by contradiction and we assume that

there exist points x∗
j ∈ Ω such that

∣

∣

∣
Qj

(

x∗
j

)
∣

∣

∣
≤ 1 − η (for some η > 0

independent of j), for all j in the sequence.
In view of part (i), we may assume x∗

j → x∗ for some x∗ ∈ Σ and
repeat the arguments in Lemma 3.1 and 4.1 of [9] i.e. perform a blow-up

analysis of the re-scaled maps, Q∗
j(x) = Qj

(

x∗
j +

x√
tj

)

. By Lemma 3.6

and [9, Lemma 3.1], the rescaled minimizers converge locally smoothly to a
minimizer, Q∞ ∈ C2(R3;S0), of the Ginzburg-Landau energy,

GL(Q;A) =

∫

A
|∇Q|2 + 1

4
(1− |Q|2)2dV (58)

(on open sets with compact closure ⊂ R3 with respect to its own boundary
conditions) with the energy growth GL(Q;BR(0)) = O(R) as R → ∞. In
addition we have |Q∞(0)| ≤ 1−η because of the normalization. We can then
use the same blow-down analysis as in [9] to show that QR(x) = Q∞ (Rx)
as R → ∞ converges strongly in W 1,2

loc to a S4-valued minimizing harmonic

map, labelled by Q̂∞. Indeed, one can use the well-known Luckhaus inter-
polation Lemma as in [28], Proposition 4.4, still for a sequence of functionals
converging to the Dirichlet integral for maps into a manifold, showing that
minimality persist in the limit and the convergence is actually strong in
W 1,2

loc .

From the monotonicity formula for the Ginzburg-Landau energy, Q̂∞ is
a degree-zero homogeneous harmonic map, hence it is smooth away from
the origin by partial regularity theory [31]. Since the latter is constant by
[33], the GL minimizer Q∞ is also a constant matrix of norm one from the
monotonicity formula for the GL energy. Thus, |Q∗

j(0)| → |Q∞(0)| = 1
which yields the desired contradiction.

(iv) Let δ ∈ (0, 1) be fixed. From part (i), (ii) and since ϵ > 0 is fixed
and arbitrary, we necessarily have

β2 (Qj) |∂Bϵ(xi) ≤ δ (59)
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for j sufficiently large, xi ∈ Σ (depending only on ϵ). From (iii) above, we
have that |Qj| → 1 uniformly on Bϵ(xi) as j → ∞.

Thus, if we define the set

Nσ = {Q ∈ S0 s.t. β2(Q)≤σ and 1− σ ≤ |Q| ≤ 1} (60)

for each 0 ≤ σ < 1 and let δ < σ, we have the following:

• The restriction of Qj to the boundary, Qj ∈ C(∂Bϵ(xi);Nδ) for j large
enough (depending only on ϵ (by (59)) and Q0 ∈ C(∂Bϵ(xi);Nδ) (in
view of the inclusion Qmin = N0 ⊂ Nδ).

• For δ < σ < 1, the maps Qj and Q0 are homotopic in C(∂Bϵ(xi);Nσ)
(thanks to the uniform convergence; composing pointwise with the
affine homotopy in S0 keeps the images inside Nσ for j large enough).

• Nσ ⊃ N0 retracts homotopically onto N0 = Qmin ∼ RP 2 for every
σ < 1, see [7, Lemma 3.10]; see also [9], Corollary 1.2 and Section 5
therein.

Suppose, for a contradiction, that maxBϵ(xi)
β2(Qj) < 1 and let σ ∈

(max{δ,maxBϵ(xi)
β2(Qj)}, 1). Then the composition of the aforementioned

retraction with Qj yields a map Q∗
j ∈ C(Bϵ;Qmin) whose trace Q∗

j |∂Bϵ is

homotopic in C(∂Bϵ;Qmin) to Q0|∂Bϵ . By Lemma 3.5 we would conclude
that degn0|∂Bϵ = 0, a contradiction with the fact that deg n0|∂Bϵ = ±1
near each singular point, for ϵ small enough fixed at the beginning.

Similarly, assume that minBϵ(xi)
β2(Qj) > 0 for infinitely many j in the

sequence. Then Qj(x) is purely biaxial for all x ∈ Bϵ(xi) (recall that there
are no isotropic points from part (iii)). Let nj(x) ∈ S2 be the eigenvector
corresponding to the maximum eigenvalue (which is uniquely defined up to a
sign). Recall that Qj is continuous in Bϵ(xi), hence x ∈ Ω 0→ nj⊗nj ∈ RP 2

is continuous (if xk → x and nj(xk)
k→∞−→ n′ then clearly n′ maximizes

n ·Qj(x)n in S2 and the maximal eigenvalue is simple). As a consequence,

we choose nj to be a continuous lifting so that nj ∈ C(Bϵ(xi);S2).
Now, Qj converges uniformly to Q0 on ∂Bϵ. Therefore, |Qj | → 1 and

β(Qj) → 0 uniformly on ∂Bϵ. This implies that nj⊗nj → n0⊗n0 uniformly
on ∂Bϵ since

∣

∣

∣

∣

∣

√

3

2

(

nj ⊗ nj −
I

3

)

− Qj

|Qj|

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

Qj

|Qj |
−Q0

∣

∣

∣

∣

j→∞−→ 0.
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We conclude thatQ0|∂Bϵ is homotopic to
√

3
2(nj⊗nj− I

3), first in C(∂Bϵ,Nσ)

for some small σ (composing pointwise with the affine homotopy in S0) and
then in C(∂Bϵ,Qmin) (composing with the retraction from Nσ to Qmin).

Since
√

3
2(nj⊗nj− I

3) has a continuous extension inside Bϵ, we recall Lemma

3.5 and obtain a contradiction with the fact that degn0|∂Bϵ = ±1 for every
ϵ > 0 small enough.

The uniaxial set has zero Lebesgue-measure, as has already been estab-
lished in [22, Prop. 14].

(v) For each xi ∈ Σ and δ ∈ (0, 1) fixed, consider the biaxiality set,

Bϵ(xi) ∩ Bj
δ , around xi and its diameter, dj := diam

(

Bϵ(xi) ∩Bj
δ

)

. We

have dj = o(1) as j → ∞ from (i) and (ii) above.

We claim that dj ∼ t−1/4
j as j → ∞, which follows by blowing up

Qj, at scale dj , and excluding remaining decay rates. Firstly, let pj ,qj ∈
Bϵ(xi) ∩ Bj

δ such that dj = |pj − qj | and let x̂j := (pj + qj)/2. Clearly
(

Bϵ(xi) ∩Bj
δ

)

⊆ B(x̂j,
3dj
2 ) and x̂j → xi as j → ∞. Then by defining Bj :=

Bj(x̂j , dj/2) and by (ii), we immediately have β2 (Qj) ≤ δ on ∂B(x̂j ,
3dj
2 ),

β2 (Qj) = δ at two antipodal points on ∂Bj, and max
B(x̂j ,

3dj
2

)

β2 (Qj) = 1, for

j large enough.
Define Q̂j(x) = Qj (x̂j + djx/2) and we get, up to a sequence of rota-

tions which we do not specify explicitly,

β2
(

Q̂j

)

|∂( 3
2
B) ≤ δ , β2

(

Q̂j(0, 0,±1)
)

= δ , max
( 3
2
B)

β2
(

Q̂j

)

= 1 (61)

on the unit ball B = B (0, 1). The the rescaled maps Q̂j are defined on the
family of expanding domains, 2(Ω − x̂j)/dj → R3 and are local minimizers
on compact subdomains of the functionals

Ij
[

Q̂j

]

:=

∫

L̄

2
|∇Q̂j|2+

d2j
4

[

tj
8

(

1− |Q̂j|2
)2

+
h+
8

(

1 + 3|Q̂j |2 − 4
√
6trQ̂3

j

)

]

dV

(62)
with h+ ∼ √

tj as j → ∞. Taking into account the Euler-Lagrange equations
(corresponding to (62)), we can exclude the following regimes: (a) dj <<

t−1/2
j since we easily deduce that (up to subsequences) Q̂j → Q∗ in Ck

loc

(

R3
)

for k ∈ N by the uniform L∞-bound and elliptic regularity. Indeed, for

dj << t−1/2
j , the nonlinear terms in the Euler-Lagrange equations vanish as

j → ∞. Thus Q∗ ∈ C2
(

R3
)

is bounded and harmonic, hence constant (of
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norm one from (iii) above) by Liouville’s Theorem and this fact contradicts
(61) which holds for the limiting map Q∗ by uniform convergence. (b)

dj ∼ t−1/2
j ; this regime has already been discussed in item (iii) above and

hence, up to a subsequence, Q̂j → Q∗∗ in Ck
loc

(

R3
)

for k ∈ N. Here Q∗∗ is
a bounded Ginzburg-Landau local minimizer on the whole of R3 such that
∫

BR

1
2 |∇Q∗∗|2+

(

1− |Q∗∗|2
)2

= O(R) as R → ∞. Arguing as in Lemma 3.6
and item (iii) above, we infer that Q∗∗ is a constant matrix of norm one,
contradicting (61) which still passes to the limit under smooth convergence
and clearly cannot hold for constant maps.

(c) t−1/2
j << dj << t−1/4

j . Here (up to a subsequence), the limiting

map is a local minimizer of
∫

|∇Q|2 among S4-valued maps. Indeed the
sequence is locally bounded in H1

loc(R
3) by the monotonicity formula and

hence converges weakly in H1
loc (up to a subsequence). The limiting map

is clearly S4-valued, as can be seen by applying Fatou’s Lemma to (62).
Additionally, we can prove strong convergence to the limiting map and the
minimality of the limiting map, arguing as in item (iii) above, i.e. using the
well-known Luckhaus interpolation Lemma as in [28], Proposition 4.4, for a
sequence of functionals converging to the Dirichlet integral for maps into a
manifold.

Therefore, Q̂j → Qh in H1
loc

(

R3
)

and Qh ∈ W 1,2
loc

(

R3,S4
)

is a mini-
mizing harmonic map. By the regularity theory of minimizing harmonic
maps [31], the map Qh is smooth away from a locally finite set and indeed
Qh ∈ C∞(R3;S4) by the constancy of stable tangent maps into spheres
proven in [33]. Further, we have the energy bound,

∫

BR
|∇Qh|2 ≤ CR for a

positive constant C, by the monotonicity formula which allows us to blow-
down Qh from infinity. Thus, Qh has minimizing tangent maps at infinity
and the rescaled harmonic maps converge strongly to the tangent maps (up
to a subsequence) by Luckhaus compactness theorem for harmonic maps.
We use the constancy of stable tangent maps into spheres from [33] and the
monotonicity formula, arguing by analogy with case (b), to infer that Qh is
a constant matrix of norm one. In view of this constancy property, we can
improve the convergence Q̂j → Qh in H1

loc

(

R3
)

to a smooth convergence
(we just need to use the argument based on the Bochner inequality from (i)
above). Since biaxiality is constant for constant maps, we contradict (61).

Finally, we consider the regime (d) t−1/4
j << dj << 1. Here, the limiting

energy is again the Dirichlet energy,
∫

|∇Q|2 dV , for Qmin-valued maps in
H1

loc(R
3), as can be seen by applying Fatou’s Lemma to (62). We again have

Q̂j → Qh in H1
loc

(

R3
)

, arguing similarly to part (c) above. However, from
the uniaxiality of the limiting tensor and the lifting results in [3], we lift
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Qh to an S2-valued minimizing harmonic map n̄ ∈ H1
loc(R

3;S2). From the
classification result for harmonic unit-vector fields, such as n̄, in [1, Thm.

2.2], we either have Qh = constant or Qh =
√

3
2

(

x⊗x
|x|2 − I

3

)

, again as in step

(c) with locally smooth convergence except at most at one point (combining
the smoothness of the limiting map with small energy regularity to infer
smooth convergence). This contradicts (61) since β2 (Qh) = 0 everywhere
except possibly for the origin, since Qh is uniaxial for x ≠ 0.

Proof of Theorem 2. We can prove the existence of a global LdG minimizer
Qj, of the re-scaled energy (14), in the restricted class of uniaxial Q-tensors,
for each tj , from the direct methods in the calculus of variations. It suffices

to note that the uniaxiality constraint, 6
(

trQ3
)2

= |Q|6 is weakly closed
and the existence result follows immediately.

The limiting harmonic map Q0 is uniaxial and hence, the energy bound
(19) follows immediately since the upper bound is simply the re-scaled
LdG energy of Q0. The uniaxial map, Qj = sj

(

nj ⊗ nj − I
3

)

, necessarily
has non-negative scalar order parameter. Indeed, note that by uniaxiality,
det Q(x) > 0 (resp. det Q(x) < 0) iff Q(x) has positive (resp. negative)
scalar order parameter and also that det Q(x) = 0 iff Q(x) = 0 at any
x ∈ Ω. We set Ωj := {det Qj(x) < 0} ⊂ Ω, which is an open subset (pos-
sibly empty), since Qj is globally Lipschitz in Ω. If Ωj ≠ ∅, then we define
the uniaxial admissible perturbation

Q∗
j(r) =

{

Qj r ∈ Ω \ Ωj

−Qj r ∈ Ωj
(63)

and one can easily check thatQ∗
j is globally Lipschitz in Ω and 3L̄

2Ls2+
I
j
LG[Q

∗
j ] <

3L̄
2Ls2+

I
j
LG[Qj], contradicting the assumed global minimality of Qj in the re-

stricted class of uniaxial Q-tensors. We can then appeal to Proposition 2.1
and proceed by contradiction. We assume that the global LdG-minimizers,
Qj, in the restricted class of uniaxial Q-tensors, are stable critical points
of the LdG energy, for j large enough. The sequence, {Qj}, then satisfies
the hypothesis of Proposition 2.1, for large j. We thus, conclude that each

Qj, has a set of isotropic points x
(j)
i (at least one near each singular point

xi of Q0) and Qj is asymptotically described by the RH-profile near each

isotropic point x
(j)
i as j → ∞ in the sense of Proposition 2.1. Recall that

the RH-solution, (20) is known to be unstable with respect to biaxial per-
turbations localized around the origin [20], [25]. This suffices to prove that
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global minimizers in the restricted class of uniaxial Q-tensors cannot be
stable critical points of the LdG energy in the low-temperature limit, since
stability of Qj would pass to the limit under smooth convergence.

Proof of Proposition 2.1. Proof of (i): By Propositions 3.1 and 3.2, after
extracting a subsequence, we have that {Qj} converges strongly in W 1,2

and uniformly away from the singular set Σ = {x1 . . .xN}, to a (minimizing)
limiting harmonic map, Q0. We prove that for each i = 1, . . . , N and every
fixed r0 > 0 sufficiently small, there exists j0 ∈ N such that for every j ≥ j0,

the map Qj has an isotropic point, x(j)
i , in B(xi, r0). The stated conclusion

then follows by a diagonal argument on r0. Suppose, for a contradiction,
that we can find a subsequence, {jk}k∈N, such that minB(xi,r0) |Qjk | > 0 for
all k ∈ N. Since Qj is purely uniaxial for all j by assumption, we have that
Qjk

|Qjk
| is continuous on B(xi, r0) and the uniform convergence to Q0 implies

that
Qjk

|Qjk
| converges uniformly to Q0 on ∂Bϵ. Arguing as in the proof of

Theorem 1 (iv) we obtain a contradiction.
Proof of (ii): The aim is to prove that Qj has a radial-hedgehog type of

profile, (20), near each singular point in Σ, for j sufficiently large. The proof
follows from Lemma 3.6 and Propositions 4 and 8 in [14]. We begin by noting

that for each i = 1 . . . N in {x1, . . . ,xN}, we can extract a sequence,
{

x∗
j

}

,

such that Qj

(

x∗
j

)

= 0 and x∗
j → xi as j → ∞. By Lemma 3.6, the rescaled

maps (49) converges in
⋂

k∈NCk
loc to a classical solution Q̃∞ of the Ginzburg-

Landau equations satisfying the energy growth (50). Moreover, it can be
seen that Q̃∞ is uniaxial and has a non-negative scalar order parameter.
Finally Q̃∞(0) = 0 because Q̃jk(0) = 0 for each k, by assumption. We
conclude that the hypotheses of [14, Prop. 8] are satisfied. We reproduce
the statement of [14, Prop. 8] below, for completeness.

Proposition 3.7 (Proposition 8, [14]). Let Q ∈ C2(R3;S0) be a uniaxial
solution of ∆Q = (|Q|2 − 1)Q with Q(0) = 0 and non-negative scalar order
parameter, satisfying the energy bound (50). Let h denote the unique solu-
tion for the boundary-value problem (21). Then there exists an orthogonal
matrix T ∈ O(3) such that

Q(x) =

√

3

2
h(|x|)

(

Tx⊗Tx

|x|2 − I

3

)

, x ∈ R
3. (64)

This yields the conclusion of Proposition 2.1.
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4 Conclusions

Theorem 1 focuses on global minimizers of the LdG energy on arbitrary 3D
domains, with arbitrary topologically non-trivial Dirichlet conditions, for
low temperatures. We prove that global minimizers are “almost” uniaxial
everywhere away from the singular set of a (minimizing) limiting harmonic
map, Q0. Further, we prove that global minimizers have at least a point
of maximal biaxiality (with β2 = 1) and a point of pure uniaxiality (with
β2 = 0) near each singular point of Q0 and their norm converges uniformly
to unity everywhere, for low temperatures. This yields quantitative infor-
mation about the expected number and location of points of maximal bi-
axiality and provides rigorous justification for the widely used Lyuksyutov
constraint for the LdG energy in the low-temperature limit, suggesting that
we may be able to analytically recover the celebrated biaxial torus solu-
tion [13, 16, 34, 30] by a blow-up analysis of the LdG energy using scalings
related to the decay estimate of strongly biaxial regions derived in Theo-
rem 1. Recall that the biaxial torus solution (numerically) exhibits a ring of
maximal biaxiality and defect cores with uniaxial states that have negative
order parameter and from the results in Theorem 1, we conjecture that we
may find a biaxial torus solution near each singular point of a (minimizing)
limiting harmonic map.

Theorem 2 focuses on global LdG minimizers within the restricted class
of uniaxial Q-tensors for low temperatures. These constrained uniaxial min-
imizers exist although they need not be critical points of the LdG energy.
Indeed, uniaxial critical points of (11) are, in general, difficult to find. In
[18], the author excludes purely uniaxial critical points of the LdG energy in
1D and 2D but the radial-hedgehog (RH) solution is a 3D uniaxial critical
point of the LdG energy i.e. is a solution of the system (11) of the form
(3) with s > 0 for r > 0. Indeed, one could imagine a continuous uniax-
ial perturbation of the RH solution that remains a solution of the system
(11). An alternative scenario is that we glue together several copies of the
RH solution, with a weak uniaxial perturbation of a limiting harmonic map
interpolating between the distinct RH-copies, to yield an uniaxial solution
of (11), at least in some approximate sense. Proposition 2.1 (of which con-
strained uniaxial minimizers are a special case) has a two-fold purpose: (i)
firstly, it rules out the stability of such uniaxial critical points, if they can
be constructed and (ii) secondly and perhaps more importantly, it estab-
lishes the universal RH-type defect profiles for uniaxial critical points (if
they exist) of the LdG energy for low temperatures.

We conjecture that the universal RH-type defect profile is generic for se-
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quences of uniaxial critical points that converge strongly to a (minimizing)
limiting harmonic map, under some physically relevant hypotheses which
maybe different in different asymptotic limits. For example, we can consider
a sequence of physically relevant uniaxial critical points in the vanishing elas-
tic constant limit L → 0. Here, physical relevance can again be understood
in terms of non-negative scalar order parameter and an appropriate energy
bound. The L → 0 limit has been well-studied in [22] and we can appeal to
Lemmas 6−7 of [22] or Case I of Theorem 1[(i)] to deduce that the uniaxial
sequence converges uniformly to a limiting (minimizing) harmonic map, Q0,
away from the singular set of Q0. We conjecture that one can repeat the
arguments in Proposition 2.1 to deduce (i) the existence of an isotropic point
near each singular point, xi, of Q0 and (ii) the local RH-type defect profile
near each such isotropic point. We hope to make rigorous studies of uniaxial
and biaxial defect profiles, in different temperature regimes, in future work.
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