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Abstract
This review focuses on new and/or less standardized event-related potentials methods, in order to improve their knowledge for
future clinical applications. The olfactory event-related potentials (OERPs) assess the olfactory functions in time domain, with
potential utility in anosmia and degenerative diseases. The transcranial magnetic stimulation-electroencephalography (TMS-
EEG) could support the investigation of the intracerebral connections with very high temporal discrimination. Its application in
the diagnosis of disorders of consciousness has achieved recent confirmation. Magnetoencephalography (MEG) and event-
related fields (ERF) could improve spatial accuracy of scalp signals, with potential large application in pre-surgical study of
epileptic patients. Although these techniques have methodological limits, such as high inter- and intraindividual variability and
high costs, their diffusion among researchers and clinicians is hopeful, pending their standardization.
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Introduction

In the last years, innovative methods of functional analysis by
means of bioelectrical and biomagnetic signals have been ap-
plied to the study of normal and diseased brain. These
methods refer to sensory systems of difficult approach due
to the anatomical and physiological characteristics, as the ol-
factory pathways, whose assessment may become pivotal in
the anosmic or dysosmic syndromes, in neurodegenerative
diseases and chronic disorders of consciousness.

The TMS-EEG and TMS-TEP (TMS-evoked potentials)
are a reliable method to investigate cortical reactivity and
functional cortico-cortical connectivity. This method can be
applied to different cortical targets, as the motor and dorsolat-
eral prefrontal cortex. It has been increasingly used in many
pathological conditions, ranging from psychiatric disorders to
several neurologic diseases as dementia, stroke, epilepsy, and
disorders of consciousness.

The last chapter is dedicated to the event-related magnetic
fields (ERFs) and the potential utility of magnetic sensors in
localizing main sources of cortical responses.

All these methods are still not well validated in normal and
pathological populations, but the present review aims to in-
crease their knowledge and the general interest around these
innovative tools for brain functional analysis.

Chemosensory event-related potentials:
olfactory event-related potentials

General description The chemosensory event-related poten-
tials (CSERPs) are a macro-grouping including the olfactory
event-related potential (OERP), the gustatory responses
(GEPs), and the olfactory–trigeminal stimulation (called gen-
erally CSERP). They are a useful tool to investigate the olfac-
tory and gustatory responses to the chemical stimulant
(odorant) [1, 2]. The distinction of the terms indicates the
value of the chemosensory stimulus used. Since the 70th
years, the detection of ERP components related to
chemosensory stimuli was considered particularly difficult
due to the inadequacy of the equipment suitable for olfactory
and gustatory stimulation. However, in the early 1970, Kobal
presented a first method for the controlled presentation of
odorous stimuli, thus leading to the possibility of analyzing
olfactory [3] and gustatory [4] CSERPs.

Several methodologies have been then applied and refined,
employing a type of stimulation time-related to the ongoing
EEG [5] for the extraction of event-related responses
(Table 1).

Methods of recording and analysis The OERPs are a peculiar
method of investigation to evaluate the olfactory functions [6].
The presence of an OERP clearly indicates the integrity of

olfactory functions [7]. The method of administration of the
olfactory stimuli, during an OERP or CSERP protocol, can be
either central or lateralized, depending on the functions to be
studied. The recording methods are different, even if the ref-
erence methodology has to be adapted to the EEG triggering
in a reasonable time [8]. The minimum number of electrodes
for OERP registration is three (i.e., Fz, Cz, Pz) referenced
monopolarly to the linked mastoid and grounded to the fore-
head [9, 10]. The passband filters are 0.01–30 Hz, 6 dB/octave
[9]. The OERPs or the CSERPs can be obtained averaging
10–30 artifact-free EEG epochs [10].

The same methodology is required for the gustatory-
evoked potential.

Normative data The OERP component is usually a complex,
slow-latent sensory component [11]. The main components
detected could be identified as N1 and late positive component
(LPC) [12].

The N1 component is probably related to the processing of
the exogenous stimulus in relation to the endogenous state of
the subject [13]. In fact, this component seems to vary in
amplitude in relation to the concentration of odorants which
co-activate the trigeminal system, while the latency is changed
in dependence with different concentrations of pure odorants
(the greater the concentration, the lower the latency).
Furthermore, unlike the other sensory modalities, the effects
of selective attention on odors lead to a reduction in latency
instead of an increase in the N1 amplitude. The neuronal ori-
gins of the olfactory component N1 seem to be linked to the
para-insular cortex [14].

The LPC component is probably connected to the informa-
tion processing. It can be comparable to the ERP P3.
Furthermore, LPC is related with the perceptual and cognitive
aspects of the olfactory task [12] (Fig. 1).

The OERP normative data are highly variable, as OERPs,
more than other sensory ERPs, are susceptible to variations in
amplitude and latency depending on the methodology and the
experimental paradigm used [15] and the qualitative and
quantitative aspects of the chemical stimulus administered
[7]. Murphy et al. (2000) identified normal age- and gender-
related data using a trigeminal chemical stimulus (i.e., amyl
acetate). In general, females seem to have greater OERP am-
plitudes than males, but this aspect can be traced back to a
general and meta-sensory aspect of ERPs [9, 16, 17]. There is
also an age-related linear effect on OERP amplitudes [9].

Main contribution in cognitive neurosciences and neurologi-
cal diseases OERPs in recent years have been extensively
investigated to conduct important scientific research.
Probing the mechanisms, which are at the base of the complex
system of processing chemical data from outside, was the goal
that the researchers were recently addressed at. From the psy-
chophysiological point of view, OERPs represent an active
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process, able to detect, discriminate, and identify specific ol-
factory molecules. Moreover, from the neural point of view, it
was possible to notice that the spatial localization of an active
olfactory stimulus over time, therefore also due to the location
of a visual and acoustic stimulus, identifies this area as a center
of integration and sensory transformation of signals in space
coordinates. Further studies have also identified the central,
parietal, and occipital centers as areas for olfactory identifica-
tion and also as selectively recruited for visual image process-
es [18]. Human OERPs are applied not only in basic research
but also clinically and for forensic purposes [19, 20].

Clinical applications Variations of OERP may indicate alter-
ations of the olfactory system, which maymanifest as anosmic
syndromes (with different etiologies) or dysosmias, which
may be related to neurodegenerative complications, psycho-
logical, psychophysiological, or physiological events [21].
Furthermore, the impairment of OERP in subjects of geriatric
age with neurodegenerative diseases (i.e., Alzheimer’s dis-
ease) is clear. This impairment, in addition to being an index
of predictive comorbidity in neurodegenerative diseases such
as Alzheimer [22–25] and Parkinson’s [7, 26], may also
occurr in cases of primary aphasia [27]. OERP variations in
elderly subjects show a deficit in detecting odors and recog-
nizing them. Furthermore, OERPs can have relevant applica-
tions both in the field of assessment of head injuries [7, 28, 29]
and in the evaluation of vegetative states [30], since the olfac-
tory stimulus does not provide a necessarily conscious atten-
tional channel/focus. Moreover, recent research is evaluating
the effects of olfactory reactions as indicators of depression
[31], in post-traumatic stress disorder [32, 33] and schizophre-
nia [34–36].

Limits In the analysis of the olfactory cortical responses, some
specific methodological biases must be taken into account. A
common mode of administration of the olfactory stimulus
consists in a mono-lateralized manner (that is in one nostril),
but this modality can produce cortical lateralization bias both
due to tactile stimulation and due to the odorous stimulation
itself [37]. Furthermore, some responses to odorous stimuli
can stimulate the trigeminal system, rather than the olfactory
system. For example, with stimuli such as ammonia, acids, or
carbon dioxide, the trigeminal system and the subcortical
components are associated with nociception [38, 39]. As with
other sensory modalities, the sense of smell is also susceptible
to changes depending on age [40, 41], stimulation [42], and
tasks [23]; these variations can be viewed through the EEG.
The first pilot study on EEG and olfaction was carried out by
Moncrieff in 1962 [43]: this study involved the administra-
tion of an odorant on absorbent paper while the subject had
his eyes closed (he was in Alpha rhythm) and evaluated the
EEG cortical modification (Alpha rhythm change).

At a methodological level, presenting a direct odor on ab-
sorbent paper can have obvious disadvantages as regards the
correct registration, as it can generate experimental biases, for
example the presence of other types of odors in the room
where the experiment examination is performed [27].
Instead, it is extremely important to be able to quantitatively
check the values for odorous administration. Inter-stimulation
intervals (washing) must be included in order to obtain the
annulment of the tested stimulus in the environment and to
avoid the habituation of the olfactory receptors (which satu-
rate very quickly) [44, 45].

Once the odor is administered, the subject automatically
searches, even if the task does not require it, to label the var-
ious smells perceived (naming action) [46], thus producing
different ERP components depending on the encoding of the
stimulus or the level of discrimination and recognition [47].
Even using new or scarcely known smells could cause the
same inconvenience as the subject tries to identify them. The
best solution, according to Loring [23], would be the use of a
second cognitive task (masking task) such as, for example, a
serial subtraction.

In the “classic”method, it is necessary to use a high control
between the various experimental conditions regarding the
presentation of odors or non-smells (e.g., neutral and/or base-
line odor) [48]. For example, with the vials, the experimenter
could create bias depending on the distance of the test tube,
thus on the intensity of the stimulation, or on the motor actions
of the experimenter, observed by the subject [23].

Additional bias can be produced by the type of odors pre-
sented: pleasant smells produce slow, broad breaths, while
unpleasant short-term smells cause contractions of facial mus-
cles and, consequently, artifact activities. Furthermore, it is
very difficult to extract normative values. In fact, there is often
a strong interaction between trigeminal aspects and purely
chemioceptive olfactory aspects, which seem to balance each
other. For example, patients with recently acquired anosmia
show decreased trigeminal CSERP in respect to patients with
older anosmia [49], while in the case of very old anosmia, the
amplitude of trigeminal CSERP was found increased [50].

Perspectives The study of CSERP can be implemented, pend-
ing the solution of criticism in controlling chemical stimula-
tion. Today, with the development of new technologies, this
goal seems to be very close [13, 51, 52].

The development of this topic is very promising, in basic
and clinical research, and neuro-marketing. In fact, smell
and taste, more than other senses, are particularly linked to
metabolic and neuroendocrine aspects, and the accurate in-
vestigation of these aspects can lead to the understanding of
the function of the central-peripheral psychophysiological
bridge.
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TMS-EEG

General description Since its introduction [53], transcranial
magnetic stimulation (TMS) has been considered a tool of
election to study the human brain neurophysiology. It is well
established how a single TMS pulse is able to activate, in the
first instance, the local cortical tissue through electric currents
generated by a magnetic field around the coil, and subsequent-
ly to generate an activation spreading to remote cortical areas
through anatomical and functional connections. Therefore, the
TMS pulse inducing electric currents in the brain and
transynaptically depolarizing the cell membranes, by means
of the opening of voltage-sensitive ion channels, is able to
determine an action potential visible in terms of a cortical-
evoked potential as a post-synaptic activation outcome [54].
These cortical phenomena can be observed and investigated
by simultaneously recording the EEG signal. In the last two
decades, TMS-EEG has been proposed as an ideal tool to
investigate cortical reactivity and functional cortico-cortical
connectivity (Table 1).

Recording methods and analysis Local and at-distance corti-
cal responses induced by the TMS pulse are topographically
specified and spatiotemporally characterized by a sequence of
neural events, occurring at particular latencies and with spe-
cific polarities, starting a fewmilliseconds after the TMS pulse
and providing useful estimations of intrinsic brain mecha-
nisms [54–57].

In clinical populations, one of the main advantages of using
TMS-EEG is the possibility to assess, at the same time, dif-
ferent neurophysiological aspects of the stimulated cortical
area. This is possible thanks to the recording of the TMS-
evoked potential (TEP) structure, which is a complex wave-
form, time-locked to the TMS pulse, formed by several
negative/positive peaks lasting up to 200 ms.

One of the most common approaches to quantify TEPs is to
measure the amplitude and latency of their peaks over pre-
defined subsets of electrodes, the so-called Electrodes Of
Interest (EOIs). An alternative to assess TEP peak amplitudes
and latencies is to measure the area under the curve of the
rectified signal corresponding to TEP peaks. This measure
has been called either global or local mean field power
(GMFP/LMFP), according to whether signal from all elec-
trodes or only from a smaller cluster of electrodes is considered
[58, 59], or cortical-evoked activity (CEA) [60]. Conversely,
cluster-based permutation statistics can be applied to study sig-
nal differences over the whole scalp and TEP duration, without
an a priori definition of specific clusters and latencies of interest
[61, 62]. Recently, the Perturbational Complexity Index has
been also introduced, which is a measure able to characterize
the complexity of TMS-evoked brain responses [63].

At the same time, TMS-induced effects may be evaluated
in terms of cortical oscillations, providing an estimate of the

underlying brain rhythms in the target region [64].
Investigations of cortical oscillations focus on the study of
TMS-induced effects in the frequency domain, as TMS is
thought to interact with local and distant cortical oscillations.
In this perspective, TMS-EEG offers the chance to measure
activity in different frequency bands directly evoked by the
TMS pulse, which is represented as a brief period of alignment
of the oscillatory activity following the TMS pulse [65]. This
approach that probably reflects the physiological organization
of thalamo-cortical brain columns is useful to identify the
specific frequency characterizing the functional status of the
stimulated brain area [57].

Normative data TEP waveforms vary when evoked over dif-
ferent areas, such as the primary motor cortex (M1), the dor-
solateral prefrontal cortex (DLPFC), or the posterior parietal
cortex (PPC), thus providing specific information on local
neural activity [66]. For instance, TEPs in M1 (Fig. 2) are
characterized by the peaks N15, P30, N45, P55, N100,
P180, and N280 [67, 68]. It has been suggested that when
TMS is applied over the left M1, the initial N15 peak occurs
in electrodes over the stimulated area, and the peak distribu-
tion then spreads over central parietal sites (P30) and contra-
lateral regions (N45). A bilateral distribution over temporo-
central sites characterizes later TEP components, peaking at
100 ms and 180 ms, respectively. However, these later peaks
are influenced by the acoustic artifact of the discharging coil
[69, 70], which should be covered by a white noise, reproduc-
ing shuffled time frequency components of the coil discharge
sound, during the TMS/EEG recording [71]. Paired-pulse and
pharmacological studies have also suggested that early peaks
(N15–P30) are likely to reflect cortical excitatory activity,
while later peaks (N45–N100) are primarily linked to
GABAergic inhibition [72].

Apart from M1, TEPs have also been characterized in the
DLPFC, showing P25, N40, P60, N100, and P185 peaks, that
may be smaller in amplitude as compared to those in M1 [68].
Several other areas have been tested, including the premotor
cortex [73–76], supplementary motor area [75], parietal cortex
[76–78], and the occipital cortex [57, 79]. However, there is
still no consensus on the standardization required to define the
characteristics of these TEPs. Data from normal controls, stan-
dardized for age and gender, are still unavailable, as TEPs
were obtained in small cohorts of healthy subjects and neuro-
logical patients.

Main contribution in cognitive neurosciences and neurologi-
cal diseases The combined TMS-EEG approach can be used
to evaluate the spread of cortical-evoked activity across spe-
cific brain networks [80, 81]; this is relevant in order to define
specific patterns of altered connectivity in different clinical
populations. When paired-pulse TMS is applied over non-
motor areas, such as the DLPFC, it is also possible to assess
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the integrity of local intracortical circuits, likely involving
GABAergic activity [82]. Finally, it is possible to investigate
plasticity within specific cortical circuits, for instance by re-
peatedly applying magnetic stimuli over two interconnected
regions and measuring the after-effects of this paired associa-
tive stimulation [83, 84].

Clinical applications Clearly, from the clinical point of view,
such abundance of information can help to characterize the
functional abnormalities of certain brain areas in a given pa-
thology. Therefore, TMS-EEG can become useful for differ-
ential diagnosis, to predict the outcome and the progression of
a particular disease and, eventually, to verify the response to
drug treatment, or to neuromodulation protocols.

As a consequence of this tremendous—although yet not
standardized—potential, TMS-EEG has been increasingly
used in a broad range of psychiatric and neurological disor-
ders, including major depression, schizophrenia, addiction,
autism, dementia, stroke, epilepsy, and disorders of con-
sciousness [62]; in the latter case, TMS-EEG seems even the
most sensitive neurophysiological approache to differentiate
patients with prolonged disorders of consciousness, at the
bedside [77, 85].

Other emerging clinical applications of TMS-EEG include
mood disorders: in this case, TMS-EEG has been shown use-
ful to predict remission following therapy [86] and to monitor
the effects of non-pharmacological therapies such as electro-
convulsive therapy [87] and repetitive TMS [88].

In patients with stroke, TMS-EEG has provided novel neu-
rophysiological indexes of cortical reorganization after stroke
[89]. In Alzheimer’s disease, TMS-EEG has been used to map
changes in cortical activity induced by therapeutic
neuromodulation [70]; moreover, TMS-EEG-evoked compo-
nent P30 may predict cognitive scores: higher P30 amplitudes
appear to be associated with greater cognitive and memory
impairments [90].

Limits There are several technical problems that still have not
been fully overcome. Artifact correction has to be further im-
plemented [91, 92]. Moreover, a major potential confound is
due to the fact that a TMS pulse produces a loud clicking noise
(100–120 dB) that generates an auditory-evoked potential,
potentially contaminating the underlying TMS-evoked activi-
ty [61]. In addition, the TMS pulse can induce unwanted
somatosensory-evoked potentials that could contribute to the
signal [93]. Post-processing of the EEG signal is also an im-
portant step in the data analysis that needs to be standardized
across labs [94, 95].

Perspectives Even if this is still an emerging methodological
field, the TMS-EEG approach is also valuable as control sys-
tem for neuromodulatory approaches [96] by means of an
open- or closed-loop method. In this paradigm, the TMS input

to the brain is delivered at a predefined set-point based on the
EEG data. Thus, we can manipulate the inputs at a given
moment to obtain the desired/predicted effect on the output
of the system. Moreover, by monitoring the parameter to pro-
vide feedback and adjusting the control signal, information
about the precise state of the system can be derived.
Therefore, by means of specific TMS frequencies or intensi-
ties, it is possible to facilitate, suppress, or maintain that brain
state within defined ranges. This evidence highlights the in-
trinsic clinical potential of TMS-EEG for diagnosis and
rehabilitation.

Event-related magnetic fields

Definition Brain functioning is associated with primary elec-
tric currents generated by the post-synaptic potentials in the
cortical pyramidal neurons. These neuronal currents give rise
to both voltage differences measurable on the scalp by means
of electroencephalography and magnetic fields detectable out-
side the head by using magnetoencephalography [97] (Fig. 3).
For this reason, both EEG and MEG are considered real-time
non-invasive methods to characterize directly event-related
brain dynamics. The fact that EEG and MEG share similar
neurophysiological mechanisms has fueled the misconception
that MEG is simply redundant with EEG; MEG offers several
advantages [98]. In this chapter, wewill focus on basic aspects
featuring MEG as compared to EEG, and particularly we will
describe how its application can help in elucidating the brain
mechanisms underlying normal physiological and pathologi-
cal brain functions (Table 1).

Recording methods and analysis In order to extract relevant
signals, MEG relies on a sophisticated sensing technology,
which is sensible to minuscule changes in the magnetic fields
produced by the small changes in electrical activity within the
brain. Indeed, extracranial magnetic induction is on scale of
femtoteslas (1fT = 10−15 T), about 10 to 100 million times
smaller than the Earth’s static magnetic field [99]. This im-
poses the need of superconducting quantum interference de-
vices (SQUIDs), which are sensors arranged in arrays around
the head that, by becoming superconductors when cooled
down to very low temperatures (close to the 0° Kelvin), war-
rant very high data quality. Given the necessity of very low
temperatures, SQUIDs are not placed at direct contact with the
head (as for the EEG setup) but they are immersed within a
large, vacuum-insulated dewar, which contains liquid helium.
To detect the neuronal activity propagating from the brain to
the scalp level, SQUIDs are coupled to flux transformers,
which are other superconducting components capable of con-
centrating the magnetic signal [100], and composed by a sig-
nal coil, a compensation coil (optional), and a pickup coil.
Signal coils are placed close to the SQUIDs and connected
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to the compensation coils. These latter are connected to the
pickup coils, which are placed inside the MEG helmet, where
the participant’s head is positioned to record the brain activity.
The simplest type of MEG sensor is the magnetometer, which
consists of a pickup coil without a compensation coil. Many
MEG systems are based on gradiometers, consisting of two
coupled coils. The spatial arrangement of these two coils has
important consequences on how the signal is detected at the
sensor level, and then is visualized. In axial gradiometers, the
two coils are arranged one on top of the other (with the pickup
coil closer to the head), while in planar gradiometers, the two
coils are placed one beside the other. Thus, an evoked activity
to an auditory stimulus could be seen as both positive and
negative peaks in nearby sensors in axial gradiometers (with
the generating electrical current between these positive and
negative peaks) or as positive peaks in planar gradiometers

(with the generating electrical current in the middle of these
positive peaks) [100].

In MEG literature, responses to sensory stimuli or active
tasks, occurring at the same time and phase-locked, are re-
ferred to as event-related fields (ERFs). ERFs represent the
magnetic correspondence of event-related potentials (ERPs).
Therefore, it is not surprising that the methodological ap-
proaches to process and analyze MEG data largely overlap
with those employed in EEG research. In the time domain,
changes in brain activity can be appreciated through analysis
of amplitude and latency; the final result is that most ERP
components have their magnetic counterpart (e.g., N400m or
MMNm). In the frequency domain, the same mathematical
approaches to spectrally decompose the EEG signal are also
available for MEG data. At the source level, since MEG has
higher spatial resolution compared to EEG, greater effort has

Fig. 1 Averaged OERP waveform comparison between central, right, and left EEG regions of interest (ROI) during a perceptual task with PEA
stimulations in a healthy subject

Table 1 Advantages, limitations, and clinical applications of the psychophysiological techniques—part II

Technique Advantages Limitations Clinical applications

OERPs Time domain assessment of the
olfactory pathway

Large inter- and intra-subject variability,
weak specificity of the stimulus

Anosmia, dysosmia, dementia

TMS-EEG Investigation of the intracerebral
connections with very high
temporal discrimination

Technical issues (contamination by
acoustic and somatosensory responses)

Disorders of consciousness, stroke, dementia

MEG Powerful spatial discrimination Cost of the equipment, weak sensitivity
to radial sources

Epilepsy, pre-surgical brain mapping
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been made to develop mathematical solutions to localize brain
sources. This explains why, in many EEG studies, MEG is
considered a ground truth and used for comparison to evaluate
the quality of the localization results.

Advantages and limits MEG, like EEG, has the intrinsic lim-
itation that the neural signals are only recorded from the scalp.
However, since MEG measures extracranial magnetic fields
about 20 mm above the scalp, and not voltage differences, it is
immune to both the reference problem and the volume con-
duction issue. Thus, the estimation of the inverse solution, i.e.,
the most likely neural sources generating the magnetic field, is
more straightforward as compared to EEG. The distortion of
the electric current produced by the inhomogeneities of the
media (Fig. 3a) can be appreciated, at the sensor level, as
widespread electric potential distribution on the scalp much
more than for the magnetic field, despite similarities in the
spectral content of the cortical activity between EEG and
MEG (Fig. 3b). At the source level, MEG is blind to radially
oriented fields, since they do not generate a magnetic field
outside the head. By contrast, MEG is highly sensitive to
tangentially oriented dipolar fields, which are associated with
the neural activity occurring in the walls of the cortical fis-
sures. This is an advantage, as about two-thirds of the cerebral
cortex is located within fissures, including all the primary
sensory cortices, which are difficult to reach even with intra-
cranial recordings [99].

The strong focus on the source level analysis in the MEG
literature can be explained also by some major drawbacks
intrinsic to the sensor level analysis. The first one is related
to the MEG helmet. While in EEG sensors are placed accord-
ing to head size, and move with the subject’s head, in MEG,
sensors are fixed in a rigid position. This means that the head

shape, size, and position during the recording actually affect
what a given sensor is measuring [98]. A second disadvantage
is related to the polarity of the recorded ERF components.
Whereas in EEG there is a major agreement on the use of
specific reference electrodes, which determines consistency
in the polarity and distribution of observed ERP components,
at least within each subfield of literature, in MEG, the typol-
ogy of sensors influences the observed polarity of the deflec-
tions. To further complicate this issue, in some commonMEG
sensors (e.g., with axial gradiometers), a single electrical cur-
rent is associated with dipolar distributions of the recorded
magnetic fields (so with neighboring positive and negative
deflections). This dipolar distribution challenges the typical
scheme of classification of ERP components in terms of po-
larity and distribution on the scalp. Also for these reasons,
most of the more recent MEG studies using ERF rely solely
on the source reconstruction of the signal, and focus on brain
sources [101, 102].

ERF studies onMEGMost of theMEG paradigms used in basic
research for cognitive neuroscience are strictly related to the
EEG literature. This is not surprising, given the similarity
between the signals from the two methodologies. A quick
inspection of the first studies on MEG shows that they were
basically adaptations of EEG studies. By exploiting the main
advantage of MEG (i.e., the higher spatial accuracy), these
first studies mostly tried to localize the neural sources of the
MEG equivalent of known ERP components (usually labeled
to underline their magnetic origin: e.g., N400m or MMNm).

One of the most studied ERF components in MEG litera-
ture is the magnetic equivalent of the mismatch negativity, the
MMNm [103–105]. EEG MMN is observed typically in au-
ditory tasks in which a series of frequent standard stimuli are

Fig. 2 a An example of a neuronavigated TMS-EEG session showing
sensor location (orange dots), TMS hotspot (red/blue arrow), and induced
electrical field. b Butterfly plot depicting TEPs evoked in 60 EEG

channels (upper row) and scalp topographies of the main evoked compo-
nents (lower row). c Time frequency plot of a TMS-EEG response.
(Adapted from Pisoni et al. 2018 [62])
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interspersed with (less frequent) deviant stimuli. MMN is
computed by subtracting the ERP associated with deviant
stimuli to the ones associated with the standard stimuli. The
MMNm component is observed in analogous tasks, with
MEG recordings. MMNm typically peaks around 130 ms af-
ter the stimulus, but its timing could depend on the type of task
[104]. The localized MMNm shows bilateral temporal activa-
tion, especially in the supratemporal auditory cortices [106],
with higher amplitude in the right hemisphere [107].

Another ERF component that has been largely investigated
in MEG studies is the N400m.

EEG N400 is typically observed in language tasks, and it is
a component associated with incongruence. In a typical lan-
guage task to elicit N400, a sequence of letter is presented and
the ERP is measured with a target word that could be congru-
ent or not with the preceding words. Incongruent targets show
higher negative amplitude as compared to the congruent ones,
with a wave peaking at about 400 ms. In a study with EEG and
MEG co-registration, Simos, Basile, and Papanicolaou (1997)
found that in the same time window of the N400, MEG
showed deflections mostly localized in the left temporal cortex.

ERF components have been also studied to investigate
more automatic responses, as the magnetic equivalent of the
N20. The EEGN20 peak is observed after median nerve stim-
ulation with electrical stimulation delivered at the wrist. The
MEG equivalent, the N20m, is observed in the same time
window. MEG studies on N20m have been used to estimate,
as accurately as possible, the loci of the neural generators of
this component [108].

The investigation of ERFs allowed not only to characterize
the neural generators, but also to better understand the com-
plexity of some EEG components. This is for example the
case for the studies of the magnetic equivalent of the P300.
EEG. P300 is a broad positivity observed in all modalities
after rare and task-salient stimuli. Its latency typically is
around 300 ms, but it varies depending on task and subject
[109]. Within P300, we can distinguish two components, the
P3a, associated with stimulus-driven novelty, and the P3b,
mostly associated with attentional and memory processing
[110]. MEG equivalent of P300, P300m, clearly unveils the
complexity underlying the apparent unitarity of this compo-
nent. First of all, in MEG studies, P300m tends to be less
evident already at sensor level [111], as compared to the
EEG, and it is associated with at least two separated peaks
in time. The neural generators associated with the P300m
are diffuse, and include medial temporal lobes, but also pari-
etal and prefrontal regions [112]. Interestingly, despite the
higher spatial resolution, most of the studies on the P300
source localization do not rely on MEG data, but are based
on the EEG P300.

Clinical application of MEG The specific advantages of MEG
(i.e., less distortion from volume conduction, higher number
of sensors, short preparation time) make it the perfect tech-
nique for the accurate spatial localization of electromagnetic
activity of the brain also for clinical purposes. According to
the existing guidelines for the use of MEG for clinical appli-
cations, there are two main ways of using MEG: the study of

Fig. 3 Origin of EEG and MEG signals. a Schematic representation of
electrical current (red arrow) within the head, generated from a patch of
cortex. b Two comparable brain components, computed with
independent component analysis (ICA), from EEG and MEG data,

respectively. Both fields are dipolar (red arrow) but the topographies
(top) show tighter isocontour lines for MEG as compared to EEG, due
to the influence of the inhomogeneities that smear out the electric poten-
tial much more than in the magnetic field
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spontaneous activity or the study of evoked activity
[113–115]. Concerning the spontaneous activity, MEG is
mainly used for the localization of epileptic spikes. In the case
of patients with drug-resistant epilepsy, in which a neurosur-
gical treatment is the only viable option, it is of major impor-
tance to know where the seizures are generated (if there is a
focal epileptogenic area) and the extension of this area [116,
117]. Knowing these details, the neurosurgeon can guide the
surgical operation and improve the prognosis for the patient.
The current evidence suggests that MEG can be very accurate
(as compared to intracortical recordings that are the gold stan-
dard) and can outperform EEG in terms of accuracy [118].

Concerning the evoked activity, MEG is mainly used for
mapping eloquent areas in patients with brain tumor before
undergoing neurosurgery. Usually, mapping concerns the lo-
calization of language areas (either simple lateralization or
more accurate mapping), or, less frequently, the localization
of areas involved in motor functions. Concerning language
mapping, MEG has some important advantages as compared
with functional magnetic resonance imaging (fMRI), which is
the most common technique used for pre-surgical mapping.
Despite the widespread use of fMRI for mapping, the modifi-
cations in the vascular coupling that happens in brain tumors
(especially in the vicinity of tumor) can affect the reliability of
BOLD signal, making the technique potentially inaccurate
[119]. Being amore direct measure of brain activity, and given
its good spatial accuracy, MEG is a valid alternative for pre-
surgical mapping. There are several tasks that can be used in
MEG for language mapping [120, 121], but the most common
ones include picture naming or verb generation [122, 123]. In
the current clinical practice of MEG, ERFs still play a crucial
role. The American Magnetoencephalographic Association
focused its guidelines on ERF responses, either evoked by
external stimuli or by endogenous epileptic spikes [113,
114]. The relevance of ERF as a robust technique is also
stressed by the more recent IFCN endorsed guideline for clin-
ical MEG [99]. However, as described in the next paragraph,
recent trends are moving toward more advanced analysis,
mostly focused on the study of frequency-specific activity
and responses.

Current and future developments of MEG application
According to recent developments of basic and clinical re-
search, an increasing number of MEG studies is gradually
moving beyond simple ERFs analysis, toward more sophisti-
cated analysis strategies focusing on MEG activity and con-
nectivity in specific frequency bands, during resting state and
active tasks [124, 125]. Recently, MEG has been fruitfully
used to understand how brain connectivity changes after
tDCS, by taking advantage of MEG short preparation time
and insensitivity to tDCS gel [126], while other studies
showed abnormal patterns of connectivity in clinical popula-
tions as compared with controls [127]. Also, besides these

common clinical purposes, MEG can be effectively used for
rehabilitation. Recent MEG-based BCI application has been
developed to assist and improve recovery in stroke patients
[128]. Lastly, the future of MEG research is oriented to the
identification of diagnostic markers that can yield new clinical
applications, especially for monitoring the functional recovery
in patients with brain injury and assessing the progression of
neurodegenerative diseases.

General remarks

In the second part of this review article, we dealt with psycho-
physiological techniques which are less currently used in the
clinical practice, as compared to the ERP components exam-
ined in the first part. This does not depend only on the lack of
evidence of their utility in diseases, but also, especially for
MEG, on other reasons. Indeed, the advantage that MEG in-
vestigation can provide in some clinical situations, such as the
pre-surgical assessment of epilepsies, is well documented.
However, the high cost of the equipment does not allow a
large diffusion of this psychophysiological method. As for
the OERPs and TMS-EEG recording, their use is still limited
to the research field, although their possible utility also in
patients can be guessed from the presently available data.
The extraordinary progress which have been obtained in the
comprehension of the brain mechanisms in some disorders of
consciousness through TMS-EEG suggests that it could pro-
vide important diagnostic and prognostic data in this
condition.

In conclusion, we are convinced that, in spite of the con-
tinuous updating of the neuroimaging techniques, ERP re-
cording should still be part of the neurological and psycholog-
ical culture, not as a memory of the past, but as a tool able to
understand the brain functioning in healthy subjects and
diseases.
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