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Abstract—We study decentralized estimation of time-varying
signals at a fusion center, when energy harvesting sensors
transmit sampled data over rate-constrained links. We propose
dynamic strategies to select radio parameters, sampling set,
and harvested energy at each node, with the aim of estimat-
ing a time-varying signal while ensuring: i) accuracy of the
recovery procedure, and ii) stability of the batteries around a
prescribed operating level. The approach is based on stochastic
optimization tools, which enable adaptive optimization without
the need of apriori knowledge of the statistics of radio channels
and energy arrivals processes. Numerical results validate the
proposed approach for decentralized signal estimation under
communication and energy constraints typical of Internet of
Things (IoT) scenarios.

Index Terms—Wireless sensor networks, decentralized estima-
tion, quantization, energy harvesting, stochastic optimization.

I. INTRODUCTION

Wireless sensor networks (WSNs) are envisioned to play
a key role in the IoT paradigm, where a huge number of
smart devices are expected to be connected with each other
while sensing the environment [2], [3]. In fact, thanks to
statistical learning and signal processing tools, IoT networks
will enable (possibly proactive) distributed sensing and control
mechanisms aimed at optimizing several complex systems
such as, e.g., smart cities, intelligent transportation, industry
4.0, etc. Key technical enablers to realize such vision are
federated learning [4] and decentralized signal estimation,
which have been deeply investigated in several recent works
as, e.g., [3], [5]–[9]. In particular, decentralized estimation
aims at gathering data collected by a WSN in a central
node, i.e., the fusion center (FC), with the goal of evaluating
globally optimal estimates of a signal of interest. Assuming
the presence of realistic rate-constrained radio channels, data
must necessarily be quantized before being transmitted to the
FC, thus introducing an inevitable distorsion that reduces the
performance of the signal estimation task. In this context,
considering static parameter estimation, the works in [5]–[7]
proposed to optimize the quantization scheme and the radio
resource allocation while imposing a constraint on the mean-
square error (MSE) performance. This approach was then
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extended also to decentralized detection in [8], and to graph
signal interpolation in [9].

The aforementioned methods are inherently static, i.e., they
do not consider possible temporal variation of the environment
(e.g., the radio channels) or the signal of interest. Furthermore,
energy constraints at each sensor were considered only over a
single time snapshot, without keeping into account the overall
lifetime of the WSN, which depends on the evolution of the
batteries owned by each device. In the last years, energy
harvesting (EH) techniques have attracted a lot of interest in
IoT in order to cope with the battery-limited nature of sensor
devices, thus enabling the possibility to collect energy from
renewable sources such as wind, sun, vibration, and heat [10],
[11]. EH naturally introduces dinamicity in the estimation
problem due to the intermittent arrivals of energy from the
environment and the variability of the battery levels over time.

Related works. A common approach used in the literature
to optimize performance is maximizing the throughput of the
energy harvesting sensor communication system [12], [13].
The work in [14] exploited a Markov Decision Process (MDP)
procedure to maximize the long-term expected throughput and
get the optimal power level. However, the large cardinality of
the state and action space makes the computational complexity
of the MDP-based approaches generally high. An energy
scheduling strategy for remote estimation in the case of a
single EH sensor was also proposed in [15]. The work in
[16] considered the single-user throughput maximization of
an energy harvesting system with continuous energy and data
arrivals. The works in [17], [18] studied the optimal packet
communication strategy to maximize the net bit rates while
stabilizing the data queue in EH communications. With the
same aim, a packet communication strategy to maximize
the net bit rates in EH communications is proposed also
in [19], but constrained on bounded long-term average bat-
tery level and bit error rate. The work in [20] proposed
a stochastic formulation for dynamic resource allocation in
energy harvesting cognitive radio sensor networks, aimed at
maximizing an aggregate network utility subject to the stability
of sensors’ data queues. The work in [21] proposed an energy
scheduling strategy to maximize the total information collected
by a moving agent in the SENMA (Sensor Networks with
Mobile Agents) paradigm. In [22], the authors propose an
energy efficient resource allocation strategy that minimizes the
network energy consumption via joint power control and time
allocation, while taking into account circuit power consump-
tion and two different multiple access strategies. Finally, the
work in [23] proposed a dynamic radio resource allocation for
static and dynamic estimation in WSNs with EH devices, in
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the case of scalar parameter estimation and analog amplify-and
forward transmission strategies.

Contributions. In this paper, we study decentralized es-
timation in EH WSNs, proposing optimal dynamic resource
allocation strategies to strike the best possible tradeoff between
accuracy of the estimation task and energy spent by the WSN.
Differently from the previous works [12]–[22], we do not
consider throughput or information collection as our main
optimization objectives. Instead, similarly to [23], we study
the energy-accuracy tradeoff that we have in decentralized
signal estimation, taking explicitly into account estimation
performance (e.g., mean-square error) as our main objective
(or constraint). However, differently from [23], we consider
a vector parameter estimation problem, and we introduce a
digital quantizer that dynamically adapts the analog-to-digital
conversion, as a function of system state and performance
parameters. In particular, the aim of this paper can be sum-
marized in the two following points:

1) We devise a dynamic strategy that optimally selects
the radio parameters (i.e., transmission energies, number
of bits/sample), the set of sampling sensors, and the
amount of harvested energies in order to maximize the
signal estimation performance, while imposing specific
guarantees in terms of stability of the battery levels.

2) We propose a dynamic algorithm that minimizes the
average energy expenditure of the WSN, while imposing
prescribed performance guarantees in terms of average
estimation performance and stability of the batteries.

The proposed techniques guarantee that the sensor batteries
always lie into an operating region that prevents the network
from running out of energy. As we will see in the sequel, in
the first case, this property is guaranteed by accepting a proper
tradeoff between the performance of the signal estimation task
and the size of the batteries at each sensor. On the other
hand, the second technique aims at striking an optimal tradeoff
between network energy expenditure (and, as a by-product,
number of transmitting nodes) and average performance of
the signal recovery task. The proposed strategies hinge on
stochastic and Lyapunov optimization techniques [24], which
enable to learn the best resource allocation over time by simply
observing instantaneous realizations of the energy arrivals and
the radio channels, without any previous knowledge of the
statistics of these random processes. Also, our dynamic opti-
mization strategies automatically selects and adapt over time
the set of sensing (and transmitting) nodes, i.e., those devices
that collect data and transmit them using at least one bit of
information per sample. Numerical results illustrate the valid-
ity of the proposed approach by assessing its performance in
practical scenarios. This work largely extends our preliminary
conference paper [1] both in terms of new theoretical results
(i.e., formulations, algorithms, and theorems) and numerical
simulations (see Sec. III and IV).

Outline. The paper is organized as follows. In Sec. II, we
introduce the system model, comprising the adopted proba-
bilistic quantization scheme, Bayesian estimator, and energy
harvesting model. Then, in Sec. III, we develop an algorithmic
solution that dynamically optimizes estimation accuracy while

Scalar variables Plain letters a,A
Column vector variables Bold lowercase letters a

Matrix variables Bold uppercase letters A
Indicator function I(·)

(i, j)-th element of A aij
Identity matrix I

N × 1 vector of all ones (zeros) 1N (0N )
Diagonal matrix with a on the diagonal diag{a}

Expectation operator E{·}
Matrix trace operator Tr{·}

TABLE I: Notation

guaranteeing stability of the devices batteries. In Sec. IV, we
develop a dynamic algorithm aimed at minimizing the network
energy expenditure under estimation accuracy and battery
stability constraints. Finally, Sec. V draws some conclusions.

II. SYSTEM MODEL

Let us consider a WSN with N nodes that is deployed to
monitor a signal of interest over a certain geographic area. We
consider a dynamic scenario where time is divided in slots
of equal duration T . Let x(t) = [x1(t), ..., xN (t)]T be the
vector collecting the signal values measured by all the nodes
of the network at time t. The gathered measurements may be
highly unreliable due to observation noise, presence of outliers,
missing data, etc. Improving the reliability of the individual
node is typically unfeasible because of increased complexity
and cost, which are fundamental design constraints in large
scale networks. A way to recover reliability is to properly
fuse the measurements collected over all the network in order
to reach some globally optimal decision. This is possible if
the set of data gathered by the network exhibits some kind of
structure (e.g., correlations, dependencies, smoothness, etc.),
which is typically the case in many physical fields of interest,
e.g., the distribution of temperatures or the concentration of
a contaminant. In mathematical terms, this means that the
observed signal field belongs to a low-dimensional subspace,
i.e., the vector x(t) can be modeled as:

x(t) = Us(t), (1)

where U is an N × r matrix, with r ≤ N , and s(t) is an
r × 1 column vector. The columns of U are assumed to be
linearly independent and thus constitute a basis spanning the
signal subspace. In many applications, the signal is a smooth
function, which can be very well modeled by choosing the
columns of U as the low frequency components of the Fourier
basis, or low-order polynomials, for example. In practice, the
dimension r of the signal subspace is typically much smaller
than the dimension N of the observation space [25], [26].

A. Probabilistic Quantization

From (1), at time t, the network collects noisy measurements
{yi(t)}Ni=1 given by:

yi(t) = xi(t) + vi(t) = uTi s(t) + vi(t), (2)

i = 1, ..., N , where uTi is the i-th row of the matrix U,
and vi(t) is zero-mean, uncorrelated noise with variance σ2

i .
The measurements in (2) must be transmitted to an FC to

Authorized licensed use limited to: Universita degli Studi di Roma La Sapienza. Downloaded on January 20,2021 at 10:17:44 UTC from IEEE Xplore.  Restrictions apply. 



2327-4662 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2020.3046383, IEEE Internet of
Things Journal

3

Fig. 1: Network scenario.

evaluate an optimal estimate for the signal x(t), as illustrated
in Fig. 1. Then, assuming the presence of rate-constrained
radio channels, the messages {yi(t)}Ni=1 must necessarily be
encoded into a sequence of bits in order to be sent to the
FC. Suppose that [−A,A] is the signal range that sensors can
observe. At each time t, we consider a uniform quantizer at
each node i, which divides the range [−A,A] into intervals of
length ∆i(t) = 2A/(2bi(t) − 1), and rounds the observations
in (2) to the neighboring endpoints of these intervals in a
probabilistic manner [5], [6]. Then, if

l∆i(t) ≤ yi(t) ≤ (l + 1)∆i(t),

with l ∈ {−2bi(t)−1, ..., 2bi(t)−1}, yi(t) is quantized to
m(yi(t), bi(t)) according to:

m(yi(t), b) = l∆i(t) + α∆i(t), (3)

where α is a Bernoulli random variable such that E{α} =
Prob{α = 1} = (yi(t) − l∆i(t))/∆i(t) ∈ [0, 1]. Thus,
according to (3) and (2), the i-th quantized observation at time
t, i.e., mi(yi(t), bi(t)), can be equivalently written as:

mi(yi(t), bi(t)) = uTi s(t) + vi(t) + q(yi(t), bi(t)), (4)

where q(yi(t), bi(t)) = (α − E{α})∆i(t) denotes the zero-
mean quantization noise with variance

σ2
q (bi(t)) =

A2

(2bi(t) − 1)2
, i = 1, . . . , N. (5)

B. Bayesian LMMSE Estimation over Rate-constrained Links

To compute an optimal estimate of the signal, we consider
a Bayesian approach, where the vector s(t) in (4) is assumed
to be a random process with mean µs and covariance matrix
Cs [27]. Also, from (4), the additive disturbance comprises
both observation and quantization noises, i.e.,

wi(t) = vi(t) + q(yi(t), bi(t)),

i = 1, . . . , N . Thus, letting w(t) = [w1(t), ..., wN (t)]T ,
since observation and quantization noise are uncorrelated, the

total disturbance w(t) is a zero-mean random vector with
covariance matrix (cf. (5)):

Cw = diag

{{
σ2
i +

A2

(2bi(t) − 1)2

}N
i=1

}
. (6)

Furthermore, the noise term w(t) is assumed to be uncorre-
lated from the signal process s(t). Under such assumptions,
the Bayesian Gauss-Markov Theorem defines the best linear
minimum mean-square error (LMMSE) estimator (if s(t) is a
Gaussian process, it is also optimal among all estimators) for
s(t), which reads as [27, p.391]:

ŝ(t) = µs +
(
C−1s + UTC−1w U

)−1
UTC−1w (m(t)−Uµs)

(7)
where m(t) = [m(y1(t), b1(t)), ...,m(yN (t), bN (t))]T . The
performance of the LMMSE estimator is measured by the error
ε(t) = ŝ(t) − s(t), which is zero-mean and has covariance

matrix given by Cε =
(
C−1s + UTC−1w U

)−1
. In particular,

the Bayesian Mean-Square Error (BMSE) achieved by the
LMMSE estimator in (7) is given by:

BMSE = E‖ε(t)‖2 = Tr

{(
C−1s + UTC−1w U

)−1}

= Tr


C−1s +

N∑
i=1

uiu
T
i

σ2
i +

A2

(2bi(t) − 1)2


−1 , (8)

where the last equality in (8) follows from (6).
The BMSE expression in (8) depends on the number of bits
{bi(t)}Ni=1 used by the nodes to quantize each sample of the
measured signal. We will now relate the BMSE expression
in (8) to the energy needed to transmit such amount of
information within each time slot of duration T . To this aim,
let us assume that the channel between each sensor and the FC
is corrupted with additive white Gaussian noise, whose double-
sided power spectrum density is given by N0/2. Furthermore,
we denote by hi(t) the channel coefficient between sensor i
and the FC at time t. If sensor i sends bi(t) bits in a time slot
of duration T , using quadrature amplitude modulation with
constellation size 2bi(t) at a bit error probability BERi, then
the amount of energy required for the transmission is [6], [28],
[29]:

ei(t) =
2NfN0GdT

h2i (t)

(
ln

2

BERi

)
(2bi(t) − 1), (9)

where Nf is the receiver noise figure, and Gd is a system
constant defined in the same way as in [28], [29]. In the sequel,
for simplicity, we assume that the BER of each transmission
is made sufficiently small such that transmission errors have
a negligible effect on the BMSE. Thus, letting

ci(t) =
2NfN0GdT

h2i (t)

(
ln

2

BERi

)
,
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and using (9) in (8), the BMSE is given by:

BMSE(e(t)) = Tr


C−1s +

N∑
i=1

uiu
T
i

σ2
i +

A2c2i (t)

e2i (t)


−1

(10)

where e(t) = [e1(t), . . . , eN (t)]T is the vector collecting
all transmission energies. If no node is transmitting, signal
estimation is still performed as in (7), but exploiting only the
prior information on the signal process. In such a case, we have
m(t) = 0, Cw = Σ = diag{σ2

1 , . . . , σ
2
N}, and the LMMSE

estimator reads as:

ŝ(t) =

(
I−

(
C−1s + UTΣ−1U

)−1
UTΣ−1U

)
µs, (11)

with corresponding BMSE (i.e., the worst case) given by:

BMSEworse = Tr {Cs} . (12)

C. Energy Harvesting Model

The EH process is modeled as successive energy packet
arrivals, i.e., Ri(t) units of energy arrive at sensor i at the
beginning of the t-th time slot. The energy arrivals Ri(t) are
i.i.d. among different slots, and are upper bounded by Rmax

[30]. In each time slot, part of the arrived energy, say, ri(t),
satisfying ri(t) ≤ Ri(t), will be harvested and stored in the
battery, and it will be available for transmission from the next
slot. Let us denote the battery level of node i at time slot
t as Bi(t). At each time t, the battery is drained by node’s
transmissions toward the fusion center, which incur an energy
cost ei(t), and by other operations made by the node during the
slot (such as, e.g., processing, signalling, etc.), which require
an energy cost eo,i. In the sequel, we assume that eo,i is fixed
over time and known apriori (i.e., it depends on the structure
of the specific algorithmic solution). Then, the system has an
implicit energy causality constraint ei(t) ≤ Bi(t)−eo,i for all
t, which let the battery evolve according to:

Bi(t+ 1) = Bi(t)− ei(t)− eo,i + ri(t), for all i, t. (13)

The energy causality constraint ensures that Bi(t) ≥ 0 for all
i, t. Also, in (13), we omit the maximum battery size because
our methods will stabilize the batteries with guaranteed upper-
bounds on their levels. Of course, from (13), the battery
level is determined by the balance between the energy spent
for transmission/processing (i.e., ei(t) and eo,i) and the one
harvested from the environment (i.e., ri(t)). In the sequel, we
illustrate the proposed methods for decentralized estimation
based on stochastic Lyapunov optimization.

III. DYNAMIC BMSE MINIMIZATION UNDER BATTERY
STABILITY CONSTRAINTS

The proposed strategy aims at minimizing the temporal av-
erage of the BMSE in (10), constrained to the aforementioned
EH and battery processes, with respect to the transmission
energies e(t) = {ei(t)}Ni=1 and the harvestable energies
r(t) = {ri(t)}Ni=1. In principle, since the energies {ei(t)}Ni=1

are related to the quantization bits {bi(t)}Ni=1 through (9), the
values of {ei(t)}Ni=1 belong to a finite discrete set. This would
inevitably lead to a mixed-integer problem formulation, which
has a prohibitive (combinatorial) complexity for large number
of nodes and quantization levels. Thus, to find an approximate
but low-complexity solution, we relax {ei(t)}Ni=1 to be real
variables, and we cast our long-term optimization problem as:

min
e(t), r(t)

lim
t→∞

1

t

t−1∑
τ=0

E{BMSE(e(τ))}

subject to (14)

lim
t→∞

1

t

t−1∑
τ=0

E{Bi(e(τ))} <∞ ∀i;

0 ≤ ei(t) ≤ min[emaxi , Bi(t)− eo,i] ∀i, t;
0 ≤ ri(t) ≤ Ri(t) ∀i, t.

The first constraint in (14) imposes that the batteries are
strongly stable [24], i.e., they cannot grow unbounded; the
second constraint puts bounds on the transmitted powers,
whose maximum value is given by the minimum among the
battery level Bi(t) minus the overhead energy eo,i and the
maximum energy emaxi that can be transmitted by the radio
interface; finally, the third constraint sets the bounds on the
harvestable energy at each time slot.

To solve problem (14), we employ dynamic methods based
on stochastic optimization [24], [31]. In particular, to guaran-
tee the energy causality constraint ei(t) ≤ Bi(t) − eo,i, for
all i, t, and keep the energy storage (strongly) stable around
a prescribed battery level, we use the approach from [31],
defining the virtual queues:

B̃i(t) = Bi(t)− θi, i = 1, ..., N, (15)

where Bi(t) evolves as in (13), and θi > 0 is a parameter to
be selected. As illustrated in [31], [32], the use of the virtual
queues B̃i(t) in (15) is useful to stabilize the battery levels
Bi(t) in (13) around θi. Then, the algorithmic approach passes
through the definition of the Lyapunov function:

L
(
B̃(t)

)
=

1

2

N∑
i=1

B̃i(t)
2 (16)

where B̃(t) =
{
B̃i(t)

}N
i=1

, and the corresponding one-slot
conditional Lyapunov drift, given by:

∆
(
B̃(t)

)
, E

{
L
(
B̃(t+ 1))− L(B̃(t)

) ∣∣ B̃(t)
}
, (17)

where the expectation depends on the control policy, and is
taken with respect to the random radio channels and energy
packet arrivals. Then, since the problem formulation in (14)
aims at minimizing the average BMSE, we introduce the drift-
plus-penalty function defined as [24]:

∆p

(
B̃(t)

)
= ∆(B̃(t)) + V · E

{
BMSE

(
e(t)

) ∣∣ B̃(t)
}

(18)

where V is a control parameter used to tradeoff the BMSE with
batteries’ size. Following arguments similar to those used in
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[24, Lemma 4.6], exploiting (15), simple algebra shows that
the drift-plus-penalty in (18) can be upper-bounded as:

∆p

(
B̃(t)

)
≤ C +

N∑
i=1

E
{
B̃i(t)

[
ri(t)− ei(t)

] ∣∣ B̃(t)
}

+ V · E
{

BMSE(e(t))
∣∣ B̃(t)

}
(19)

where C is a positive constant. Now, we proceed by using
a stochastic approach, where we drop the expectation and
greedily minimize instantaneous values of (19) at each t. Thus,
in each time slot, the method requires the solution of the
following optimization problem:

min
e(t),r(t)

N∑
i=1

B̃i(t)
[
ri(t)− ei(t)

]
+ V · BMSE(e(t))

subject to (20)
0 ≤ ei(t) ≤ min[emaxi , Bi(t)− eo,i] ∀i, t;
0 ≤ ri(t) ≤ Ri(t) ∀i, t.

The dynamic optimization of (20) faces two main issues. The
first issue is the nonconvexity of Problem (20), due to the fact
that the BMSE is a nonconvex function of the transmission
energies e(t). The second issue is the presence of the battery
levels {Bi(t)}Ni=1 into the optimization set, which makes the
set non i.i.d. over time slots (a property that we would like
to exploit to prove convergence of the proposed algorithmic
framework based on stochastic optimization, see [31]).

To tackle the first issue, we proceed by finding a suitable
approximation of the objective function in (20) in order to
simplify the solution while still preserving optimality guar-
antees. In particular, we hinge on the concept of Γ-additive
approximation [24, p. 59], whose definition is reported next.

Definition 1: For a given constant Γ, a Γ-additive approx-
imation of the drift-plus-penalty algorithm is one that, for a
given state B̃(t) at slot t, chooses a (possibly randomized)
action [e(t), r(t)] ∈ Z(t) (cf. (22)) that yields a conditional
expected value of the objective function in (20) that is within a
constant Γ from the infimum over all possible control actions.

To find a suitable Γ-additive approximation, while preserv-
ing meaningful first-order information of the original function,
we propose to substitute BMSE(e(t)) in (20) with its lin-
earization around e(t− 1) (i.e., the solution available at time
t− 1), which reads as:

B̂MSE(e(t)) = BMSE(e(t− 1)) +

∇eBMSE(e(t− 1))T (e(t)− e(t− 1)), (21)

where ∇eBMSE(e(t−1)) =

{
∂BMSE(e(t− 1))

∂ei

}N
i=1

is the

gradient vector of the BMSE evaluated in e(t − 1) (cf. (52),
see Appendix B for the derivation).

To tackle the second issue in (20), we simply drop the bat-
tery levels {Bi(t)}Ni=1 from the optimization set. At first sight,
this might seem an excessive approximation that can lead to a
violation of the energy causality constraint ei(t) ≤ Bi(t)−eo,i,
for all i = 1, . . . , N . However, we will show that, under a
proper choice of the system parameters θi in (15) for all i, the

Algorithm 1: Dynamic BMSE minimization under battery
stability constraints

Parameters: Set V > 0; Bi(0) ≥ emaxi + 2eo,i, ei(−1) ∈
[0, emaxi ], θi = V Gmax + 2emaxi + 2eo,i, for all i.
For t ≥ 0, repeat:
Input at time t: {hi(t)}Ni=1 and {Ri(t)}Ni=1.

• Nodes: Compute {ri(t)}Ni=1 and {ei(t)}Ni=1 as (24) and
(25). Transmit m(yi(t), bi(t)) to the FC for all i ∈ S(t).

• Fusion center: Compute ŝ(t) as (7). Compute
∂

∂ei
BMSE(e(t)) as (52), and transmit it to node i, for

all i = 1, . . . , N .
Output at time t: Harvested energies {ri(t)}Ni=1, transmitted
energies {ei(t)}Ni=1, and LMMSE ŝ(t).

proposed method can satisfy the energy causality constraint
without explicitly consider it into the optimization. Then, the
new optimization set becomes:

Z(t) =
{

e(t), r(t) : 0 ≤ ei(t) ≤ emaxi

0 ≤ ri(t) ≤ Ri(t), ∀i = 1, . . . , N
}
, (22)

which is now i.i.d. over time slots. Thus, using (21) and (22) in
(20), we obtain the dynamic resource allocation policy given
by the online optimization of the following per-slot problem
(where we have removed all terms that do not depend on the
optimization variables):

min
e(t),r(t)

N∑
i=1

[
− B̃i(t) + V · ∂BMSE(e(t− 1))

∂ei

]
ei(t)

+
N∑
i=1

B̃i(t)ri(t) (23)

subject to
0 ≤ ei(t) ≤ emaxi ∀i, t;
0 ≤ ri(t) ≤ Ri(t) ∀i, t.

Problem (23) is linear, and its globally optimal solution can be
easily found in closed form, determining for every t the values
of the energies ri(t) to be harvested from the environment, the
transmission energies ei(t), and the sampling set

S(t) = {i : ei(t) > 0},

i.e., the set of transmitting nodes at time t. In particular,
minimizing (23) with respect to ri(t), with the constraint
0 ≤ ri(t) ≤ Ri(t), node i collects the maximum harvestable
energy Ri(t) when Bi(t) ≤ θi; whereas, for Bi(t) > θi, node
i does not harvest any energy. In formuals, we have:

ri(t) = Ri(t) · I(Bi(t) ≤ θi) ∀ i, t, (24)

where I(·) denotes the indicator function. Similarly, since (23)
is linear with respect to ei(t), each node i transmits using the
maximum energy emaxi when

Bi(t) ≥ θi + V · ∂
∂ei

BMSE(e(t)),
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i.e., when the battery level is sufficiently high; in the opposite
case, node i does not transmit. Overall, we have:

ei(t) = emaxi · I
(
B̃i(t) ≥ V ·

∂

∂ei
BMSE(e(t− 1))

)
∀ i, t.

(25)
The control policy achieved by the proposed Min-Drift-Plus
Penalty strategy, together with the overall decentralized esti-
mation procedure in EH-WSNs, are listed in Algorithm 1. The
proposed method comes with theoretical guarantees, which we
summarize in the following theorem.

Theorem 1: Suppose that the random radio channels
{hi(t)}i,t and energy packet arrivals {Ri(t)}i,t are i.i.d over
time, and that E{L(B̃(0))} < ∞. Also, let Bi(0) ≥ emaxi +
2eo,i, and

θi = V Gmaxi + 2emaxi + 2eo,i, i = 1, . . . , N, (26)

where

Gmaxi =
1

2emaxi σ2
i

Tr
{(

C−1s + σ−2i uiu
T
i

)−2
uiu

T
i

}
, (27)

for all i = 1, . . . , N . Then, the dynamic control policy
obtained by Algorithm 1 guarantees the following properties.

(a) [Battery evolution]: The battery level at
each node satisfies:

emaxi + eo,i ≤ Bi(t) ≤ θi +Rmax − eo,i, ∀i, t,
(28)

i.e., the batteries are strongly stable and never drain.
From (26) and (28), it also holds:

Bi(t) = O(V ), ∀i, t. (29)

(b) [Optimality]: The trajectory of Algorithm 1 is
such that

lim sup
T→∞

1

T

T∑
t=1

E{BMSE(t)} ≤ BMSEopt +
C + Γ

V
,

(30)
where BMSEopt is the infimum Bayesian Mean-
Square Error achievable by any policy that meets the
required constraints in (14).

Proof. See Appendix A.
Theorem 1 illustrates that, increasing the penalty parameter

V , the proposed method approaches the optimal solution of
Problem (14) (cf. (30)), while guaranteeing stability of the
battery levels and the energy causality constraint (cf. (28)).
The price to be paid to reach optimality is an increase of the
required size of the batteries, which grows linearly with V
(cf. (29)). In other words, Theorem 1 quantitatively expresses
a tradeoff between decentralized estimation performance and
size of the batteries at each node. In practical scenarios, once
we have selected the maximum battery size of each sensor (a
choice typically driven by budget constraints or manufacturing
limits), the parameter V (and, consequently, θi) can be tuned
to stabilize the battery level around a prefixed region of interest
(e.g., around the maximum available size, or its 60%-70% for
improved efficiency [33], as in realistic settings). Of course,
if the available battery size available is too small, we might
not reach the global optimum of problem (14).
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Fig. 2: BMSE versus V, for different values of Rmax.

In the next paragraph, we illustrate some numerical results
confirming our theoretical claims, and assessing the perfor-
mance of the proposed method.

Numerical Results

All the numerical results of this paper are obtained from a
MATLAB implementation of the proposed procedures, using
a PC with Intel Core i7-7700HQ CPU with a frequency of
2.80 GHz. We consider the scenario depicted in Fig. 1, with
N = 50 nodes uniformly distributed over a disk of radius
100 meters, and the FC placed at the center of the disk.
The signal x(t) is modeled as in (1) and it is defined over
a graph whose adjacency matrix considers Gaussian weights
depending on the relative distance among the nodes [34], using
a scale parameter (i.e., the variance) α2 = 0.25. The resulting
graph signal belongs to the subspace (i.e., matrix U in (1))
spanned by the first six eigenvectors of the Laplacian matrix
of the graph; the signal process s(t) in (1) is zero-mean with
a randomly chosen covariance matrix Cs such that the worse
BMSE in (12), corresponding to having an empty sampling set
(i.e., no node is transmitting), is equal to -2 dB (loose prior).
The observation noise in (2) is zero-mean, Gaussian, with a
variance σ2

i = 10−4 for all i. The radio channels {hi(t)}i,t
consider free-space propagation with a carrier frequency equal
to 10 MHz. We also added a multiplicative i.i.d. Rayleigh
fading with unitary variance. The other parameters are: A = 1,
Gd = 10−3, Nf = 10, BERi = 10−4 for all i. The slot
duration is set to T = 1 ms, and emaxi is chosen as in (9)
setting bi(t) = 4 bits (i.e., the maximum number of bits used
for this simulation) for all t and i = 1, . . . , N . The above
setting has been chosen consistently with a realistic Bluetooth
WSN [35]. The harvested energies {Ri(t)}i,t are uniformly
distributed between 0 and Rmax for all i, t.

To assess the performance of Algorithm 1, in Fig. 2 we
illustrate the behavior of the average BMSE in (10) versus
V , averaged over time on 100 samples after convergence
and over 50 independent simulations, considering different
values of the maximum harvestable energy Rmax. We also
report the minimum BMSE (i.e., BMSEopt) achievable by
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Fig. 3: Active nodes versus V, for different values of Rmax.
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Fig. 4: Battery level versus V.

the system as a benchmark, which corresponds to having all
nodes active and transmitting using the maximum number
of bits. As we can see from Fig. 2, at large values of V ,
the proposed method approaches the optimal performance
BMSEopt. As expected, increasing Rmax (i.e., the energy
harvestable from the environment), the method achieves the
optimal performance at lower values of V . Also, in Fig. 3, we
report the average number of active nodes (or, equivalently,
the average cardinality of the sampling set) versus V , averaged
over time and 50 independent simulations, for different values
of Rmax. From Fig. 3, we can notice how the number of
active nodes increases with V and, as expected, the optimal
BMSEopt in Fig. 2 corresponds to having all nodes active.
Furthermore, in Fig. 4, we illustrate the average battery level
of the network (on a logarithmic scale), which increases with
V , having fixed Rmax = 2.5 mJ. These results illustrate
the tradeoff between estimation performance and size of the
batteries, thus confirming the theoretical results in Theorem
1. In practical applications, this tradeoff imposes a limit on
the achievable estimation performance that depends on the
capacity of the batteries within each sensor, which is typically
dictated by the economic cost to build the single device.
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Fig. 5: BMSE versus time, with ON/OFF harvesting profile.

Finally, in Fig. 5, we plot the temporal evolution of the
BMSE in a non-stationary scenario, where we simulate an
ON/OFF EH profile with a time window of 1 s. The results
are averaged over 100 independent simulations, and consider
V = 10−4 and Rmax = 5 mJ. As we can notice from Fig. 5,
the proposed procedure is able to react and adapt to the change
in the EH statistics, achieving better or worse estimation
performance depending on the current availability or absence
of harvested energy, respectively.

IV. DYNAMIC ENERGY MINIMIZATION UNDER BATTERY
STABILITY AND ESTIMATION ACCURACY CONSTRAINTS

In the previous section, we have focused our attention on
a dynamic strategy that optimally selects radio parameters,
the set of sampling sensors and the harvested energies in
order to minimize the average BMSE while ensuring battery
stability at each node. Often, specific applications impose
constraints on the performance that the estimation procedure
must satisfy. In this context, the problem can be formulated
using a sparse sensing approach [36], i.e., as the minimization
of the average energy spent by the WSN (and, as a by-product,
the number of transmitting nodes) to achieve the required value
of estimation accuracy, while still guaranteeing strong stability
of the batteries. The problem can be cast mathematically as:

min
e(t),r(t)

lim
t→∞

1

t

t−1∑
τ=0

N∑
i=1

E {ei(τ)}

subject to

lim
t→∞

1

t

t−1∑
τ=0

E{Bi(τ)} <∞, ∀i;

lim
t→∞

1

t

t−1∑
τ=0

E {BMSE(e(τ))} ≤ γ;

0 ≤ ei(t) ≤ min[emax
i , Bi(t)− eo,i], ∀i, t;

0 ≤ ri(t) ≤ Ri(t), ∀i, t.

(31)

The first constraint in (31) imposes that the battery evolution
at each node is strongly stable; the second constraint imposes
that the average BMSE is lower than a prescribed value γ > 0;
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the third constraint puts bounds on the transmitted powers, i.e.,
the minimum among Bi(t) − eo,i and the maximum energy
emax
i that can be transmitted by the radio interface; finally,

the last constraint in (31) sets the bounds on the harvestable
energy at each time slot.

Similarly to the previous section, we use tools from stochas-
tic optimization [24] to provide a dynamic strategy that solves
problem (31). To this aim, we first introduce the virtual queue
Z(t) associated with the BMSE inequality constraint in (31),
with update equation:

Z(t+ 1) = max[Z(t) + µ(BMSE(e(t))− γ), 0], (32)

where µ > 0 is a step-size used to control the convergence
speed of the algorithm 1. Furthermore, to keep the energy
storage stabilized around a maximum battery size, we use
again the virtual queues [31], [32]:

B̃i(t) = Bi(t)− ϑi, i = 1, . . . , N, (33)

where Bi(t) evolves as in (13), and ϑi > 0 is a parameter to
be selected. Then, we introduce the Lyapunov function:

L(Ψ(t)) =
1

2
Z(t)2 +

1

2

N∑
i=1

B̃i(t)
2 (34)

where Ψ(t) =
[
Z(t), {B̃i(t)}Ni=1

]
, and the one-slot condi-

tional Lyapunov drift given by:

∆(Ψ(t)) , E{L(Ψ(t+ 1))− L(Ψ(t))|Ψ(t)}, (35)

where the expectation depends on the control policy, and
is taken with respect to the random channels and energy
packet arrivals. Minimizing (35) would stabilize the virtual
queues, but it can lead to a large energy expenditure. Since our
approach aims at minimizing the energy spent by the network
to perform the signal recovery task (cf. (31)), we introduce
the drift-plus-penalty function as [24]:

∆p(Ψ(t), e(t)) = ∆(Ψ(t)) + V

N∑
i=1

E {ei(t)}|Ψ(t)} (36)

where V is a control parameter used to trade-off power
consumption with queues length. Now, following arguments as
in [24], exploiting (32) and (33), the drift-plus-penalty function
in (36) can be upper-bounded as:

∆p(Ψ(t), e(t), r(t)) ≤ C2 + V ·
N∑
i=1

E{ei(t)|Ψ(t)}

+ Z(t) · E
{

BMSE(e(t))− γ|Ψ(t)
}

+
N∑
i=1

B̃i(t) · E{ri(t)− ei(t)|Ψ(t)} (37)

where C2 is a positive constant. Thus, we can now use the
stochastic approach where we greedily minimize instantaneous
values of (37) at each t [24], thus obtaining the control policy
described by Algorithm 2. The proposed dynamic algorithm
determines the optimal transmission energies {ei(t)}i, the

1The step-size does not alter the problem, and comes from the multiplication
of both sides of the second constraint in (31) by a scalar µ > 0.

Algorithm 2: Dynamic energy minimization under battery
stability and BMSE constraints

Parameters: Set V > 0; Bi(0) ≥ 0, Z(0) > 0 chosen at
random, θi > 0, for all i = 1, . . . , N .
For t ≥ 0, repeat:
Input at time t: {hi(t)}Ni=1 and {Ri(t)}Ni=1.

• Fusion center: Compute {ei(t)}Ni=1 solving:

min
e(t)

N∑
i=1

(
V − B̃i(t)

)
ei(t) + Z(t) · BMSE(e(t))

subject to 0 ≤ ei(t) ≤ min[emax
i , Bi(t)− eo,i]

(38)

Transmit {ei(t)}Ni=1 to the nodes.
• Nodes: Transmit m(yi(t), bi(t)) to the FC for all i ∈
S(t). Compute {ri(t)}Ni=1 as (24). Transmit battery levels
{Bi(t)}Ni=1 to the FC.

• Fusion center: Compute ŝ(t) as (7). Update Z(t) as (32).

Output at time t: Harvested energies {ri(t)}Ni=1, transmitted
energies {ei(t)}Ni=1, and LMMSE ŝ(t).

sampling set S(t), and the energies {ri(t)}i to be harvested
from the environment. In particular, minimizing (37) with
respect to ri(t), with the constraint 0 ≤ ri(t) ≤ Ri(t), each
node i collects the maximum harvestable energy Ri(t) when
Bi(t) ≤ ϑi; whereas, for Bi(t) > ϑi, node i does not harvest
any energy (cf. (24)). Also, merging (13) with (24), we have:

Bi(t) ≤ ϑi +Rmax − eo,i, for all i, t, (39)

which guarantees the strong stability of the batteries required
in (31). The control policy achieved by the proposed strategy,
together with the overall decentralized estimation procedure in
EH-WSNs, are listed in Algorithm 2.

The step in (38) requires the solution of a nonconvex
optimization problem, which can be carried out using any
descent approach initialized with a warm start, i.e., using the
energy values {ei(t − 1)}Ni=1 at time t − 1. However, this
approach has no guarantees to find the optimal solution of
(38) at each time t, and in general has a large complexity that
might not be affordable in real-time. Thus, proceeding as in
Sec. III, we propose a simplified algorithm that has very low-
complexity, while still guaranteing the BMSE constraint and
offering energy performance that are close to those achieved
by Algorithm 2. In particular, the approach is similar to the
one exploited for Algorithm 1: the core idea is still finding
a suitable approximation of the objective function in (38)
in order to simplify its solution. Thus, we again substitute
BMSE(e(t)) in (38) with its linearization around e(t−1) (i.e.,
the solution available at time t − 1), which is given by (21).
Using (21) in (38), it is easy to see that the resulting problem
is linear in {ei(t)}Ni=1, and its globally optimal solution is
given in closed form by:

ei(t) = min[emax
i , Bi(t)− eo,i]×

I
(
B̃i(t) ≥ V + Z(t)

∂

∂ei
BMSE(e(t− 1))

)
, (40)
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Algorithm 3: Low-complexity dynamic energy minimiza-
tion under battery stability and BMSE constraints

Parameters: Set V > 0; Bi(0) ≥ 0, ei(−1) ∈ [0, emaxi ],
Z(0) > 0 chosen at random, θi > 0, for all i = 1, . . . , N .
For t ≥ 0, repeat:
Input at time t: {hi(t)}Ni=1 and {Ri(t)}Ni=1.

• Nodes: Update {ri(t)}Ni=1 as (24), and {ei(t)}Ni=1 as (40).
Transmit m(yi(t), bi(t)) to the FC for all i ∈ S(t).

• Fusion center: Compute ŝ(t) as (7) and
∂

∂ei
BMSE(e(t))

as (52). Update Z(t) as (32). Transmit Z(t + 1) ·
∂

∂ei
BMSE(e(t)) to node i, for all i = 1, . . . , N .

Output at time t: Harvested energies {ri(t)}Ni=1, transmitted
energies {ei(t)}Ni=1, and LMMSE ŝ(t).

for all t and i = 1, . . . , N . Clearly, the energy update
in (40) has much lower complexity than the one in (38),
which requires the solution of an optimization problem. In
summary, the control policy achieved by the proposed low-
complexity strategy, together with the overall decentralized
estimation procedure in EH-WSNs, are listed in Algorithm
3. Deriving a full theoretical analysis for Algorithms 2 and 3
is a complicated task, and goes beyond the scope of this paper.
The performance of the proposed strategies will be assessed
through numerical experiments in the next section.

Numerical Results

In the sequel, we consider the same WSN and parameters
configuration used in the previous case. In Fig. 6, we illustrate
the behavior of the sum of transmission energies over the
network obtained by Algorithms 2 and 3, versus the control
parameter V , for different values of the accuracy constraint γ.
The results are averaged over time on 100 samples after con-
vergence and over 50 independent simulations. From Fig. 6,
we can notice how the average transmission energy decreases
at larger values of the trade off parameter V , until a floor
value is reached. As expected, the floor value is higher when
we impose a stricter requirement on the estimation accuracy,
i.e., at lower values of γ. Also, we can notice that Algorithm 2
shows better performance floors with respect to Algorithm 3.
Interestingly, as a by-product, increasing the parameter V , the
solution of (38) [and (40)], in terms of transmission energies,
tends to be always more and more sparse, i.e., many sensors
do not transmit at all. This fact is quantified in Fig. 7, where
we illustrate the average behavior of the number of active
nodes (or, equivalently, the average cardinality of the sampling
set) with respect to V , for different values of γ and different
algorithms. The results are averaged over time on 100 samples
after convergence and over 50 independent simulations. As
we can see from Fig. 6, the number of active nodes tends to
decrease at large values of V , thanks to the sparsifying action
of the control parameter. Also, Algorithm 2 enables a better
sparsification of transmitting nodes thanks to its increased
complexity.
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Fig. 6: Transmitted energy versus V, for different values of the
parameter γ.
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Fig. 7: Number of active nodes versus V, for different values
of the parameter γ.

The results in Figs. 6 and 7 are obtained while guaran-
teeing prescribed performance in terms of battery levels and
estimation performance. In particular, in Fig. 8, we illustrate
the temporal behavior of the battery level, averaged over the
network and over 50 independent simulations, considering
V = 100, γ = −20 dB and different values of ϑi = ϑ
for all i = 1, . . . , N . The step-size parameter µ was hand-
tuned to obtain the best convergence rate in all the simulations.
As we can notice from Fig. 8, the battery levels quickly
become stable around a value slightly greater than ϑ, while
satisfying the upper-bound in (39). In Figs. 9 and 10, we show
the temporal behavior of the BMSE for Algorithms 2 and
3, respectively, averaged over 100 independent simulations,
for different values of γ. The simulation parameters are:
V = 100 and ϑi = 2.5 kJ for all i. As we can notice
from Figs. 9 and 10, both algorithms stabilize the BMSE
around γ, thus guaranteeing the target performance of the
estimation task. In Fig. 11, we show the temporal behavior
of the number of active nodes using Algorithm 3, averaged
over 50 independent simulations, for different values of µ. The
simulation parameters are: V = 100, γ = −18 dB, ϑi = 2.5 kJ
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Fig. 8: Average Battery Level versus time, for different values
of the parameter ϑi.
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Fig. 9: BMSE versus time, for different values of the parameter
γ using Algorithm 2.

and Bi(0) = ϑi/2 for all i. As expected, the convergence rate
of the Algorithm depends on the step-size µ used in the virtual
queue: larger values of µ force the optimization procedure to
respect the constraint on the estimation performance as early
as possible, thus enabling more nodes to transmit since the
first time slots. Clearly, the convergence speed is also related
to the battery level of the sensors: simulation results suggest
not to overshoot the step-size µ if the initial battery level is
low, because nodes would be forced to transmit slowing down
the stabilization of the batteries.

Comparisons among strategies. In this section, we com-
pare our strategies between them and with previous methods
available in the literature. Even if several works on dynamic
resource allocation for EH wireless sensor networks are avail-
able, e.g., [12]–[23], none of them adopts the same network
design and optimization criteria that we consider in our paper.
Nevertheless, to set up a fair comparison between our methods
and state of the art solutions, we have adapted to our dynamic
EH scenario the static optimization strategy proposed in [6],
in order to get a different solution method for problem (31).
Then, in Fig. 12, our dynamic methods in Algorithms 2 and 3
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Fig. 10: BMSE versus time, for different values of the param-
eter γ using Algorithm 3.
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Fig. 11: Number of Active Nodes versus time, for different
values of the parameter µ using Algorithm 3.

have been compared among them and with the static strategy
from [6] in terms of trade-off between BMSE constraint and
minimum network energy needed to achieve it. As we can
notice from Fig. 12, Algorithm 2 produces a better BMSE-
energy tradeoff with respect to Algorithm 3; a fact that is
paid in terms of computational complexity (cf. Table II).
Furthermore, from Fig. 12, our dynamic approach leads to
better performance with respect to the static strategy. This is
due to the fact that Algorithms 2 and 3 incorporate a dynamic
mechanism (thanks to the virtual queue Z(t) in (32)) able to
learn over time the best policy for the long-term optimization
in (31); a fact that the static strategy from [6] cannot exploit,
thus behaving in myopic way over time.

Finally, in Table II we present the average execution time
needed to perform one iteration of Algorithms 1, 2, 3, and
the static strategy. As we can notice from Table II, the static
strategy in [6] requires a large execution time per iteration,
which is of similar (but still three times larger) to the one
needed by Algorithm 2, and orders of magnitude larger than
Algorithms 1 and 3. This is because both Algorithm 2 and the
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Fig. 12: BMSE vs Network Energy, for Alg. 2, Alg. 3 and the
Static Strategy.

Algorithm 1 4 · 10−5 s
Algorithm 2 0.5 s
Algorithm 3 4 · 10−5 s
Static Strategy 1.6 s

TABLE II: Execution Time per Iteration

static optimization in [6] require the solution of an optimiza-
tion problem at each iteration. On the contrary, Algorithm 1
and Algorithm 3 are dramatically faster thanks to their low
complexity operations, which can be easily performed also by
low-end sensors. In summary, looking at Fig. 12 and Table
II jointly, Algorithm 2 has better performance than Algorithm
3, but at the price of a larger execution time; whereas, our
proposed dynamic strategies (i.e., Algorithms 2 and 3) lead to
enhanced performance with respect to the static strategy both
in terms of execution time and energy-accuracy tradeoff.

V. CONCLUSIONS

In this paper, we have proposed dynamic strategies for op-
timal resource allocation in energy harvesting wireless sensor
networks, aimed at performing decentralized (vector) signal
estimation at a fusion center. The methods use a probabilistic
digital quantization scheme to cope with the rate-constrained
nature of the wireless channel. The proposed strategies are
based on stochastic Lyapunov optimization, and dynamically
select radio parameters, sampling set, and harvested energy
at each node, while guaranteeing accuracy of the recovery
procedure, and stability of the batteries around a prescribed
operating level. Interestingly, the strategy aimed at maximizing
the BMSE introduces a tradeoff between estimation accuracy
and size of the battery levels at each node. The methods do not
require any prior knowledge of the statistics of radio channel
and/or harvested energy arrivals, and are capable to adapt in
real-time to dynamic variations of the environment. Numerical
results corroborate our theoretical findings, and assess the
performance of the proposed strategies for decentralized signal
estimation over energy harvesting WSNs. Future research
directions include the application of the proposed techniques
to enable proactive sensing and general machine learning tasks

(such as, e.g., prediction, anomaly detection, data classifica-
tion, etc.) at the edge of the wireless network.

APPENDIX A
PROOF OF THEOREM 1

Point (a). We proceed by analyzing separately all possible
batteries states along the trajectory of Algorithm 1. Let us
consider the battery’s behavior at the i-th node.

• if θi ≤ Bi(t) ≤ θi +Rmax then:

Bi(t+ 1) = Bi(t)− ei(t) + ri(t)− eo,i
= Bi(t)− ei(t) + 0− eo,i
≤ Bi(t)− eo,i
≤ θi +Rmax − eo,i, (41)

where the second equality derives from (24).
• if 0 ≤ Bi(t) ≤ θi then:

Bi(t+ 1) = Bi(t)− ei(t) + ri(t)− eo,i
≤ Bi(t) + ri(t)− eo,i
≤ θi +Rmax − eo,i, (42)

where the first inequality derives from ei(t) ≥ 0,∀i, t;
whereas the second inequality comes from ri(t) ≤ Rmax,
∀i, t. Thus, from (41) and (42), it follows:

Bi(t) ≤ θi +Rmax − eo,i ∀i, t. (43)

• if Bi(t) ≥ 2emaxi + 2eo,i then:

Bi(t+ 1) = Bi(t)− ei(t) + ri(t)− eo,i ≥ emaxi + eo,i,
(44)

because 0 ≤ ei(t) ≤ emaxi , and ri(t) ≥ 0, ∀i, t.
• if emaxi + 2eo,i ≤ Bi(t) ≤ 2emaxi + 2eo,i, we impose
ei(t) = 0 (i.e., the node does not transmit) to be sure the
constraint ei(t) ≤ Bi(t)− eo,i holds for all t. From (25),
ei(t) = 0 if:

B̃i(t)− V ·
∂

∂ei
BMSE(e(t− 1)) ≤ 0. (45)

Now, exploiting (15) in (45), we obtain:

Bi(t)− θi − V ·
∂

∂ei
BMSE(e(t− 1))

≤ 2emaxi + 2eo,i − θi + V ·Gmaxi ≤ 0 (46)

where Gmaxi is an upperbound of the (absolute value
of the) i-th BMSE gradient component given by (27).
The derivation of Gmaxi is reported in Appendix 2. Thus,
choosing:

θi ≥ V Gmaxi + 2emaxi + 2eo,i (47)

ensures that ei(t) = 0 and

Bi(t+ 1) = Bi(t)− ei(t) + ri(t)− eo,i
= Bi(t)− 0 + ri(t)− eo,i
≥ emaxi + eo,i. (48)
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In conclusion, if Bi(0) ≥ emaxi + 2eo,i for i = 1, ..., N ,
from (48) and (43), we obtain:

emaxi + eo,i ≤ Bi(t) ≤ θi +Rmax − eo,i, ∀i, t, (49)

which proves (28). Finally, choosing θi = V Gmax +
2emaxi + 2eo,i (cf. (47)), it follows from (49) that:

Bi(t) = O(V ), ∀i, t, (50)

which proves also (29).
Point (b). The proof follows from the fact that the control

policy given by Algorithm 1 is the solution of (23), which is a
Γ-additive approximation of the drift-plus-penalty algorithm in
(20). This holds true because, for any given batteries state B̃(t)
at slot t, the objective function in (20) is bounded from above
inside the finite size of the feasible set Z(t) in (22), for all t.
Thus, the conditional expected value of the objective function
in (20), evaluated in the solution of (23), is within a constant
Γ from the global optimum of problem (20). Furthermore,
from (49), the trajectory of (23) is always feasible for Problem
(14) [and, thus, (20)]. Then, the main claim comes as a direct
consequence of [24, Th. 4.8].

APPENDIX B
DERIVATION OF Gmaxi IN (27)

Using basic rules of matrix differentiation to (8) [37], the
ciclic property of the trace, and letting

L(e(t)) = C−1ss +

N∑
i=1

e2i (t)

e2i (t)σ
2
i +A2c2i (t)

uiu
T
i , (51)

the i-th component of the gradient of the BMSE is given by:

∂

∂ei
BMSE(e(t)) = −Tr

{
L−2(e(t))

∂L(ei(t))

∂ei

}
, (52)

where

∂L(ei(t))

∂ei
=

2ei(t)A
2c2i (t)

(e2i (t)σ
2
i +A2c2i (t))

2︸ ︷︷ ︸
h(ei(t),c2i (t))

uiu
T
i . (53)

The algorithm trajectory in (25) determines that ei(t) can
assume only the values 0 or emaxi (cf. (25)), so h(ei(t), c

2
i (t))

can obviously be upper bounded as:

2ei(t)A
2c2i (t)

(e2i (t)σ
2
i +A2c2i (t))

2
≤ 2emaxi A2c2i (t)

((emaxi )2σ2
i +A2c2i (t))

2︸ ︷︷ ︸
g(c2i (t))

∆
=h(c2i (t),e

max
i )

. (54)

It is then easy to see that g(c2i (t)), clearly defined on positive
real numbers, has a maximum in the argument:

c2i (t) =
(emaxi )2σ2

i

A2
. (55)

Now, the i-th gradient component is different from 0 only if
ei(t) = emaxi . Furthermore, from (51)-(53), we have that the
worst-case (in terms of gradient magnitude) is achieved when
node i transmits, i.e., ei(t) = emaxi , while all other nodes are
idle, i.e., ej(t) = 0, for all j 6= i. Thus, setting ci(t)2 = 0 in

(51) and plugging (55) in the RHS of (54), an upper-bound of
the absolute value of (52) is given by:

Gmaxi =
1

2emaxi σ2
i

Tr
{(

C−1s + σ−2i uiu
T
i

)−2
uiu

T
i

}
,

for all i = 1, . . . , N .
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