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A UNIQUENESS CRITERION FOR MEASURE-VALUED

SOLUTIONS OF SCALAR HYPERBOLIC CONSERVATION LAWS

MICHIEL BERTSCH, FLAVIA SMARRAZZO, ANDREA TERRACINA,
AND ALBERTO TESEI

Abstract. We prove existence and uniqueness of Radon measure-valued so-
lutions of the Cauchy problem

{ ut + [ϕ(u)]x = 0 in R × (0, T )
u = u0 ≥ 0 in R × {0} ,

where u0 a positive Radon measure whose singular part is a finite superposition
of Dirac masses, and ϕ ∈ C2([0,∞)) is bounded. The novelty of the paper is
the introduction of a compatibility condition which, combined with standard
entropy conditions, guarantees uniqueness.

1. Introduction
intro

1.1. Statement of the problem. In this paper we consider the Cauchy problem

(P ) { ut + [ϕ(u)]x = 0 in R × (0, T ) =∶ S
u = u0 in R × {0} .

Here T > 0, u0 is a positive Radon measure on R whose singular part u0s (with
respect to the Lebesgue measure) is a finite superposition of Dirac masses, and ϕ is
a smooth and bounded function with bounded derivative:

(H0) u0s = p∑
j=1

cjδxj
(x1 < x2 < ⋅ ⋅ ⋅ < xp; cj > 0 for 1 ≤ j ≤ p),

(H1) ϕ ∈ C2([0,∞)) ∩W 1,∞(0,∞) .
It is worth mentioning that problem (P ) is related to a class of interesting ap-

plicative models. A common technique for the fabrication of semiconductor devices
is the so-called ion etching, in which the material to be etched is bombarded with
an ion beam (see [7, 11, 12]). Mathematical modelling of the process gives rise to
the Hamilton-Jacobi equation in one space dimension:

(HJ) { Ut +ϕ(Ux) = 0 in R × (0, T )
U = U0 in R × {0} ,

where U = U(x, t) denotes the thickness of the material and ϕ is bounded, non-
convex and vanishing at infinity. Clearly, problem (HJ) is related to (P ) by for-
mally differentiating with respect to x and setting u = Ux, u0 = U ′0. In this way space
discontinuous solutions of (HJ) correspond to Radon measure-valued solutions of
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(P ), which have a Dirac mass δx0
concentrated at any point x0 where U(⋅, t) is

discontinuous (t ∈ (0, T )).
Problem (P ) was studied in [3] under more general hypotheses on ϕ:

(A1) ϕ ∈ C([0,∞)) , ϕ(0) = 0 , ϕ′ ∈ L∞(0,∞) , there exists lim
u→∞

ϕ(u)
u
=∶ Cϕ .

Without loss of generality one may assume that Cϕ = 0 (otherwise replace x by
x −Cϕt, see [3]). If u0 is any positive bounded Radon measure, an approximation
approach can be used to construct suitably defined entropy solutions of (P ) in
a space of bounded Radon measures on S (see Definitions 3.1-3.2 below and [3,
Theorem 3.2]; in the present section we call such solutions “constructed solutions”).
However, an additional condition on solutions is needed for the well-posedness of(P ), since examples of nonuniqueness can be easily produced (see [3, 5]). If (H0)
and (A1) hold and ϕ is bounded and monotonic, a uniqueness condition is known.
It prescribes the behaviour of the regular part ur of the solution at points of the
support of its singular part us:

cruscrus (1.1) (xj , t) ∈ suppus ⇒
⎧⎪⎪⎨⎪⎪⎩
ess limx→x+

j
ur(x, t) =∞ if ϕ′ > 0 in [0,∞)

ess limx→x−
j
ur(x, t) =∞ if ϕ′ < 0 in [0,∞) .

More precisely, in this case there exists at most one entropy solution of (P ), which
satisfies (1.1) and is strongly continuous at t = 0 ([3, Theorem 3.11]). If in addition

(A2) ϕ ∈ C3([0,∞)); ∃L ≥ −1,K ∈ R such that ϕ′′(u)[Lϕ(u)+K] ≤ −[ϕ′(u)]2 < 0 ,
every constructed entropy solution u of problem (P ) satisfies (1.1), thus providing
an existence and uniqueness theorem for (P ) ([3, Theorem 3.12]).

Observe that (A2) entails hat ϕ is either increasing and concave or decreasing
and convex. It is the aim of this paper to extend the above well-posedness results to
the general case of a bounded flux ϕ, without assumptions about its monotonicity
or convexity. To this purpose, we must find a general condition which replaces (1.1).

1.2. A modified Cauchy problem. Condition (1.1) was suggested by the model
problem (see [3])

esterester (1.2) { ut + [ϕ(u)]x = 0 in S with ϕ(u) = 1 − (1 + u)−p (p > 0)
u = δ0 in R × {0} ,

where T > 1. In fact, the unique constructed entropy solution of problem (1.2) is

sol1sol1 (1.3) ur(x, t) ∶= [(ptx−1) 1

1+p − 1] χA(x, t) , us(t) ∶=max{1 − t,0}δ0 ((x, t) ∈ S ),
where we have set

A ∶= {(x, t) ∈ S ∣0 < x ≤ p t,0 ≤ t < 1} ∪ {(x, t) ∈ S ∣ ξ(t) ≤ x ≤ p t,1 ≤ t ≤ T },
and ξ(t) is defined by

ξ′ = 1 − (ptξ−1)− p

1+p

(ptξ−1) 1

1+p − 1
in (1, T ), ξ(1) = 0 .

Observe that the function ur defined in (1.3) diverges as x→ 0+ if t ∈ (0,1) - namely,
as long as us(⋅, t)({0}) > 0, in agreement with the first equality in (1.1). On the
other hand, ur ≡ 0 in the halfstrip S− ∶= (−∞,0) × (0, T ), in particular ur(x, t) → 0
as x→ 0−.
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To generalize (1.1) it is natural to address the “modified Riemann problem”:

rimorimo (1.4) { ut + [ϕ(u)]x = 0 in S

u = u0 in R × {0} ,
with

rimodrimod (1.5) u0r = u−χ(−∞,0) + u+χ[0,∞) , u0s = δ0 (u± ∈ [0,∞)) .
We seek entropy solutions of (1.4)-(1.5). We introduce the sets V± ⊆ [0,∞] of

points which are visible from the right,

deVdeV (1.6)
V+(ϕ) ∶= {u ∈ [0,∞] ∣ϕ(u) ≥ ϕ(s) ∀s ∈ (u,∞]}
V−(ϕ) ∶= {u ∈ [0,∞] ∣ϕ(u) ≤ ϕ(s) ∀s ∈ (u,∞]} ,

and set

s±(ϕ ,u0) ∶= inf V±(ϕ) ∩ [u0,∞] for u0 ∈ [0,∞) .
For shortness we often write V± instead of V±(ϕ), and s± or s±(u0) instead of
s±(ϕ ,u0). Observe that for all u0 ∈ [0,∞)

s+ =∞, s− = u0 if ϕ is increasing, s+ = u0, s− =∞ if ϕ is decreasing.

The following properties of s± are easily checked:

s-s- (1.7)

s+ = inf{u ∈ [u0,∞] ∣ sup
[u0,u)

ϕ = sup
[u0,∞)

ϕ} ,
s− = inf{u ∈ [u0,∞] ∣ inf

[u0,u)
ϕ = inf

[u0,∞)
ϕ} ;

svisvi (1.8) s± ∈ V± , hence s±(ϕ ,u0) =min V±(ϕ) ∩ [u0,∞] .
Plainly, it follows from (1.7)-(1.8) that

ssss (1.9) s±(s±(u0)) = s±(u0) ,
mimamima (1.10) ϕ(s+(u0)) =

⎧⎪⎪⎨⎪⎪⎩
sup[s+(u0),∞)ϕ if s+(u0) <∞
lim sups→∞ϕ(s) if s+(u0) =∞ ,

mimabismimabis (1.11) ϕ(s−(u0)) =
⎧⎪⎪⎨⎪⎪⎩
inf[s−(u0),∞)ϕ if s−(u0) <∞
lim infs→∞ϕ(s) if s−(u0) =∞ ,

whence

p0-p0- (1.12) ϕ′(s±(u0)) = 0 if u0 < s±(u0) <∞ ,

ϕ′(s+(u0)) ≤ 0 if s+(u0) = u0 , ϕ′(s−(u0)) ≥ 0 if s−(u0) = u0 ,

and

cfrcfr (1.13) ϕ(s−(u0)) ≤ lim inf
s→∞

ϕ(s) ≤ lim sup
s→∞

ϕ(s) ≤ ϕ(s+(u0)) for u0 ∈ [0,∞] .
Now consider the Riemann problems:

rv+rv+ (1.14)

⎧⎪⎪⎨⎪⎪⎩
vt + [ϕ(v)]x = 0 in S

v = s+(u+)χ(−∞,0) + u+χ[0,∞) in R × {0} ,

rv-rv- (1.15)

⎧⎪⎪⎨⎪⎪⎩
vt + [ϕ(v)]x = 0 in S

v = u−χ(−∞,0) + s−(u−)χ[0,∞) in R × {0}
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with s±(u±) < ∞. Denote by v± the unique entropy solution of (1.14) and (1.15),
respectively. If u± = s±(u±), there holds v± ≡ s±(u±) in S. On the other hand, if
u± < s±(u±), v± can be constructed in a standard way by considering the convex
hull of ϕ in the interval [u−, s−(u−)], respectively its concave hull in the interval[u+, s+(u+)], and the corresponding characteristics. Plainly, by (1.12) there holds

vequisvequis (1.16) v± = s±(u±) in S∓ ,

where S+ ∶= (0,∞) × (0, T ) and S− ∶= (−∞,0) × (0, T ); moreover,

traritrari (1.17) ∃ lim
x→0±

v±(x, t) =∶ v±(0±, t) , and v±(0±, t) = s±(u±) for all t ∈ (0, T ) .
Now we can construct an entropy solution of problem (1.4). Set

definidefini (1.18) ur(⋅, t) ∶=
⎧⎪⎪⎨⎪⎪⎩
v−(⋅, t) in (−∞,0)
v+(⋅, t) in (0,∞) , us(⋅, t) ∶= A(t)δ0 ,

where

A(t)A(t) (1.19) A(t) ∶= 1 − [ϕ(s+(u+)) − ϕ(s−(u−))] t .
Observe that ϕ(s+(u+)) ≥ ϕ(s−(u−)) by (1.13). If ϕ(s+(u+)) > ϕ(s−(u−)), the
measure u defined by (1.18)-(1.19) is positive on R × (0, τ) with

τ ∶= 1

ϕ(s+(u+)) −ϕ(s−(u−)) .
It is easily seen that u is an entropy solution of the modified Riemann problem (1.4)
in R × (0,min{τ, T }) (see Definitions 3.1-3.2). By (1.17)-(1.18), there holds

traribistraribis (1.20) ur(0±, t) ∶= lim
x→0±

ur(x, t) = s±(u±) for all t ∈ (0,min{τ, T }) .
If τ ≥ T , the result follows. Otherwise, we set us(⋅, t) ∶= 0 for all t ∈ (τ, T ] and

continue the solution in (τ, T ], with initial data ur(⋅, τ), using the standard theory
of scalar conservation laws. If ϕ(s+(u+)) = ϕ(s−(u−)), it is easily seen that u is an
equilibrium solution in S: A(t) ≡ 1 in [0, T ], and, by (1.13) and the definition of s±,
ϕ ≡ ϕ(s+(u+) = ϕ(s−(u−) in the interval (min{u−, u+},∞), thus ur is constant in S

(see (1.18)). One easily generalizes the above discussion to the case that s±(u±) =∞.

It is worth revisiting problem (1.2) in the light of the above remarks. Since in this
case u± = 0 and ϕ is increasing, there holds s+(u+) =∞, s−(u−) = 0, ϕ(s+(u+)) = 1
and ϕ(s−(u−)) = 0, whence (see (1.20))

lim
x→0+

ur(x, t) =∞ , lim
x→0−

ur(x, t) = 0 , A(t) = 1 − t for t ∈ [0,1] ,
in agreement with (1.3).

1.3. Compatibility conditions. To address problem (P ) under assumption (H0)
we need a more general condition than (1.20), which is only suitable for the modified
Riemann problem. To this purpose, observe that equalities (1.9) and (1.20) entail

traritertrariter (1.21) ur(0±, t) = s±(ur(0±, t))
for all t ∈ (0, T ) such that us(⋅, t) > 0. For problem (1.2) the equality at 0+ coincides
with the first equality in (1.1), while that at 0− is trivially satisfied. So, if {0}×(0, t) ∈
suppus, it is natural to regard (1.21) as the desired generalization of (1.1).
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Set H−(u) ∶= −χ(−∞,0)(u) (u ∈ R). It is easily seen that condition (1.21) can be
rephrased as

trariquatrariqua (1.22)
H−(ur(0+, t) − k)[ϕ(ur(0+, t)) −ϕ(k)] ≤ 0
H−(ur(0−, t) − k)[ϕ(ur(0−, t)) −ϕ(k)] ≥ 0 for all k ∈ [0,∞) .

Formally (1.22) is equivalent to the compatibility condition

trariquitrariqui (1.23)
[sgn (ur(0+, t) − k) − sgn (a0(t) − k)][ϕ(ur(0+, t)) −ϕ(k)] ≤ 0
[sgn (ur(0−, t) − k) − sgn (a0(t) − k)][ϕ(ur(0−, t)) −ϕ(k)] ≥ 0

between the traces ur(0±, t) and the boundary data a0(t) =∞, for all k, t as above.
It was shown in [2, 14] that the initial-boundary value problems

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vt + [ϕ(v)]x = 0 in S+

v = a0 in {0} × (0, T )
v = u+ in [0,∞) × {0} ,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vt + [ϕ(v)]x = 0 in S−

v = a0 in {0}× (0, T )
v = u− in (−∞,0] × {0}

are well posed, if a0 ∈ BV (0, T ) and (1.23) holds. This gives an alternative in-
terpretation of the construction used to solve the modified Riemann problem (1.4)
(see (1.14)-(1.15)): as long as the Dirac delta at x = 0 survives, it behaves like a
barrier which decouples the evolution of the regular part of the solution on either
side of the singularity, imposing the two Dirichlet conditions ur(0±, t) =∞ at x = 0.
The evolution of the delta at t = 0 is completely determined by local mass exchange
through x = 0.

The above considerations suggest a constructive approach to address problem(P ) under assumption (H0). By the results in [3] there is a positive time τ until
which all singularities persist, thus the real line is the disjoint union of p+1 intervals.
In each interval we solve the initial-boundary value problem for the conservation law
in (P ), the initial data being the restriction of u0r to that interval, with “boundary
conditions equal to infinity” - or, equivalently, by imposing the analogue of (1.22) to
be satisfied at each point xj , j = 1, . . . , p. The function determined by this procedure
is, by definition, the regular part of a Radon measure, whose singular part is defined
in analogy with (1.18)-(1.19). It is proven that this measure is the unique entropy
solution of (P ) (in the sense of Definitions 3.1-3.2) until the time t = τ . If τ < T

we iterate the procedure in R × (τ, T ) with a smaller number a singularities, thus
well-posedness of (P ) follows in a finite number of steps (see Theorem 3.1).

A technical obstruction to the above program is that the solution constructed in
each interval need not have traces at the points xj . This difficulty is overcome by
using a weak analogue of condition (1.22) (see (3.7)) and the L∞-theory of initial-
boundary value problems developed in [10].

By the finite speed of propagation of solutions of hyperbolic conservation laws,
uniqueness proofs are local in space. Then it can be easily checked that our results
remain valid, if condition (H0) is relaxed to the case that u0s is a locally finite
superposition of Dirac masses (namely, in every bounded interval the number of
Dirac masses is finite). The case of more general u0s is open.

The paper is organized as follows. After recalling some preliminaries (see Sec-
tion 2), the main results of the paper are presented in Section 3, whereas Sections 4-6
are devoted to their proofs.
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2. Preliminaries
preli

Let χE denote the characteristic function of E ⊆ R. For all u ∈ R, we set
u± = max{±u,0}, H±(u) = ±χ{±u>0}(u), sgn (u) = H+(u) +H−(u). For every real
function f on R and x0 ∈ R we say that

ess lim
x→x±

0

f(x) = l ∈ R ,

if there is a null set E∗ ⊆ R such that f(xn) → l if {xn} ⊆ R ∖(E∗∪{x0}), xn → x±0 .
For every open subset Ω ⊆ R we denote byM(Ω) the space of Radon measures

on Ω, byM+(Ω) the cone of its nonnegative elements. If µ, ν ∈M(Ω), we say that
µ ≤ ν in M(Ω) if ν − µ ∈ M+(Ω). We denote by Cc(Ω) the space of continuous
real functions with compact support in Ω, and by ⟨⋅, ⋅⟩Ω the duality map between
M(Ω) and Cc(Ω). A sequence {µn} of Radon measures on R converges weakly*

to a Radon measure µ, µn
∗⇀ µ, if ⟨µn, ρ⟩R → ⟨µ, ρ⟩R for all ρ ∈ Cc(R). For any

compact K ∈ R the spaceM(K) is a Banach space with norm ∥µ∥M(K) ∶= ∣µ∣(K).
A sequence {µn} converges strongly to µ inM(K) if ∥µn − µ∥M(K) → 0 as n→∞.
Similar definitions are used for Radon measures on any subset of S ∶= R × (0, T ).

Every µ ∈M(R) has a unique decomposition µ = µac + µs, with µac ∈M(R) ab-
solutely continuous and µs ∈M(R) singular with respect to the Lebesgue measure.
We denote by µr ∈ L1

loc(R) the density of µac. Every function f ∈ L1
loc(R) can be

identified to an absolutely continuous Radon measure on R; we shall denote this
measure by the same symbol f used for the function.

The restriction µ ⌞E of µ ∈M(R) to a Borel set E ⊆ R is defined by (µ ⌞E)(A) ∶=
µ(E ∩A) for any Borel set A ⊆ R. Similar notations are used forM(S).

We shall use measures u ∈M(S) which, roughly speaking, admit a parametriza-
tion with respect to the time variable:

dli Definition 2.1. We denote by L∞(0, T ;M+(R)) the set of nonnegative Radon
measures u ∈M+(S) such that for a.e. t ∈ (0, T ) there is a measure u(⋅, t) ∈M+(R)
with the following properties:(i) if ζ ∈ C([0, T ];Cc(R)) the map t↦ ⟨u(⋅, t), ζ(⋅, t)⟩

R
belongs to L1(0, T ) and

eq.disintegrazioneUeq.disintegrazioneU (2.1) ⟨u, ζ⟩S = ∫ T

0
⟨u(⋅, t), ζ(⋅, t)⟩

R
dt ;

(ii) the map t↦ ∥u(⋅, t)∥M(K) belongs to L∞(0, T ) for every compact K ∈ R.
Remark 2.1. Definition 2.1 implies that for all ρ ∈ Cc(R) the map t ↦ ⟨u(⋅, t), ρ⟩

R
is

measurable, thus the map u ∶ (0, T )→M(R) is weakly* measurable. For simplicity
we prefer the notation L∞(0, T ;M(R)) to the more correct one L∞w∗(0, T ;M(R)).

Observe that ur ∈ L∞(0, T ;L1
loc(R)) if u ∈ L∞(0, T ;M+(R)). Conversely, every

nonnegative f ∈ L∞(0, T ;L1
loc(R)) defines a measure belonging to L∞(0, T ;M+(R)).

By C([0, T ];M+(R)) we denote the subset of strongly continuous mappings from[0, T ] intoM+(R) - namely, u ∈ C([0, T ];M+(R)) if for all t0 ∈ [0, T ] and for every
compact K ∈ R there holds ∥u(⋅, t) − u(⋅, t0)∥M(K) → 0 as t → t0.

If u ∈ L∞(0, T ;M+(R)), also uac, us ∈ L∞(0, T ;M+(R)) and, by (2.1),

disicompdisicomp (2.2) ⟨uac , ζ⟩S =∬
S
ur ζ dxdt , ⟨us, ζ⟩S = ∫ T

0
⟨us(⋅, t), ζ(⋅, t)⟩R dt

if ζ ∈ C([0, T ];Cc(R)). One easily checks that for a.e. t ∈ (0, T )
us(t)=u(t)sus(t)=u(t)s (2.3) uac(⋅, t) = [u(⋅, t)]ac , us(⋅, t) = [u(⋅, t)]s , ur(⋅, t) = [u(⋅, t)]r ,
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where [u(⋅, t)]r denotes the density of the measure [u(⋅, t)]ac: for ρ ∈ Cc(R)
⟨[u(⋅, t)]ac, ρ⟩R = ∫

R

[u(⋅, t)]r ρdx = ∫
R

ur(⋅, t)ρdx for a.e. t ∈ (0, T ).
In view of (2.2)-(2.3), we shall always identify the quantities which appear on either
side of equalities (2.3).

3. Results
resu

For any open Ω ⊆ R and τ ∈ (0, T ) set Qτ ∶= Ω× (0, τ). Solutions of problem (P )
are meant in the following sense.

deso Definition 3.1. A measure u ∈ L∞(0, T ;M+(Ω)) is called a solution of problem(P ) in Qτ if for all ζ ∈ C1([0, τ];C1
c (Ω)), ζ(⋅, τ) = 0 in Ω there holds

ewfewf (3.1) ∬
Qτ

[urζt +ϕ(ur) ζx]dxdt +∫ τ

0
⟨us(⋅, t), ζt(⋅, t)⟩Ω dt = − ⟨u0, ζ(⋅,0)⟩Ω .

Solutions of (P ) in S are simply referred to as “solutions of (P )”.
enso Definition 3.2. A solution of (P ) in Qτ is called an entropy solution in Qτ if it

satisfies the entropy inequality

∬
Qτ

{∣ur − k∣ ζt + sgn (ur − k) [ϕ(ur) −ϕ(k)] ζx}dxdt +mkru (3.2)

+ ∫
τ

0
⟨us(⋅, t), ζt(⋅, t)⟩Ω dt ≥ −∫

Ω
∣u0r(x) − k∣ ζ(x,0)dx − ⟨u0s, ζ(⋅,0)⟩Ω

for all ζ ∈ C1([0, τ];C1
c (Ω)), ζ ≥ 0, ζ(⋅, τ) = 0 in Ω, and for all k ∈ [0,∞).

susu Remark 3.1. Entropy subsolutions and supersolutions of (P ) in Qτ are defined by
requiring the following inequalities to be satisfied:

∬
Qτ

{[ur − k]+ ζt +H+(ur − k) [ϕ(ur) − ϕ(k)] ζx}dxdt +subkru (3.3)

+ ∫
τ

0
⟨us(⋅, t), ζt(⋅, t)⟩Ω dt ≥ −∫

Ω
[u0r − k]+ ζ(x,0)dx − ⟨u0s, ζ(⋅,0)⟩Ω ,

respectively

superkrusuperkru (3.4) ∬
Qτ

{[ur−k]− ζt+H−(ur−k) [ϕ(ur)−ϕ(k)] ζx}dxdt ≥ −∫
Ω
[u0r−k]− ζ(x,0)dx

for all ζ and k as above. It is easily seen that u is an entropy solution if and only
if it is both an entropy subsolution and an entropy supersolution.

Let β ∈ C1
c (0, T ), β ≥ 0, and k ∈ [0,∞). We shall prove below (see Lemma 4.2)

that, if (H0)-(H1) hold, for every entropy solution of (P ) the limits

defilidefili (3.5) ess lim
x→x±

j

∫
T

0
H−(ur(x, t) − k)[ϕ(ur(x, t)) − ϕ(k)]β(t)dt (j = 1, . . . , p)

exist and are finite. It is also known that, if (H0)-(H1) are satisfied, j = 1, . . . , p
and u is a solution of problem (P ),

dewaitdewait (3.6) ∀xj ∃tj ∈ (0, T ] such that

⎧⎪⎪⎨⎪⎪⎩
us(⋅, t)({xj}) > 0 for a.e. t ∈ [0, tj)
us(⋅, t)({xj}) = 0 for a.e. t ∈ (tj , T )

(see [3, Theorem 3.5]). Then we can state the following definition.
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decoco Definition 3.3. Let (H0)-(H1) be satisfied, let j = 1, . . . , p and let τ ∈ (0, tj]. An
entropy solution of (P ) satisfies the compatibility condition at xj in [0, τ] if for all
β ∈ C1

c (0, τ), β ≥ 0, and k ∈ [0,∞)

cocococo (3.7)

ess lim
x→x+

j

∫
τ

0
H−(ur(x, t) − k)[ϕ(ur(x, t)) −ϕ(k)]β(t)dt ≤ 0 ,

ess lim
x→x−

j

∫
τ

0
H−(ur(x, t) − k)[ϕ(ur(x, t)) −ϕ(k)]β(t)dt ≥ 0 .

Now our main result can be stated as follows.

exiuni Theorem 3.1. Let (H0)-(H1) be satisfied. Then there exists a unique entropy

solution of problem (P ) which belongs to C([0, T ];M+(R)) and satisfies the com-

patibility condition at xj in [0, tj] for all j = 1, . . . , p.
According to Theorem 3.1, the compatibility condition defines a well-posedness

class for entropy solutions of (P ) under assumptions (H0)-(H1).
We shall also prove a comparison result for solutions of (P ) whose initial data

satisfy assumption (H0):
compa Theorem 3.2. Let (H1) be satisfied. Let v0 ∈M+(R) satisfy (H0), and let u0 ≤ v0

in M(R). Let u, v ∈ C([0, T ];M+(R)) be the unique entropy solutions of (P ) with
initial data u0, v0 given by Theorem 3.1. Then there holds u(⋅, t) ≤ v(⋅, t) in M(R)
for all t ∈ [0, T ].

4. Proof of existence
prexi

In this section we prove the existence part of Theorem 3.1:

exi Theorem 4.1. Let (H0)-(H1) be satisfied. Then there exists an entropy solution

of problem (P ) which satisfies the compatibility condition at xj in [0, tj] for all

j = 1, . . . , p. Moreover, u belongs to C([0, T ];M+(R)).
To prove Theorem 4.1 we need some preliminary results.

4.1. Preliminary results.

lim Lemma 4.2. Let u be an entropy supersolution of (P ), and let β ∈ C1
c (0, T ), β ≥ 0.

Then:(i) for every k ∈ [0,∞) the distributional derivative of the function

haccahacca (4.1) x↦ −∫
T

0
H−(ur(x, t) − k) [ϕ(ur(x, t)) −ϕ(k)]β(t)dt + kT ∥β′∥∞ x

is nonnegative;(ii) for every x0 ∈ R and k ∈ [0,∞) the limits

aliali (4.2) ess lim
x→x±

0

∫
T

0
H−(ur(x, t) − k)[ϕ(ur(x, t)) − ϕ(k)]β(t)dt

exist and are finite.

Proof. Let α ∈ C1
c (R), α ≥ 0. Choosing ζ(x, t) = α(x)β(t) in (3.4) with Qτ = S gives

∬
S
{[ur(x, t)−k]− α(x)β′(t)+H−(ur(x, t)−k)[ϕ(ur(x, t))−ϕ(k)]α′(x)β(t)}dxdt≥0.

Since 0 ≤ [ur − k]− ≤ k, from the above inequality we get

−∫
R

(∫ T

0
H−(ur(x, t)−k)[ϕ(ur(x, t))−ϕ(k)]β(t)dt) α′(x)dx ≤ kT ∥β′∥∞∫

R

α(x)dx,
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whence claim (i) follows.
Therefore, the distributional derivative of function (4.1) is a Radon measure.

Clearly, the same holds for the distributional derivative, say µ, of the function
H ∈ L1

loc(R),
H(x) ∶= −∫ T

0
H−(ur(x, t) − k) [ϕ(ur(x, t)) −ϕ(k)]β(t)dt .

Fix any x̄ ∈ R and set fµ(x) ∶= µ((x̄, x]) if x ≥ x̄, fµ(x) ∶= −µ((x, x̄]) if x < x̄. Then
fµ is continuous from the right, and coincides a.e. with H on every compact K ⊂ R
up to a constant, possibly depending on K (e.g., see [1, Theorem 3.28]). Hence the
claim follows. �

In the following we set I1 ∶= (−∞, x1), Ij ∶= (xj−1, xj) for j = 2, . . . , p, Ip+1 ∶=(xp,∞) and Sj ∶= Ij × (0, T ) for j = 1, . . . , p + 1.
lime Lemma 4.3. Let (H0)-(H1) hold, and let u be an entropy solution of (P ). Then

for all β ∈ C1
c (0, T ), β ≥ 0, k ∈ [0,∞) and j = 1, . . . , p the limits

alibisalibis (4.3) ess lim
x→x±

j

∫
T

0
sgn(ur(x, t) − k)[ϕ(ur(x, t)) −ϕ(k)]β(t)dt

exist and are finite.

Proof. We only prove the claim for the limit from the right, the proof being similar
for the other. Let j = 1, . . . , p be fixed. Since ϕ is bounded, by [3, Proposition
3.3] the singular part of every entropy solution of (P ) is nonincreasing in time,
hence us(⋅, t)(Ij+1) = 0 for any t ∈ [0, T ]. Let α ∈ C1

c (Ij+1), α ≥ 0. Choosing
ζ(x, t) = α(x)β(t) in (3.2) with Qτ = S gives

∬
Sj+1

{∣ur(x, t)−k∣α(x)β′(t)+sgn (ur(x, t)−k)[ϕ(ur(x, t))−ϕ(k)]α′(x)β(t)}dxdt≥0 .
Since 0 ≤ ∣ur − k∣ ≤ ur + k, we have

−∫
Ij+1

dxα′(x)(∫ T

0
sgn(ur(x, t) − k) [ϕ(ur(x, t)) − ϕ(k)]β(t)dt) ≤

≤ ∥β′∥∞∫
Ij+1

dxα(x)(∫ T

0
ur(x, t)dt + kT) =

= − ∥β′∥∞∫
Ij+1

dxα′(x)(∫ T

0
∫

x

xj

ur(y, t)dydt + kTx) .
The above inequality implies that the distributional derivative of the map

x↦ − ∫
T

0
sgn (ur(x, t) − k) [ϕ(ur(x, t)) −ϕ(k)]β(t)dt +

+ ∥β′∥∞ (∫ T

0
∫

x

xj

ur(y, t)dydt + kTx)
is nonnegative in Ij+1. Arguing as in the proof of Lemma 4.2 the claim follows. �

incom Lemma 4.4. Let (H0)-(H1) hold, and let u be an entropy solution of (P ). Then

for every j = 1, . . . , p:
(i) there exist h−j , h

+

j ∈ L∞(0, T ), h±j ≥ 0 such that for all β ∈ C1
c (0, T )

lidesilidesi (4.4) ess lim
x→x±

j

∫
T

0
ϕ(ur(x, t))β(t)dt = ∫ T

0
h±j (t)β(t)dt ;
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(ii) if u satisfies the compatibility condition (3.7) at xj in [0, τ], there holds

ext_h2ext_h2 (4.5) h−j ≤ lim inf
k→∞

ϕ(k) ≤ lim sup
k→∞

ϕ(k) ≤ h+j a.e. in (0, τ) .
Remark 4.1. By standard density arguments, from (4.4) we get

lidesi1lidesi1 (4.6) ess lim
x→x±

j

∫
T

0
ϕ(ur(x, t))ζ(x, t)dt = ∫ T

0
h±j (t)ζ(xj , t)dt

for every ζ ∈ L1(0, T ;Cc(Uj)) with xj ∈ Uj ⊆ R, Uj open.

Proof of Lemma 4.4. (i) We only prove the limit from the right. Since sgnu =
1+2H−(u) for u ∈ R, by (4.2)-(4.3) the limit in the left-hand side of (4.4) exists and
is finite. On the other hand, for every sequence {xn} converging to x+j the sequence{ϕ(xn)} is bounded in L∞(0, T ), hence there exist a subsequence {xnk

} ⊆ {xn} and
a function h+j ∈ L∞(0, T ) such that ϕ(xnk

) ∗⇀ h+j in L∞(0, T ).
(ii) We only prove the last inequality in (4.5). Since u is a solution of (P ) in
Ij+1 × (0, τ), by (3.1) there holds

∫
τ

0
∫
Ij+1

{(ur − k)ξt + [ϕ(ur) −ϕ(k)] ξx}dxdt = −∫
Ij+1

[u0r(x) − k] ξ(x,0)dx
for all k ∈ [0,∞) and ξ ∈ C1([0, τ];C1

c (Ij+1)), ξ(⋅, τ) = 0 in Ij+1. Let

defetadefeta (4.7) ηǫ(x) ∶= 2(x − xj) − ǫ
ǫ

χ[xj+ǫ/2,xj+ǫ](x) + χ(xj+ǫ,xj+1](x) (x ∈ Ij+1)
and let ζ ∈ C1([0, τ];C1

c ([xj , xj+1))), ζ(⋅, τ) = 0 in Ij+1 (here xj+1 =∞ if j = p). By
standard arguments we can choose ξ = ζηǫ in the above equality, and obtain

∫
τ

0
∫
Ij+1

{(ur − k)ζtηǫ + [ϕ(ur) −ϕ(k)] ζxηǫ}dxdt +∫
Ij+1

[u0r(x) − k] ζ(x,0)ηǫ(x)dx =
= − 2

ǫ
∫

τ

0
∫

xj+ǫ

xj+ǫ/2
[ϕ(ur) −ϕ(k)] ζ dxdt .

Letting ǫ → 0+ in the above equality plainly gives (see (4.6)):

∫
τ

0
∫
Ij+1

{(ur − k)ζt + [ϕ(ur) −ϕ(k)] ζx}dxdt +∫
Ij+1

[u0r(x) − k] ζ(x,0)dx =mkjn1 (4.8)

= − ess lim
x→x+

j

∫
τ

0
[ϕ(ur(x, t)) −ϕ(k)] ζ(x, t)dt = −∫ τ

0
[h+j (t) −ϕ(k)] ζ(xj , t)dt .

Since u is an entropy solution of (P ) in Ij+1 × (0, τ), arguing as before we obtain

∫
τ

0
∫
Ij+1

{∣ur − k∣ ζt + sgn(ur − k) [ϕ(ur) − ϕ(k)] ζx}dxdt +∫
Ij+1

∣u0r(x) − k∣ ζ(x,0)dx≥
≥ − ess lim

x→x+
j

∫
τ

0
sgn(ur(x, t) − k) [ϕ(ur(x, t)) − ϕ(k)] ζ(x, t)dt
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for all ζ as above, ζ ≥ 0. Choosing ζ(x, t) = α(x)β(t) with α ∈ C1
c ([xj , xj+1)), α ≥ 0

and β ∈ C1([0, τ]), β ≥ 0, β(τ) = 0, by the compatibility condition (3.7) there holds:

∫
τ

0
∫
Ij+1

{∣ur − k∣ ζt + sgn(ur − k) [ϕ(ur) − ϕ(k)] ζx}dxdt +mkjn3 (4.9)

+∫
Ij+1

∣u0r(x) − k∣ ζ(x,0)dx + ess lim
x→x+

j

∫
τ

0
[ϕ(ur(x, t)) −ϕ(k)] ζ(x, t)dt ≥

≥ −2 ess lim
x→x+

j

∫
τ

0
H−(ur(x, t) − k) [ϕ(ur(x, t)) − ϕ(k)] ζ(x, t)dt =

= −2α(xj) ess lim
x→x+

j

∫
τ

0
H−(ur(x, t) − k) [ϕ(ur(x, t)) − ϕ(k)]β(t)dt ≥ 0 ,

since sgn (u) = 1 + 2H−(u). From inequalities (4.8) and (4.9) we obtain

∫
τ

0
∫
Ij+1

{[ur − k]+ζt +H+(ur − k)[ϕ(ur) − ϕ(k)] ζx}dxdt+
+∫

Ij+1

[u0r(x) − k]+ ζ(x,0)dx ≥ −∫ τ

0
[h+j (t) −ϕ(k)] ζ(xj , t)dt .

Letting k →∞ in the above inequality gives

lim inf
k→∞

∫
τ

0
[h+j (t) −ϕ(k)] ζ(xj , t)dt = ∫ τ

0
[h+j (t) − lim sup

k→∞
ϕ(k)] ζ(xj , t)dt ≥ 0 ,

whence the last inequality in (4.5) follows by the arbitrariness of ζ.
Replacing Ij+1 × (0, τ) by Ij × (0, τ), we obtain, similarly to (4.8) and (4.9),

∫
τ

0
∫
Ij

{(ur − k)ζt + [ϕ(ur) −ϕ(k)] ζx}dxdt +∫
Ij

[u0r(x) − k] ζ(x,0)dx =mkjn2 (4.10)

= ess lim
x→x−

j

∫
τ

0
[ϕ(ur(x, t)) −ϕ(k)] ζ(x, t)dt = ∫ τ

0
[h−j (t) − ϕ(k)] ζ(xj , t)dt ,

∫
τ

0
∫
Ij

{∣ur − k∣ ζt + sgn (ur − k) [ϕ(ur) −ϕ(k)] ζx}dxdt +mkjn4 (4.11)

+ ∫
Ij

∣u0r(x) − k∣ ζ(x,0)dx − ess lim
x→x−

j

∫
τ

0
[ϕ(ur(x, t)) −ϕ(k)] ζ(x, t)dt ≥ 0 ,

whence

∫
τ

0
∫
Ij

{[ur − k]+ζt +H+(ur − k)[ϕ(ur) − ϕ(k)] ζx}dxdt +
+ ∫

Ij

[u0r(x) − k]+ ζ(x,0)dx ≥ ∫ τ

0
[h−j (t) −ϕ(k)] ζ(xj , t)dt

and

limsup
k→∞

∫
τ

0
[h−j (t) −ϕ(k)] ζ(xj , t)dt = ∫ τ

0
[h−j (t) − lim inf

k→∞
ϕ(k)] ζ(xj , t)dt ≤ 0 .

Since ζ is arbitrary we obtain the first inequality in (4.5). �

Remark 4.2. By standard density arguments and (4.6), it follows from (4.11) that

∫
τ

0
∫
I1

{∣ur − k∣ ζt + sgn(ur − k) [ϕ(ur) − ϕ(k)] ζx}dxdt +nefo (4.12)

+ ∫
I1

∣u0r(x) − k∣ ζ(x,0)dx ≥ ∫ τ

0
[h−1(t) −ϕ(k)] ζ(x1, t)dt
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if ζ ∈ C1([0, τ];C1
c ((−∞, x1])), ζ ≥ 0, ζ(⋅, τ) = 0 in (−∞, x1], and from (4.9) that

∫
τ

0
∫
Ip+1
{∣ur − k∣ ζt + sgn (ur − k) [ϕ(ur) −ϕ(k)] ζx}dxdt +

+ ∫
Ip+1

∣u0r(x) − k∣ ζ(x,0)dx ≥ −∫ τ

0
[h+p(t) −ϕ(k)] ζ(xp, t)dt

for all ζ ∈ C1([0, τ];C1
c ([xp,∞))), ζ ≥ 0, ζ(⋅, τ) = 0 in [xp,∞). Moreover, arguing

as in the proof of Lemma 4.4 with ηǫ in (4.7) replaced by

2(x−xj)−ǫ
ǫ

χ[xj+ǫ/2,xj+ǫ] + χ[xj+ǫ,xj+1−ǫ] +
2(xj+1−x)−ǫ

ǫ
χ[xj+1−ǫ,xj+1−ǫ/2],

we obtain that, for any j = 1, . . . , p − 1,
∫

τ

0
∫
Ij+1

{∣ur−k∣ ζt+sgn (ur−k) [ϕ(ur)−ϕ(k)] ζx}dxdt +∫
Ij+1

∣u0r(x)−k∣ ζ(x,0)dx ≥
≥ −∫ τ

0
[h+j (t) −ϕ(k)] ζ(xj , t)dt +∫ τ

0
[h−j+1(t) −ϕ(k)] ζ(xj+1, t)dt

for all ζ ∈ C1([0, τ];C1
c ([xj , xj+1])), ζ ≥ 0, ζ(⋅, τ) = 0 in [xj , xj+1].

mer Remark 4.3. For further reference we mention the following inequalities, which
hold for all ζ ∈ C1([0, τ];C1

c ((−∞, x1])), ζ ≥ 0, ζ(⋅, τ) = 0 in (−∞, x1]:
∫

τ

0
∫
I1

{[ur − k]+ ζt +H+(ur − k) [ϕ(ur) −ϕ(k)] ζx}dxdt +subnefo (4.13)

+ ∫
I1

[u0r(x) − k]+ ζ(x,0)dx ≥ ∫ τ

0
[h−1(t) − ϕ(k)] ζ(x1, t)dt ,

∫
τ

0
∫
I1
{[ur − k]− ζt +H−(ur − k) [ϕ(ur) −ϕ(k)] ζx}dxdt +supernefo (4.14)

+ ∫
I1
[u0r(x) − k]− ζ(x,0)dx ≥ 0 .

The proof is analogous to that of (4.12), starting from (3.3) and (3.4) instead of
(3.2). Similar inequalities hold in Sj for j = 2, . . . , p + 1 (see Remark 3.1).

4.2. Auxiliary problems. Let j = 1, . . . , p + 1 and n ∈ N. We consider the family
of auxiliary problems

(Pj,n)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut + [ϕ(u)]x = 0 in Sj

u = n in ∂Ij × (0, T )
u = u0n ∶=min{u0r, n} in Ij × {0} .

We follow [9, 10] to define entropy solutions of (Pj,n).
otto Definition 4.1. By an entropy solution of problem (Pj,n) we mean a function

uj,n ∈ C([0, T ];L1
loc(Ij)) ∩L∞(Sj) such that:

(i) uj,n is an entropy solution of problem (P ) in Sj (in the sense of Definition 3.2)
with Cauchy data u0n;

(ii) for all β ∈ C1
c (0, T ), β ≥ 0, k ∈ [0,∞) and n ≥ k

dienzudienzu (4.15)

ess lim
x→x+

j−1

∫
T

0
H−(uj,n(x, t)−k)[ϕ(uj,n(x, t))−ϕ(k)]β(t)dt ≤ 0 if 2 ≤ j ≤ p+1 ,

ess lim
x→x−

j

∫
T

0
H−(uj,n(x, t) − k)[ϕ(uj,n(x, t)) − ϕ(k)]β(t)dt ≥ 0 if 1 ≤ j ≤ p .
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Remark 4.4. By Definitions 3.1-3.2 and 4.1, for all ζ ∈ C1([0, T ];C1
c (Ij)), j, n and

k as above uj,n satisfies

wefonwefon (4.16) ∬
Sj

[uj,nζt + ϕ(uj,n)ζx]dxdt = −∫
Ij

u0n(x)ζ(x,0)dx ,
mkrunmkrun (4.17)

∬
Sj

{∣uj,n−k∣ ζt+ sgn (uj,n−k) [ϕ(uj,n)−ϕ(k)] ζx}dxdt ≥ −∫
Ij

∣u0n(x)−k∣ ζ(x,0)dx.
By (3.4) and Remark 3.1, there also holds

superkrunsuperkrun (4.18)

∬
Sj

{[uj,n−k]− ζt+H−(uj,n−k)[ϕ(uj,n)−ϕ(k)] ζx}dxdt ≥ −∫
Ij

[u0n(x)−k]− ζ(x,0)dx
for all ζ ∈ C1([0, τ];C1

c (Ω)), ζ ≥ 0, ζ(⋅, τ) = 0 in Ω, and k ∈ [0,∞).
pe1 Proposition 4.5. Let (H0)-(H1) hold. Then for all j = 1, . . . , p + 1 there exists

an entropy solution uj ∈ C([0, T ];L1
loc(Ij)) of problem (P ) in Sj, such that for all

k ≥ 0

dienzzdienzz (4.19)

ess lim
x→x+

j

∫
T

0
H−(uj+1(x, t) − k)[ϕ(uj+1(x, t)) −ϕ(k)]β(t)dt ≤ 0 ,

ess lim
x→x−

j

∫
T

0
H−(uj(x, t) − k)[ϕ(uj(x, t)) −ϕ(k)]β(t)dt ≥ 0 .

Moreover, uj ∈ C([0, T ];L1(Ij)) for j = 2, . . . , p.
According to [9, 10], if ϕ ∈ C2([0,∞)) for every j = 1, . . . , p+1, n ∈ N there exists

a unique entropy solution uj,n of (Pj,n). To prove Proposition 4.5 we need some
preliminary results about these solutions.

pe2 Lemma 4.6. Let (H1) hold, and let uj,n be the unique entropy solution of (Pj,n)(j = 1, . . . , p + 1;n ∈ N). Then:

(i) there holds 0 ≤ uj,n ≤ n, uj,n ≤ uj,n+1 a.e. in Sj;

(ii) the sequence {uj,n} is bounded in C([0, T ];L1(Ij)) if j = 2, . . . , p, {u1,n} is

bounded in C([0, T ];L1
loc(I1)), and {up+1,n} is bounded in C([0, T ];L1

loc(Ip+1)).
Proof. (i) We only give the proof if j = 1. Consider the problems

(Pi)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut + [ϕ(u)]x = 0 in S1

u = ai in {x1} × (0, T )
u = bi in I1 × {0} ,

where ai ∈ L∞(0, T ), bi ∈ L∞(I1) (i = 1,2). As already mentioned, for each i there
exists a unique entropy solution zi ∈ C([0, T ];L1

loc(I1))∩L∞(S1) of (Pi). Moreover,
for every (x0, t) ∈ S1 there holds (see [9, 10])

ostost (4.20)

∫
x1

x0

∣z1(x, t) − z2(x, t)∣dx ≤∫ x1

x0−∥ϕ′∥∞t
∣b1(x) − b2(x)∣dx + ∥ϕ′∥∞∫ t

0
∣a1(s) − a2(s)∣ds.

Consider four sequences {aik} ⊂ BVloc(0, T ), {bik} ⊂ BVloc(I1) such that aik → ai
in L1

loc(0, T ), bik → bi in L1
loc(I1) as k → ∞ (i = 1,2). Let zik ∈ BVloc(S1) be the
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unique entropy solution of (Pi) with boundary and initial data aik, bik. As proven
in [14], for every (x0, t) ∈ S1 and k ∈ N there holds

∫
x1

x0

[z1k(x, t) − z2k(x, t)]+ dx ≤ ∫
x1

x0−∥ϕ′∥∞t
[b1k(x) − b2k(x)]+ dx +tc (4.21)

+ ∥ϕ′∥∞ ∫ t

0
[a1k(s) − a2k(s)]+ ds .

On the other hand, applying (4.20) to z1k and z2k , by the arbitrariness of x0 we
obtain that zik(⋅, t) → zi(⋅, t) in L1

loc(I1) as k → ∞, for all t ∈ (0, T ). Hence there
exists a subsequence zikl

(⋅, t) ⊆ zik(⋅, t) such that zikl
(⋅, t) → zi(⋅, t) a.e. in I1. Letting

kl →∞ in (4.21) (with k = kl), we obtain from Fatou’s Lemma that

∫
x1

x0

[z1(x, t) − z2(x, t)]+ dx ≤ ∫
x1

x0−∥ϕ′∥∞t
[b1(x) − b2(x)]+ dx +tca (4.22)

+ ∥ϕ′∥∞ ∫ t

0
[a1(s) − a2(s)]+ ds ,

whence the claim immediately follows.

(ii) Let j ∈ {2, . . . , p} be fixed. Choosing in (4.16) ζ(x, t) = α(x)β(t) with α ∈
C1

c (Ij), α ≥ 0, and β ∈ C1([0, T ]), β(T ) = 0 we obtain

∣∫ T

0
dtβ′(t)∫

Ij
uj,n(x, t)α(x)dx ∣ ≤ ∣∫ T

0
dtβ(t)∫

Ij
ϕ(uj,n(x, t))α′(x)dx ∣ +

+ ∣β(0)∫
Ij
u0n(x)α(x)dx ∣ ≤ ∥β∥∞ (T ∥ϕ∥∞ + ∥u0∥L1(Ij)) ∥α∥W 1,1(Ij) .

By standard smoothing arguments we can set, for fixed τ ∈ (0, T ), β = βm,

βm(t) ∶= χ(0,τ](t) −m(t − τ − 1

m
)χ(τ,τ+ 1

m
](t) for t ∈ [0, T ] ,

for sufficiently large m ∈ N. Letting m→∞ gives for all τ ∈ (0, T )
zsa2zsa2 (4.23) 0 ≤ ∫

Ij
uj,n(x, τ)α(x)dx ≤ ∥β∥∞ (T ∥ϕ∥∞ + ∥u0∥L1(Ij)) ∥α∥W 1,1(Ij) .

We fix ǫ > 0 and choose α in (4.23) as

m (x−xj−1−ǫ)χ(xj−1+ǫ,xj−1+ǫ+
1

m
] + χ(xj−1+ǫ+

1

m
,xj−ǫ−

1

m
] −m (x−xj+ǫ)χ(xj−ǫ−

1

m
,xj−ǫ].

Letting m →∞ we obtain that

0 ≤ ∫ xj−ǫ

xj−1+ǫ
uj,n(x, τ)dx ≤ ∥β∥∞ (T ∥ϕ∥∞ + ∥u0∥L1(Ij)) (xj − xj−1 − 2ǫ + 2) ,

whence, by the arbitrariness of ǫ,

zsa3zsa3 (4.24) 0 ≤ ∫
Ij
uj,n(x, τ)dx ≤ ∥β∥∞ (T ∥ϕ∥∞ + ∥u0∥L1(Ij)) (xj − xj−1 + 2) .

This completes the proof if j = 2, . . . , p. A similar argument can be used in bounded
subsets of S1 and Sp+1, hence the conclusion follows. �

Proof of Proposition 4.5. By Lemma 4.6-(i) we may define

defujdefuj (4.25) uj(x, t) ∶= lim
n→∞

uj,n(x, t) for a.e. (x, t) ∈ Sj .

Let n →∞ in (4.24). By monotonicity, uj ∈ L∞(0, T ;L1(Ij)) and
c.nuoc.nuo (4.26) uj,n → uj in L1(Sj)
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for j = 2, . . . , p. Similarly, u1 ∈ L∞(0, T ;L1
loc(I1)), up+1 ∈ L∞(0, T ;L1

loc(Ip+1)) and
c.nuo.bisc.nuo.bis (4.27) u1,n → u1 in L1

loc(S1), up+1,n → up+1 in L1
loc(Sp+1) .

From the above convergences, letting j →∞ in (4.16) and (4.17) we easily get

wefojwefoj (4.28) ∬
Sj

[ujζt +ϕ(uj)ζx]dxdt = −∫
Ij

u0r(x)ζ(x,0)dx ,
mkrujmkruj (4.29)

∬
Sj

{∣uj − k∣ ζt + sgn (uj − k) [ϕ(uj) −ϕ(k)] ζx}dxdt ≥ −∫
Ij

∣u0r(x) − k∣ ζ(x,0)dx
for all ζ ∈ C1([0, τ];C1

c (Ij)), ζ ≥ 0, ζ(⋅, τ) = 0 in Ij .
Next we show that uj ∈ C([0, T ];L1(Ij)) for every j = 2, . . . , p (the same ar-

gument shows that u1 ∈ C([0, T ];L1
loc(I1)) and up+1 ∈ C([0, T ];L1

loc(Ip+1))). By
[3, Proposition 3.10] and the above remarks there holds uj ∈ C((0, T ];L1(Ij)). To
prove the continuity at t = 0, observe that for any α ∈ C1

c (Ij), α ≥ 0 and h sufficiently
small

∫
Ij

∣uj,n(x, τ) − uj,n(x + h, τ)∣α(x)dx ≤ ∫
Ij

∣u0n(x) − u0n(x + h)∣α(x)dx +ec3 (4.30)

+ ∫
τ

0
∫
Ij

∣ϕ(uj,n(x, t)) −ϕ(uj,n(x + h, t))∣ ∣α′(x)∣dxdt
for all τ ∈ (0, T ) (the above inequality derives from the L1-contraction property of
the parabolic equation satisfied by the parabolic approximants of uj,n; see [9, 10]).

By (4.26)-(4.27), as n →∞ in (4.30) we obtain for all τ ∈ (0, T )
∫
Il

∣uj(x, τ) − uj(x + h, τ)∣α(x)dx ≤ ∫
Il

∣u0r(x) − u0r(x + h)∣α(x)dx +ec4 (4.31)

+ ∫
τ

0
∫
Il

∣ϕ(uj(x, t)) −ϕ(uj(x + h, t))∣ ∣α′(x)∣dxdt .
Let {τk} ⊂ (0, T ), τk → 0+ as k → ∞. Since u0r ∈ L1(Ij) and ϕ(uj) ∈ L1(Sj),
by (4.31) and the Fréchet-Kolmogorov Theorem the sequence {uj(⋅, τk)α} is rel-
atively compact in L1(Ij). Then by (4.28) and a standard argument there holds
uj(⋅, τk)α → u0r α in L1(Ij) as k →∞ . Arguing as in the proof of [3, Proposition
3.10] we obtain that limk→∞ ∫Ij ∣uj(x, τk)−u0r(x)∣dx = 0, so uj ∈ C([0, T ];L1(Ij)).

It remains to prove (4.19). We only prove (4.19)1. By (4.25) and the Dominated
Convergence Theorem, for a.e. x ∈ Ij

lim
n→∞

∫
T

0
H−(uj,n(x, t) − k)[ϕ(uj,n(x, t)) −ϕ(k)]β(t)dt =

= ∫
T

0
H−(uj(x, t) − k)[ϕ(uj(x, t)) −ϕ(k)]β(t)dt .

Then for a.e. x ∈ Ij and every ǫ > 0 there exists n̄ = n̄(x) ≥ k such that

∫
T

0
H−(uj(x, t) − k)[ϕ(uj(x, t)) − ϕ(k)]β(t)dt ≤peq1 (4.32)

≤ ∫ T

0
H−(uj,n̄(x, t) − k)[ϕ(uj,n̄(x, t)) −ϕ(k)]β(t)dt + ǫ .

On the other hand, arguing as in the proof of Lemma 4.2, (4.18) implies that

x↦ ∫
T

0
H−(uj,n(x, t) − k) [ϕ(uj,n(x, t)) −ϕ(k)]β(t)dt − kT ∥β′∥∞ x
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is nonincreasing in R. Then by (4.15)1 we get that for a.e. x ∈ Ij and n ≥ k
peq2peq2 (4.33) ∫

T

0
H−(uj,n(x, t) − k) [ϕ(uj,n(x, t)) −ϕ(k)]β(t)dt ≤ kT ∥β′∥∞(x − xj−1) .

By (4.32)-(4.33) and the arbitrariness of ǫ, for a.e. x ∈ Ij we obtain

∫
T

0
H−(uj(x, t) − k)[ϕ(uj(x, t)) −ϕ(k)]β(t)dt ≤ kT ∥β′∥∞(x − xj−1) ,

whence (4.19)1 follows. �

4.3. Existence proof. Now we can prove Theorem 4.1.

Proof of Theorem 4.1. Let uj ∈ C([0, T ];L1(Ij)) (2 ≤ j ≤ p), u1 ∈ C([0, T ];L1
loc(I1))

and up+1 ∈ C([0, T ];L1
loc(Ip+1)) be given by Proposition 4.5, and let h±j be given by

Lemma 4.4. For j = 1, . . . , p we set

C_jC_j (4.34) Cj(t) ∶= [ cj − ∫ t

0
[h+j (s) − h−j (s)]ds ]

+

(t ∈ [0, T ]) .
Let t̄j ∶= sup{τ ∈ [0, T ] ∣Cj(τ) > 0} > 0. Then t̄j > 0 since Cj(0) = cj > 0. By
(4.5), Cj is nonincreasing in (0, T ), whence Cj > 0 in [0, t̄j) and, if t̄j < T , Cj = 0
in [t̄j , T ] (observe that t̄j = tj for every j = 1, . . . , p, with tj given by (3.6)). Let
τ1 ∶=min{t̄1, . . . , t̄p}, and define u ∈ C([0, τ1]; M+(R)) by setting

defuudefuu (4.35)

⎧⎪⎪⎨⎪⎪⎩
ur(⋅, t) ∶= uj(⋅, t) in Ij (j = 1, . . . , p + 1)
us(⋅, t) ∶= ∑p

j=1 Cj(t)δxj

for 0 ≤ t ≤ τ1.
It follows from Proposition 4.5 that u is an entropy solution of (P ) in Ij × (0, τ1)
for j = 1, . . . , p + 1 which satisfies the compatibility condition at every x1, . . . , xp in[0, τ1]. Hence u is an entropy solution of (P ) in R × (0, τ1), if we prove (3.1)-(3.2)
with Ω = R, τ = τ1 for all ζ ∈ C1([0, τ1];C1

c (R)), ζ ≥ 0, ζ(⋅, τ1) = 0 in R, such that

supp ζ ∩ ({xj} × (0, τ1)) ≠ ∅ for some j = 1, . . . , p .
We only give the proof when ζ(x, t) = α(x)β(t) with α ∈ C1

c (R), α ≥ 0, α(xj) > 0
for a unique j ∈ {1, . . . , p}, and β ∈ C1([0, τ1]), β ≥ 0, β(τ1) = 0 (the general case
can be dealt with similarly). Let us first prove (3.1) in this case, namely

∫
τ1

0
∫
Ij∪Ij+1

[urζt + ϕ(ur) ζx]dxdt +∫
Ij∪Ij+1

u0r(x)ζ(x,0)dx =emo (4.36)

− ∫
τ

0
⟨us(⋅, t), ζt(⋅, t)⟩(xj−1,xj+1) dt − ⟨u0s, ζ(⋅,0)⟩(xj−1,xj+1)

for all ζ as above (we set x0 ∶= −∞, xp+1 ∶=∞). From (4.34) and (4.35) we obtain

∫
τ1

0
⟨us(⋅, t), ζt(⋅, t)⟩(xj−1,xj+1) dt + ⟨u0s, ζ(⋅,0)⟩(xj−1,xj+1) =oz (4.37)

= α(xj)(∫ τ1

0
β′(t)Cj(t)dt + cjβ(0)) = α(xj)∫ τ1

0
[h+j (t)−h−j (t)]β(t)dt

(see Lemma 4.4). On the other hand, summing (4.8) and (4.10) with τ = τ1 gives

∫
τ1

0
∫
Ij∪Ij+1

[urζt +ϕ(ur) ζx]dxdt +∫
Ij∪Ij+1

u0r(x)ζ(x,0)dx =emo1 (4.38)

= −α(xj)∫ τ1

0
[h+j (t) − h−j (t)]β(t)dt .

and (4.36) follows from (4.37) and (4.38).
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Next we prove (3.2) for all ζ as above, namely

∫
τ1

0
∫
Ij∪Ij+1

{∣ur − k∣ ζt + sgn(ur − k) [ϕ(ur) − ϕ(k)] ζx}dxdt +mkrum (4.39)

+ ∫
τ1

0
⟨us(⋅, t), ζt(⋅, t)⟩(xj−1,xj+1) dt + ⟨u0s, ζ(⋅,0)⟩(xj−1,xj+1) ≥

≥ −∫
Ij∪Ij+1

∣u0r(x) − k∣ ζ(x,0)dx
Since u is an entropy solution of (P ) in Ij × (0, τ1) and Ij+1 × (0, τ1), and satisfies
the compatibility condition (3.7) in [0, τ1], it follows from (4.9) and (4.11) that

∫
τ1

0
∫
Ij∪Ij+1

{∣ur − k∣ ζt + sgn(ur − k) [ϕ(ur) −ϕ(k)] ζx}dxdt +
+ ∫

Ij∪Ij+1

∣u0r(x) − k∣ ζ(x,0)dx ≥ −α(xj)∫ τ1

0
[h+j (t) − h−j (t)]β(t)dt .

Combined with (4.37) this implies (4.39). Therefore, the measure u defined by
(4.35) is an entropy solution of (P ) in R × (0, τ1).

If τ1 < T , either us(⋅, τ1) = 0, or us(⋅, τ1) > 0. If us(⋅, τ1) = 0, there holds Cj(τ1) = 0
for all j = 1, . . . , p (see (4.34)-(4.35)), thus us(⋅, t) = 0 for all t ∈ [τ1, T ]. Then, by the
standard theory of scalar conservation laws, we can continue the solution of (P ) in(τ1, T ] with initial data ur(⋅, τ1). On the other hand, if us(⋅, τ1) > 0, then Cj(τ1) > 0
for some j = 1, . . . , p and, arguing as before, we can continue the solution of (P ) in(τ1, τ2], with initial data u(⋅, τ1), for some τ2 ∈ (τ1, T ]. Iterating the procedure q

times with 2 ≤ q ≤ p, we obtain that either τq = T , or us(⋅, τq) = 0. �

5. Proof of uniqueness
unique

This section is devoted to the proof of the uniqueness part of Theorem 3.1:

uniq Theorem 5.1. Let (H0)-(H1) be satisfied. Then there exists at most one entropy

solution of problem (P ), which belongs to C([0, T ];M+(R)) and satisfies the com-

patibility condition at xj in [0, tj] for all j = 1, . . . , p.
Proof. Let u, v ∈ C([0, T ];M+(Ω)) be entropy solutions of (P ) satisfying the com-
patibility condition at every xj in [0, tj], and let

destadesta (5.1) τ ∶=min {tu, tv} where

⎧⎪⎪⎨⎪⎪⎩
tu ∶= sup{t ∈ [0, T ) ∣ suppus(⋅, t) = suppu0s}
tv ∶= sup {t ∈ [0, T ) ∣ suppvs(⋅, t) = suppu0s} .

Arguing as at the end of the proof of Theorem 4.1, it is enough to show that

tptp (5.2) u = v inM(Sτ) .
We claim that (5.2) follows if we prove that

contracontra (5.3) ur = vr a.e. in R × (0, τ) =∶ Sτ .

Indeed, (3.1) and (5.3) imply that, for all ζ ∈ C1([0, τ];C1
c (R)), ζ(⋅, τ) = 0 in R,

∫
τ

0
⟨us(⋅, t)−vs(⋅, t), ζt(⋅, t)⟩R dt=∬

Sτ

{(ur−vr) ζt + [ϕ(ur)−ϕ(ur)]ζx}dxdt = 0
Hence ⟨us(⋅, t) − vs(⋅, t), α⟩R = 0 for a.e. t ∈ (0, τ), for all α ∈ C1

c (R). Therefore
us = vs in L∞(0, τ ;M(R)) and (5.2) follows from (5.3).

It remains to prove (5.3), which is equivalent to showing that

contra1contra1 (5.4) ur = vr a.e. in Ij × (0, τ) for all j = 1, . . . , p + 1 .
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We only prove (5.4) for j = 1, since in the other cases the proof is similar. Set Q1 ∶=(−∞, x1] × (0, τ). We apply the Kružkov method of doubling variables adapted to
boundary valued problems (see [9, 10, 13]). Let ξ = ξ(x, t, y, s) be defined in Q1×Q1,
ξ ≥ 0, such that ξ(⋅, ⋅, y, s) ∈ C1

c (Q1) for every (y, s) ∈ Q1 and ξ(x, t, ⋅, ⋅) ∈ C1
c (Q1)

for every (x, t) ∈ Q1. It follows from (4.12) that

∬
Q1

{sgn(ur(x, t) − v(y, s))[ϕ(ur(x, t)) −ϕ(vr(y, s))]ξx(x, t, y, s) +
+ ∣ur(x, t)−vr(y, s)∣ξt(x, t, y, s)} dxdt ≥ ∫ τ

0
[h−1(t)−ϕ(vr(y, s))] ξ(x1, t, y, s)dt ,

∬
Q1

{sgn (ur(x, t) − v(y, s))[ϕ(ur(x, t)) −ϕ(vr(y, s))]ξy(x, t, y, s) +
+ ∣ur(x, t)−vr(y, s)∣ξs(x, t, y, s)} dyds ≥ ∫ τ

0
[g−1 (s) −ϕ(ur(x, t))] ξ(x, t, x1, s)ds ,

where, by Lemma 4.4-(i), g±j ∈ L∞(0, T ) satisfies, for all j = 1, . . . , p, g±j ≥ 0 and

lidesi23lidesi23 (5.5) ess lim
x→x±

j

∫
T

0
ϕ(vr(x, t))β(t)dt = ∫ T

0
g±j (t)β(t)dt if β ∈ L1(0, T ).

Let ρǫ (ǫ > 0) be a symmetric mollifier in R, and set in the previous inequalities

fichoficho (5.6) ξ(x, t, y, s) = η (x + y
2

,
t + s

2
)ρǫ(x − y)ρǫ(t − s)

with η ∈ C1
c ((−∞, x1] × (0, τ)), η ≥ 0. Then we obtain

∬∬
Q1×Q1

ρǫ(x − y)ρǫ(t − s){∣ur(x, t) − vr(y, s)∣ηt(x + y
2

,
t + s

2
) +xtys (5.7)

+ sgn (ur(x, t)−vr(y, s))[ϕ(ur(x, t))−ϕ(vr(y, s))]ηx(x+y
2

,
t+s

2
)}dxdtdyds ≥

≥ ∫
τ

0
∬

Q1

[g−1 (s) −ϕ(ur(x, t))] η (x + x1

2
,
t + s

2
)ρǫ(x1 − x)ρǫ(t − s)dxdtds +

+ ∫
τ

0
∬

Q1

[h−1(t) −ϕ(vr(y, s))] η (x1 + y

2
,
t + s

2
)ρǫ(y − x1)ρǫ(t − s)dydsdt .

Concerning the right-hand side of (5.7), by well-known properties of mollifiers

∫
τ

0
∬

Q1

g−1 (s)η (x + x1

2
,
t + s

2
)ρǫ(x1 − x)ρǫ(t − s)dxdtds → 1

2
∫

τ

0
g−1 (s)η(x1, s)ds ,

∫
τ

0
∬

Q1

h−1(t)η (x1 + y

2
,
t + s

2
)ρǫ(y − x1)ρǫ(t − s)dydsdt → 1

2
∫

τ

0
h−1(t)η(x1, t)dt

as ǫ→ 0+. Moreover, since ∬Q1
ρǫ(x1 − x)ρǫ(t − s)dxds = 1

2
for ǫ <min{t, τ − t},

∣∫ τ

0
∬

Q1

ϕ(ur(x, t))η(x+x1

2
,
t+s

2
)ρǫ(x1−x)ρǫ(t−s)dxdtds− 1

2
∫

τ

0
h−1(t)η(x1, t)dt ∣ ≤

≤∬
Q1

dxdsρǫ(x1−x)ρǫ(t−s)∫ τ

0
dtϕ(ur(x, t)) ∣ η (x+x1

2
,
t+s

2
)−η(x1, t) ∣ +

+ ∣∫
I1
dxρǫ(x1 − x)∫ τ

0
[ϕ(ur(x, t)) − h−1(t)]η (x1, t)dt∫ τ

0
ρǫ(t − s)ds ∣ ≤

≤ ∥ϕ∥L∞
2

sup
0≤x1−x+∣t−s∣≤ǫ

∫
τ

0
∣ η (x1 + x

2
,
t + s

2
) − η(x1, t)∣ dt+

+ ∥ρ1∥∞ 1

ǫ
∫

x1

x1−ǫ
∣∫ τ

0
[ϕ(ur(x, t)) − h−1(t)]η (x1, t)dt ∣ dx .
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By the smoothness of η and equality (4.6), the right-hand side of the above inequal-
ity vanishes as ǫ→ 0+. Therefore,

∫
τ

0
∬

Q1

ϕ(ur(x, t))η(x+x1

2
,
t+s

2
)ρǫ(x1−x)ρǫ(t−s)dxdtds → 1

2 ∫
τ

0
h−1(t)η(x1, t)dt .

It is similarly seen that

∫
τ

0
∬

Q1

ϕ(vr(y, s))η(x1+y

2
,
t+s

2
)ρǫ(y−x1)ρǫ(t−s)dydsdt → 1

2
∫

τ

0
g−1(s)η (x1, s)ds .

Letting ǫ → 0+ in (5.7) we obtain that, for all η ∈ C1
c ((−∞, x1] × (0, τ)), η ≥ 0,

∬
Q1

{∣ur(x, t) − vr(x, t)∣ηt(x, t) +kruz (5.8)

+ sgn (ur(x, t) − vr(x, t))[ϕ(ur(x, t)) −ϕ(vr(x, t))]ηx(x, t)}dxdt ≥ 0 .
Now fix t′, t′′ such that 0 < t′ < t′′ < τ , and x0 < x1. Let αδ = αδ(x) and βθ = βθ(t)

be two families of mollifiers, such that 0 < δ < 1, 0 < θ <min{t′, τ − t′′}. Set in (5.8)

η(x, t) = ηδ,θ(x, t) ∶= ∫ t−t′

t−t′′
βθ(s)ds∫ x1+δ

∥ϕ′∥∞(t−t′′)+x0

αδ(x − y)dy (δ > 0) ,
with x ∈ (∥ϕ′∥∞(t − t′′) + x0, x1], t ∈ (t′ − θ, t′′ + θ) (clearly, ηδ,θ is nonnegative and
belongs to C∞c ((−∞, x1] × (0, τ))). Since αδ(x − x1 − δ) = 0 if x ∈ (−∞, x1],

∬
Q1

∣ur − vr ∣ [βθ(t − t′) − βθ(t − t′′)](∫ x1+δ

∥ϕ′∥∞(t−t′′)+x0

αδ(x − y)dy) dxdt −
− ∬

Q1

{∥ϕ′∥∞∣ur − vr ∣ + sgn(ur − vr)[ϕ(ur) −ϕ(vr)]} ×
× αδ(x − ∥ϕ′∥∞(t − t′′) − x0)(∫ t−t′

t−t′′
βθ(s)ds) dxdt ≥ 0 .

Since ∥ϕ′∥∞∣u − v∣ + sgn (u − v)[ϕ(u) − ϕ(v)] ≥ 0 for every u, v ≥ 0, it follows that
∬

Q1

∣ur − vr ∣ [βθ(t − t′) − βθ(t − t′′)](∫ x1+δ

∥ϕ′∥∞(t−t′′)+x0

αδ(x − y)dy)dxdt ≥ 0 .
Let δ → 0+ in this inequality. Then, by the Dominated Convergence Theorem,

∫
τ

0
∫

x1

∥ϕ′∥∞(t−t′′)+x0

∣ur(x, t) − vr(x, t)∣ [βθ(t − t′) − βθ(t − t′′)])dxdt ≥ 0 ,
whence as θ → 0+

kruz2kruz2 (5.9) ∫
x1

x0

∣ur(x, t′′) − vr(x, t′′)∣dx ≤ ∫ x1

x0−∥ϕ′∥∞(t′′−t′)
∣ur(x, t′) − vr(x, t′)∣dx.

Since u, v ∈ C([0, T ];M+(Ω)), letting t′ → 0+ in (5.9) we obtain for all (x0, t
′′) ∈ Q1

∫
x1

x0

∣ur(x, t′′) − vr(x, t′′)∣dx ≤ ∫ x1

x0−∥ϕ′∥∞t′′
∣ur(x,0) − vr(x,0)∣dx = 0 ,

since ur(⋅,0) = vr(⋅,0) = u0r. Since t′′ ∈ (0, τ) is arbitrary, it follows that ur = vr in
Q1. �
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6. Comparison results
comp

To prove Theorem 3.2 we need the following result.

curd Lemma 6.1. Let (H1) be satisfied. Let v0 ∈M+(R) satisfy (H0), and let u0 ≤ v0
in M(R). Let u, v ∈ C([0, T ];M+(R)) be the unique entropy solutions of (P ) with
initial data u0, v0 given by Theorem 3.1. Set

destabisdestabis (6.1) τ ∶=min {tu, tv} where

⎧⎪⎪⎨⎪⎪⎩
tu ∶= sup{t ∈ [0, T ) ∣ suppus(⋅, t) = suppu0s} ,
tv ∶= sup{t ∈ [0, T ) ∣ supp vs(⋅, t) = supp v0s} .

Then

disfobisdisfobis (6.2) ur(⋅, t) ≤ vr(⋅, t) a.e. in R for any t ∈ [0, τ] .
Proof. By assumption there holds u0s = ∑p

j=1 cjδxj
, v0s = ∑p

j=1 djδxj
with

iusius (6.3) 0 ≤ cj ≤ dj , dj > 0 for all j = 1, . . . , p .
Suppose first cj > 0 for all j = 1, . . . , p. Let u1,n and v1,n be the entropy solu-

tions of problem (P1,n) with initial data u0n ∶=min{u0r, n} and v0n ∶=min{v0r, n},
respectively. From inequality (4.22) we get for any (x0, t) ∈ I1 × [0, τ)

∫
x1

x0

[u1,n(x, t) − v1,n(x, t)]+ dx ≤ ∫ x1

x0−∥ϕ′∥∞t
[u0n(x) − u0n(x)]+ dx .

Since, by uniqueness and the proof of Theorem 4.1 (see (4.25) and (4.35)), u1,n → ur

and v1,n → vr a.e. in S1, we obtain from Fatou’s Lemma that

∫
x1

x0

[ur(x, t) − v(x, t)]+ dx ≤ ∫ x1

x0−∥ϕ′∥∞t
[u0r(x) − v0r(x)]+ dx

for every t ∈ (0, τ). Similar inequalities can be proven in Ij×[0, τ) for j = 2, . . . , p+1,
thus for every x′, x” ∈ R, x′ < x”, and t ∈ [0, τ]

∫
x”

x′
[ur(x, t) − vr(x, t)]+ dx ≤ ∫ x”+∥ϕ′∥∞t

x′−∥ϕ′∥∞t
[u0r(x) − v0r(x)]+ dx .

Hence the result follows in this case.
Now let ck = 0 for some k ∈ {1, . . . , p}; we only give the proof when c1 = 0 and

cj > 0 for j = 2, . . . , p, since the general case is similar. Consider two sequences

{u0m},{v0m} ⊂ BVloc(I1 ∪ I2) such that u0m → u0r, v0m → v0r in L1
loc(I1 ∪ I2) as

m → ∞, and u0m ≤ v0m a.e. in I1 ∪ I2 for all m ∈ N. Set u0m,n ∶= min{u0m, n},
v0m,n ∶=min{v0m, n} (n ∈ N), then consider the problems

(U)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut + [ϕ(u)]x = 0 in (I1 ∪ I2) × (0, τ)
u = n in ∂(I1 ∪ I2) × (0, τ)
u = u0m,n in (I1 ∪ I2) × {0} ,

(Vi)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vt + [ϕ(v)]x = 0 in Ii × (0, τ)
v = n in ∂Ii × (0, τ)
v = v0m,n in Ii × {0}

(i = 1,2) .

Let um,n ∈ BVloc((I1 ∪ I2) × (0, τ)) and vim,n ∈ BVloc(Ii × (0, τ)) be the unique

entropy solution of (U) and (Vi), respectively. Since um,n ∈ BVloc((I1 ∪ I2) ×(0, τ)), for a.e. t ∈ (0, τ) there exist the traces um,n(x±1 , t); moreover, there holds
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um,n(x±1 , ⋅) ≤ n by comparison results (see the proof of Lemma 4.6). Then, since

u0m,n ≤ v0m,n a.e. in I1 ∪ I2, it follows easily by comparison that

comncomn (6.4) um,n ≤ vim,n a.e. in Ii × (0, τ) (i = 1,2) .
As m → ∞ there holds u0m,n → u0n, v0m,n → v0n in L1

loc(I1 ∪ I2). Then um,n

converges in L1
loc((I1∪I2)×(0, τ)) to the unique entropy solution un of the problem

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut + [ϕ(u)]x = 0 in (I1 ∪ I2) × (0, τ)
u = n in ∂(I1 ∪ I2) × (0, τ)
u = u0n in (I1 ∪ I2) × {0}

(see [9]). Similarly, vim,n converges in L1
loc((Ii) × (0, τ)) to the unique entropy

solution vin of the problem

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vt + [ϕ(v)]x = 0 in Ii × (0, τ)
v = n in ∂Ii × (0, τ)
v = v0n in Ii × {0}

(i = 1,2) .

Then letting m →∞ in (6.4) (possibly up to subsequences) we get

concon (6.5) un ≤ vin a.e. in Ii × (0, τ) (i = 1,2) .
By uniqueness and the proof of Theorem 4.1, as n →∞ there holds un → ur a.e. in(I1∪I2)×(0, τ), vin → vr a.e. in Ii×(0, τ) for i = 1,2. Then from (6.5) letting n →∞
we obtain that ur ≤ vr a.e. in (I1 ∪ I2)× (0, τ). It is similarly seen that ur ≤ vr a.e.

in ⋃p+1
j=3 Ij × (0, τ); since ur, vr ∈ C([0, T ];L1

loc(R)), the result follows. �

Proof of Theorem 3.2. By (6.2) there holds

disadisa (6.6) uac(⋅, t) ≤ vac(⋅, t) inM(R) for any t ∈ [0, τ] ,
with τ given by (6.1). Let us prove that

disbdisb (6.7) us(⋅, t) ≤ vs(⋅, t) inM(R) for any t ∈ [0, τ] .
We only prove (6.7) when every cj is positive, since the proof is similar (and easier)
if some cj is zero.

To this purpose, as in the proof of Theorem 5.1 we set Q1 ∶= (−∞, x1] × [0, τ)
and apply Kružkov’s method with ξ = ξ(x, t, y, s) defined in Q1 × Q1, such that
ξ(⋅, ⋅, y, s) ∈ C1

c (Q1) for every (y, s) ∈ Q1 and ξ(x, t, ⋅, ⋅) ∈ C1
c (Q1) for every (x, t) ∈

Q1. From (4.13)-(4.14) we get

∬
Q1

{H+(ur(x, t) − vr(y, s))[ϕ(ur(x, t)) −ϕ(vr(y, s))] ξx(x, t, y, s) +
+[ur(x, t)−vr(y, s)]+ξt(x, t, y, s)}dxdt ≥∫ τ

0
[h−1(t)−ϕ(vr(y, s))] ξ(x1, t, y, s)dt,

∬
Q1

{H−(vr(y, s) − ur(x, t))[ϕ(vr(y, s)) −ϕ(ur(x, t))] ξy(x, t, y, s) +
+[vr(y, s)−ur(x, t)]−ξs(x, t, y, s)}dxdt =∬

Q1

{[ur(x, t)−vr(y, s)]+ξs(x, t, y, s) +
+H+(ur(x, t) − vr(y, s))[ϕ(ur(x, t)) −ϕ(vr(y, s))] ξy(x, t, y, s)} dxdt ≥ 0.
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Choosing ξ as in (5.6), from the above inequalities we get

∬∬
Q1×Q1

ρǫ(x − y)ρǫ(t − s){[ur(x, t) − vr(y, s)]+ ηt(x + y
2

,
t + s

2
) +

+H+(ur(x, t)−vr(y, s))[ϕ(ur(x, t))−ϕ(vr(y, s))]ηx(x+y
2

,
t+s

2
)}dxdtdyds≥

≥ ∫ τ

0
∬

Q1

[h−1(t)−ϕ(vr(y, s))] η (x1+y

2
,
t+s

2
)ρǫ(y−x1)ρǫ(t−s)dydsdt .

Then arguing as in the proof of Theorem 5.1 plainly gives

∬
Q1

{H+(ur(x, t) − vr(x, t))[ϕ(ur(x, t)) −ϕ(vr(x, t))]ηx(x, t) +kruzz (6.8)

+[ur(x, t) − vr(x, t)]+ ηt(x, t)}dxdt ≥ 1

2
∫

τ

0
[h−1(t) − g−1 (t)]η(x1, t)dt

for every η ∈ C1
c ((−∞, x1] × (0, τ)), η ≥ 0, with h−1 , g

−

1 given by (4.4) and (5.5),
respectively.

From (6.2) and (6.8) we obtain

disfoterdisfoter (6.9) h−1 ≤ g−1 a.e in (0, τ).
It is similarly proven that (see Remark 4.3):

cflucflu (6.10) h−j ≤ g−j for j = 2, . . . , p , h+j ≥ g+j for j = 1, . . . , p a.e. in (0, τ) .
Now observe that, by uniqueness and the proof of Theorem 4.1,

us(⋅, t) = p

∑
j=1

Cj(t)δxj
, vs(⋅, t) = p

∑
j=1

Dj(t)δxj
,

with Cj defined by (4.34) and

Dj(t) ∶= [dj −∫ t

0
[g+j (s) − g−j (s)]ds]

+

(j = 1, . . . , p) .
By (6.3) and (6.10) there holds Cj(t) ≤Dj(t) for all j = 1, . . . , p and t ∈ [0, τ], thus
inequality (6.7) follows.

Hence there holds u(⋅, t) ≤ v(⋅, t) in M(R) for all t ∈ [0, τ]. Arguing as at the
end of the proof of Theorem 4.1 we obtain the conclusion. �

Remark 6.1. In section 5 we used Kružkov’s method to prove the uniqueness of
entropy solutions satisfying the compatibility conditions. In the above proof we
used the same method to compare the fluxes of two such solutions at points where
their singular parts are nontrivial and their regular parts are locally ordered. This
additional information is contained in (6.9)-(6.10).
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