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Abstract

We prove an adiabatic theorem for general densities of observables that are sums of
local terms in finite systems of interacting fermions, without periodicity assumptions on
the Hamiltonian and with error estimates that are uniform in the size of the system. Our
result provides an adiabatic expansion to all orders, in particular, also for initial data
that lie in eigenspaces of degenerate eigenvalues. Our proof is based on ideas from [7],
where Bachmann et al. proved an adiabatic theorem for interacting spin systems.

As one important application of this adiabatic theorem, we provide the first rigorous
derivation of the adiabatic response formula for the current density induced by an
adiabatic change of the Hamiltonian of a system of interacting fermions in a ground
state, with error estimates uniform in the system size. We also discuss the application
to quantum Hall systems.
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1 Introduction

In a number of seminal works, Laughlin [27], Niu, Thouless and Wu [34, 35], and Avron
and Seiler [1] explained the integer and fractional quantization of the Hall conductance resp.
conductivity in interacting many-body fermion systems starting from the following idea.
According to the adiabatic theorem of quantum mechanics, such a system remains close to
its ground state even when its Hamiltonian slowly changes in time, as long as the ground
state remains gapped. The current density induced by such an adiabatic change is then
computed based on the adiabatic response of the system to this change. For a system of
interacting fermions on a finite cube Λ = (−M/2,M/2]d ∩ Zd within the lattice Zd, the
resulting adiabatic response formula for this adiabatic current density can be expressed as
follows. Let (ϕ0(t), ϕ1(t), . . .) be an orthonormal basis of eigenvectors of the time-dependent
Hamiltonian H(t) with eigenvalues (E0(t), E1(t), . . .), and assume that the system is initially
in its non-degenerate ground state ϕ0. Then the averaged current density induced by a slow
change of the Hamiltonian at time t is

〈J〉 ≈ − 2

|Λ|
Im

(∑
n>0

〈ϕn, ϕ̇0〉 〈ϕ0, Jϕn〉
En − E0

)
, (1)

where J(t) is the current operator associated with H(t), |Λ| is the number of lattice sites,
and ≈ refers to asymptotic closeness in the adiabatic limit.

Starting from formula (1), e.g. Niu and Thouless [34] argue for quantization of the trans-
ported charge under cyclic changes of the Hamiltonian in the thermodynamic limit |Λ| → ∞
and, by a similar argument, for integer quantization of Hall conductivity also for interacting
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fermion systems in the thermodynamic limit. See also Avron and Seiler [1] for closely re-
lated arguments, Hastings and Michalakis [19] for a rigorous proof showing quantization of
conductance in finite interacting spin systems up to almost-exponentially small terms in the
system size (and also Hatsugai et al. [26] who provide numerical evidence for this fact in an
interacting Hofstadter model).

However, the standard argument (see e.g. [3] for a rigorous account) leading to the formula
(1) for the current density (i.e. the starting points in [34, 1, 19] and many others) does
not provide error bounds uniform in the system size |Λ|. This is because in the standard
adiabatic theorem one has no control on the dependence of the error on the system size, and
the adiabatic approximation might deteriorate in the thermodynamic limit.

More precisely, let HΛ(t) be a smooth time-dependent family of bounded self-adjoint
Hamiltonians generating the time-evolution

iε
d

dt
ρ(t) = [HΛ(t), ρ(t)] , ρ(0) = ρ0 .

Assume that EΛ
∗ (t) ∈ σ(HΛ(t)) is an eigenvalue depending smoothly on t that remains

isolated from the rest of the spectrum for all times and denote by PΛ
∗ (t) the corresponding

family of spectral projections. Then a direct consequence of the version of the adiabatic
theorem going back to Kato [22] is that for any initial state ρ0 in the range of PΛ

∗ (0), i.e.
PΛ
∗ (0)ρ0P

Λ
∗ (0) = ρ0, and any T < ∞ there exists a constant CΛ

T < ∞ such that for any
bounded BΛ

sup
t,s∈[−T,T ]

∣∣tr(ρ(t)BΛ)− tr(ρ‖(t)B
Λ)
∣∣ ≤ εCΛ

T ‖BΛ‖ , (2)

where ρ‖(t) is the solution to the parallel transport equation

i
d

dt
ρ‖(t) = [KΛ

‖ (t), ρ‖(t)] , ρ‖(0) = ρ0 .

Here KΛ
‖ (t) := i[ṖΛ

∗ (t), PΛ
∗ (t)] is the generator of parallel transport. The constant CΛ

T in (2)

depends, among other quantities, linearly on the norm ‖ḢΛ(t)‖ of ḢΛ(t). This, however, is
unsatisfactory when dealing with extended systems, where the energy HΛ(t) itself as well as
its time-derivative ḢΛ(t) are typically extensive quantities with norms proportional to the
size of the system. Then CΛ

T ∼ |Λ| and the estimate (2) becomes worthless whenever one is
interested in large |Λ| at fixed ε.

As a special case of a much more general adiabatic theorem we will show that for lattice
fermions with a Hamiltonian HΛ(t) that is a sum of local terms the estimate (2) basically
holds with a constant CΛ

T ≡ CT independent of the volume |Λ| whenever the observable BΛ

is also a sum of local terms. The “basically” refers to the fact that, if BΛ is not a local
observable, then ‖BΛ‖ gets replaced by another quantity that grows, however, at the same
rate as ‖BΛ‖ with the system size |Λ|, namely proportional to the volume of the support
of BΛ.

The result just sketched can be obtained as a corollary of a recent result of Bachmann, De
Roeck, and Fraas [6, 7]. Their result is, to our knowledge, the first instance of an adiabatic
theorem for an interacting system with error bounds uniform in the system size. They use a
very subtle combination of Lieb–Robinson bounds and the so-called quasi-adiabatic evolution
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in order to maintain locality in all steps of the adiabatic approximation. Also our proofs rely
on the machinery developed in [7].

However, mostly with the application to adiabatic currents in mind, we improve and
generalize the result of [7] in at least two ways. First, we show that the order of the error in
(2) can be improved to ε2 by modifying the generator of parallel transport KΛ = KΛ

‖ + εKΛ
1

by an explicit term of order ε. It is well known (e.g. [34, 39]) and at the heart of our derivation
of (1) that this first order correction to the parallel transport is responsible for the leading
order contribution to adiabatic currents. Second, we show that if ḢΛ(t) and BΛ are both
supported around lower-dimensional planes, then CT‖BΛ‖ in the right hand side of (2) can

be replaced by a constant times M d̃, where we recall that M is the side-length of the cube
Λ and d̃ is the dimension of the intersection of the supports of ḢΛ and BΛ. This is relevant,
e.g., when computing the conductance in a two-dimensional quantum-Hall system. There
ḢΛ is supported near a line and the observable BΛ is the current across a line perpendicular
to the first one. The intersection of the supports of ḢΛ and BΛ is a fixed area independent
of Λ, hence d̃ = 0, and the right hand side of (2) is of the form εCT with a constant CT
independent of Λ. For a more detailed presentation and discussion of our general adiabatic
theorem and its relation to [7] we refer to the remarks after Theorem 3.2 in Section 3.

As mentioned before, our results relate to quantum Hall systems, in particular to quan-
tization of conductivity and conductance. Assuming that the results of Hastings and Micha-
lakis [19, 18] or Bachmann et al. [4] carry over as expected from spin systems to interacting
fermions, then our derivation of adiabatic response formulas for adiabatic currents completes
a rigorous chain of arguments that starts from microscopic first principles and proves quan-
tization of Hall conductance in the thermodynamic limit for certain perturbations of gapped
free fermion Hamiltonians, cf. (49). Here it should be noted that Fröhlich [16] (and ref-
erences therein) developed a different approach through gauge-theoretic arguments to the
quantization of conductance in interacting Hall insulators.

We end the introduction with a few remarks on related literature. The idea of a topological
quantum pump in a non-interacting fermion system was pioneered by Thouless [42], and has
been recently experimentally realized with ultracold atoms [32, 29]. Similar ideas inspired the
simulation of a topological adiabatic pump in a quasicrystal through optical waveguides [25],
where the role of the adiabatic time is played by the length of the waveguide. The tunability
of these quantum simulation systems could allow to test experimentally the validity of our
predictions when interactions are turned on. The formula for the induced current is not only
relevant for quantum pumps and the quantum Hall effect, but also for computing the change
of polarization in the piezoelectric effect. For non-interacting systems, the resulting formula
in the thermodynamic limit is called the King-Smith and Vanderbilt formula [23] and it was
rigorously derived for continuous periodic systems in [36] and for random systems on a lattice
in [39].

A closely related problem is the justification of linear response formulas in systems where
the driving actually closes the gap. For example, the addition of a uniform electric field,
i.e. a linearly growing scalar potential, is expected to close the gap of any initially gapped
Hamiltonian. While for interacting systems this problem was tackled only recently in [41],
heavily using the machinery developed in the present paper and in [7], for non-interacting
systems there are numerous rigorous results (e.g. [9, 10]). For example, in [10] the authors
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take a step towards the justification of linear response formulas for magnetic Schrödinger
operators with random potentials, where, instead of a spectral gap, only a mobility gap is
assumed for the initial Hamiltonian. A more general “analytic-algebraic” approach, based
partly on ideas from [9] and [10], has been formalized by De Nittis and Lein in the recent
monograph [13]. A different approach for dealing with perturbations that close the spectral
gap, but that leave a microlocal gap structure, is based on space-adiabatic theory, see e.g.
[37, 38, 40, 30]. This approach does not apply, however, in the presence of a mobility gap
only.

Finally we mention a recent series of papers (see [11, 12] and references therein) by Bru,
de Siqueira Pedra, and Hertling on the derivation of a microscopic Ohm’s law for interacting
fermion systems at finite temperature. While their setup is quite similar to ours, they answer
a different kind of question. They consider periodic systems with homogeneous randomness
initially in a thermal state at positive temperature and establish, among other things, that
the microscopic current density induced by compactly supported electro-magnetic fields has a
leading term proportional to the strength of the field with higher order terms being quadratic
in the field strength uniformly in the system size. Results on the validity of linear response
were obtained by Jakšić, Ogata and Pillet, see [21] and references therein, using a similar
formalism, adapted to the context of open quantum systems.

Our paper is structured as follows. In Section 2 we introduce the mathematical framework
for fermionic many-body Hamiltonians on a lattice. This is mostly standard and serves
to fix notation, with one exception: We introduce new spaces of local Hamiltonians that
are localized in certain directions. This will be useful for handling observables like the
charge current through a line or surface. In Section 3 we formulate the assumptions and the
statement of our adiabatic theorem, Theorem 3.2, and indicate the main steps of the proof.
The application to adiabatic currents and the rigorous derivation of the adiabatic response
formulas are presented in Section 4. Section 5 and Section 6 contain the proof of the adiabatic
theorem. Finally we end with several appendices proving different technical details.

Acknowledgement. We are grateful to Yosi Avron, Giuseppe De Nittis, Max Lein, Gio-
vanna Marcelli, Gianluca Panati, Felix Rexze, and Clément Tauber for intensive discussions
concerning closely related questions. We also profited from continual exchange with Sven
Bachmann, Wojciech de Roeck, and Martin Fraas. Finally we thank Marcello Porta for valu-
able hints to the literature. This work was supported by the German Research Foundation
within the Research Training Group 1838 on “Spectral theory and dynamics of quantum sys-
tems”. Financial support from the ERC Consolidator Grant 2016 “UniCoSM – Universality
in Condensed Matter and Statistical Mechanics” is also gratefully acknowledged.

2 The mathematical framework

Let Γ = Zd be the infinite lattice and Λ = Λ(M) := {−M
2

+ 1, . . . , M
2
}d ⊂ Γ the centered box

of size M , with M ∈ N even. The map Γ×Γ→ Γ, (x, y) 7→ x+y, makes Γ an abelian group.
In order to have a meaningful framework for considering currents also in finite systems, we
think of Λ as a d-dimensional torus, i.e. as representing the quotient Γ/(M · Γ) of Γ by the
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normal subgroup M ·Γ. This turns also Λ into an abelian group and we will use the notation

Λ× Λ→ Λ , (x, y) 7→ x
Λ
+ y

for the sum of elements in Λ modulo translations in M · Γ.
The one-particle Hilbert space is hΛ = `2(Λ,C`), where C` describes spin and the internal

structure of the unit cell (that is, sublattice or pseudospin degrees of freedom). The N -
particle Hilbert space is then HΛ,N :=

∧N
j=1 hΛ, and the fermionic Fock space is denoted

by FΛ =
⊕`Md

N=0 HΛ,N , where HΛ,0 := C. Note that all Hilbert spaces in the following are
finite-dimensional and thus all operators are actually matrices. Let ai,x and a∗i,x, i = 1, . . . , `,
x ∈ Γ, be the standard fermionic annihilation and creation operators satisfying the canonical
anti-commutation relations

{ai,x, a∗j,y} = δi,jδx,y1FΛ
and {ai,x, aj,y} = 0 = {a∗i,x, a∗j,y} ,

where {a, b} := ab+ ba is the anti-commutator. While it turns out useful in the following to
write all operators on Fock space FΛ, we will consider only Hamiltonians that preserve the
number of particles.

For a subset X ⊂ Λ we denote by AX ⊂ L(FΛ) the algebra of operators generated by
the set {ai,x, a∗i,x |x ∈ X , i = 1, . . . , `}. Those elements of AX commuting with the number
operator

NX :=
∑
x∈X

a∗xax :=
∑
x∈X

∑̀
j=1

a∗j,xaj,x

form a subalgebra AN
X of AX contained in the subalgebra A+

X of even elements1, i.e. AN
X ⊂

A+
X ⊂ AX . Note that we will use the vector notation for ax as introduced above without

further notice in the following.
We now come to the definition of interactions and Hamiltonians. Let F(Γ) := {X ⊂

Γ | |X| <∞} be the set of all finite subsets of Γ. Analogously we define also F(Λ) := {X ⊂
Λ}. An interaction Φ = {Φε,Λ}ε∈(0,1],Λ=Λ(M), M∈N is a family of maps

Φε,Λ : F(Λ)→
⋃

X∈F(Λ)

AN
X , X 7→ Φε,Λ(X) ∈ AN

X

taking values in the self-adjoint operators. Here ε ∈ (0, 1] is the adiabatic parameter and
ε-dependent interactions and Hamiltonians will naturally appear in our analysis, typically
(but not necessarily) by considering interactions which depend on the adiabatic time τ = εt.
The Hamiltonian A = {Aε,Λ}ε,Λ associated with the interaction Φ is the family of self-adjoint
operators

Aε,Λ ≡ Aε,Λ(Φ) :=
∑
X⊂Λ

Φε,Λ(X) ∈ AN
Λ . (3)

One can turn the vector space of interactions into a normed space as follows (cf. e.g. [31]).
Introduce first

dΛ : Λ× Λ→ N0 , dΛ(x, y) := d(0, y
Λ
− x) ,

1An operator in AX is called even (resp. odd) if it commutes (resp. anti-commutes) with the fermion
parity operator (−1)NX . The subalgebra of even operators is denoted by A+

X .
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Figure 1: The light shaded re-
gion is the cube Λ(6). The darker
shaded region is the hyperplane de-
fined by the localization vector L
with ` = (0, 1) corresponding to lo-
calisation in the 2-direction around
the point lΛ(6). An interaction with
finite ‖·‖ζ,n,L-norm is then localized
near this hyperplane.

where d : Γ × Γ → N0 denotes the `1-distance on Γ. Thus dΛ is exactly the `1-distance on
the “torus” Λ. Moreover, define

F (r) :=
1

(1 + r)d+1
and Fζ(r) :=

ζ(r)

(1 + r)d+1
,

where
ζ ∈ S := {ζ : [0,∞)→ (0,∞) | ζ is bounded, non-increasing, satisfies

ζ(r + s) ≥ ζ(r)ζ(s) for all r, s ∈ [0,∞) and

sup{rnζ(r) | r ∈ [0,∞)} <∞ for all n ∈ N} .
(4)

For ζ ∈ S, the corresponding norm on the vector space of interactions is then given by

‖Φ‖ζ,n := sup
ε∈(0,1]

sup
Λ

sup
x,y∈Λ

∑
X⊂Λ:
{x,y}⊂X

|X|n ‖Φ
ε,Λ(X)‖

Fζ(dΛ(x, y))

for n ∈ N0. The prime example for a function ζ ∈ S is ζ(r) = e−ar for some a > 0: for this
specific choice of ζ we write Fa and ‖Φ‖a,n for the corresponding norm.

It will be important to consider also interactions that are localized in certain directions
around certain locations. To this end we introduce the space of localization planes

Loc := {0, 1}d ×
∏∞

M=2Λ(M) .

The idea is that a point L =: (`, lΛ(2), lΛ(4), . . .) ∈ Loc defines for each Λ a (d−|`|)-dimensional
hyperplane through the point lΛ ∈ Λ which is parallel to the one given by {xj = 0 if `j = 1}.
Here |`| := |{`j = 1}| is the number of constrained directions. The distance of a point x ∈ Λ
to this hyperplane is

dist(x, L) :=
d∑
j=1

|(x
Λ
− lΛ)j| `j (5)

and we define a new “metric” on Λ by

dΛ
L : Λ× Λ→ N0 , (x, y) 7→ dΛ

L(x, y) := dΛ(x, y) + dist(x, L) + dist(y, L) .

Note that dΛ
L is no longer a metric on Λ but obviously still satisfies the triangle inequality.

The corresponding norms are denoted by

‖Φ‖ζ,n,L := sup
ε∈(0,1]

sup
Λ

sup
x,y∈Λ

∑
X⊂Λ:
{x,y}⊂X

|X|n ‖Φ
ε,Λ(X)‖

Fζ(dΛ
L(x, y))

.
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These norms will basically always be used for the following type of estimate,∑
X⊂Λ:
{x,y}⊂X

|X|n‖Φε,Λ(X)‖ ≤ ‖Φ‖ζ,n,L Fζ(dΛ
L(x, y)) .

That means, in particular, that ‖Φε,Λ(X)‖ is small whenever the diameter of X is large or if
the distance of X to L is large. This situation is illustrated by Figure 1.

A Hamiltonian A with interaction ΦA such that ‖ΦA‖ζ,0,L < ∞ for some ζ ∈ S is called
local and L-localized. One crucial property of local L-localized Hamiltonians is that the norm
of the finite-size operator Aε,Λ grows at most as the volume Md−|`| of its support,

‖Aε,Λ‖ ≤ Cζ ‖ΦA‖ζ,0,LMd−|`| , (6)

cf. Lemma C.2 in Appendix C.
Let Bζ,n,L be the Banach space of interactions with finite ‖ · ‖ζ,n,L-norm, and put

BS,n,L :=
⋃
ζ∈S

Bζ,n,L , BE,n,L :=
⋃
a>0

Ba,n,L ,

and
BS,∞,L :=

⋂
n∈N0

BS,n,L , BE,∞,L :=
⋂
n∈N0

BE,n,L .

Note that Φ ∈ BS,∞,L merely means that there exists a sequence ζn ∈ S such that Φ ∈ Bζn,n,L
for all n ∈ N0. The corresponding spaces of Hamiltonians are denoted by Lζ,n,L, LE,n,L,
LE,∞,L, LS,n,L, and LS,∞,L respectively: that is, a Hamiltonian A belongs to Lζ,n,L if it can
be written in the form (3) with an interaction in Bζ,n,L, and similarly for the other spaces.
Lemma A.1 in Appendix A shows that the spaces BS,n,L and thus also BS,∞,L are indeed
vector spaces. One of the crucial features of these spaces, that will be used repeatedly in
the following, is that these are in general not algebras of operators (that is, the product
of two local L-localized operators need neither be local nor L-localized), but nonetheless
are closed under taking commutators : for example, A ∈ LS,∞,L and B ∈ LS,∞ implies
adA(B) := [A,B] ∈ LS,∞,L, compare Lemmas C.3 and C.4 in Appendix C. Note that when
we don’t write the index L, this means that L = 0 := (~0, 0, 0, . . .) and the interaction
(respectively the Hamiltonian) is local but not localized in any direction.

Finally, we say that an interaction ΦA, resp. the corresponding Hamiltonian A, is uni-
formly finite range if

sup
ε,Λ

max{diam(X) |X ⊂ Λ ,Φε,Λ
A (X) 6= 0} <∞

and
sup
ε,Λ

max{‖Φε,Λ
A (X)‖ |X ⊂ Λ} <∞ .

Note that these conditions imply that ΦA ∈ BE,∞ and thus A ∈ LE,∞.
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3 Adiabatic theorems

Let ΦH(t), t ∈ R, be a time-dependent interaction giving rise to a time-dependent Hamilto-
nian H(t), which will be the physical Hamiltonian of the system in the following. A typical
example of a physically relevant family of Hamiltonians to which our results apply is the
family of operators

HΛ
TVW (t) =

∑
(x,y)∈Λ2

a∗x T (t, x
Λ
− y) ay +

∑
x∈Λ

a∗xV (t, x)ax

+
∑
{x,y}⊂Λ

a∗xaxW (t, dΛ(x, y)) a∗yay − µNΛ .
(7)

Here the kinetic term T (t) : Γ → L(C`) is a compactly supported function with T (t,−x) =
T (t, x)∗, the potential term V (t) : Γ→ L(C`) is a bounded function taking values in the self-
adjoint matrices, and the two-body interaction W (t) : N0 → L(C`) is compactly supported
and also takes values in the self-adjoint matrices. The real number µ ∈ R is the chemical
potential. Under these conditions on T , V , and W , the Hamiltonian HTVW (t) is uniformly
finite range, as the interactions ΦΛ

TVW (t,X) associated to HΛ
TVW (t) via (3) vanish whenever

X ⊂ Λ has cardinality larger than 2.
We will now state the standing assumptions on the Hamiltonian needed to formulate

our adiabatic theorems. To this end, we introduce the following norms for time-dependent
interactions. For ζ ∈ S, n ∈ N0, L ∈ Loc, and T ≥ 0 let

‖Φ‖ζ,n,L,T := sup
|t|≤T
‖Φ(t)‖ζ,n,L .

(A1)m,LH Smoothness of the Hamiltonian and localization of the driving.
Let ΦH(t), t ∈ R, be a time-dependent interaction with ‖ΦH‖a,n,T <∞ for some a > 0 and all

T ∈ [0,∞) and n ∈ N0. Let m ∈ N and assume that each map [0,∞)→ AN
X , t 7→ Φε,Λ

H (t,X)
is (d+m)-times differentiable. Let {(Φε,Λ

H )(k)(t)}Λ be the time-dependent interaction defined
by their k-th derivatives, for 1 ≤ k ≤ d + m. Assume that for some localization vector
LH ∈ Loc and all T > 0 and n ∈ N0

sup
1≤k≤d+m

‖(ΦH)(k)‖a,n,LH ,T <∞ .

According to this assumption, the driving, that is the region of space where the Hamilto-
nian varies in time, can—but need not—be localized around some lower dimensional plane.
Note also that the Hamiltonian HΛ

TVW (t) in (7) satisfies Assumption (A1)m,0 ≡ (A1)m when-
ever T , V , and W are, in addition to the conditions formulated above, (d+m)-times differ-
entiable with respect to t.

(A2) Uniform gap in the spectrum. We assume that there exists M0 ∈ N such that for
all M ≥ M0 and corresponding Λ = Λ(M) the operator Hε,Λ(t) has a gapped part σε,Λ∗ (t) ⊂
σ(Hε,Λ(t)) of its spectrum with the following properties: There exist continuous functions
f ε,Λ± : R→ R and constants g > 0 and δ <∞ such that for all ε ∈ (0, 1], Λ, and t ∈ R

f ε,Λ± (t) ∈ ρ(Hε,Λ(t)) , [f ε,Λ− (t), f ε,Λ+ (t)] ∩ σ(Hε,Λ(t)) = σε,Λ∗ (t) ,
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Figure 2: The spectrum of the one-body Hamiltonian hΛ re-
stricted to Λ is shown on the left side and assumed to have
a gap of size g. E.g. for periodic one-body operators hΛ the
eigenvalues (horizontal lines) lie in intervals, so-called spectral
bands (thick vertical lines) that are independent of Λ. If µ lies
in the middle of the gap of hΛ, then the spectrum of the corre-
sponding non-interacting many-body operator HΛ

TV is shown
on the right and has a gap of size g/2 above its lowest eigen-
value, the so-called ground state (thick horizontal line). The
ground state eigenfunction of HΛ

TV is supported in the sector
of Fock space with N particles, where N is the number of
eigenvalues of hΛ below µ. The restriction HΛ

TV |N=N of HΛ
TV

to this sector even has a gap of size g above its ground state.

diam(σε,Λ∗ (t)) ≤ δ , and dist
(
σε,Λ∗ (t), σ(Hε,Λ(t)) \ σε,Λ∗ (t)

)
≥ g .

We denote by P ε,Λ
∗ (t) the spectral projection of Hε,Λ(t) corresponding to the spectrum σε,Λ∗ (t).

To prove the existence of a uniform gap is a nontrivial problem in general. For Hamilto-
nians of the form HΛ

TVW , however, existence of a gap for appropriate choice of the chemical
potential µ can be deduced as follows: For W = 0, the problem can be reduced to the spectral
analysis of the underlying one-body Hamiltonian

hΛ : `2(Λ,C`)→ `2(Λ,C`) , (hΛψ)(x) :=
∑
y∈Λ

T (x
Λ
− y)ψ(y) + V (x)ψ(x) .

If the latter has a spectral gap and the chemical potential µ lies in this gap, then the
corresponding non-interacting many-body Hamiltonian HΛ

TV has a gapped ground state. see
also Figure 2. Moreover, it has been shown recently in [18, 14] (and announced in [31]) that
for sufficiently small interactions W the gap of the interacting many-body operator HΛ

TVW

remains open.

For each M ≥ M0 we consider the time evolution generated by Hε,Λ(t) with adiabatic
scaling, i.e. the unitary propagator U ε,Λ(t, s) satisfying

iε
d

dt
U ε,Λ(t, s) = Hε,Λ(t)U ε,Λ(t, s) , U ε,Λ(s, s) = 1 for t, s ∈ R . (8)

We will be interested in the adiabatic limit, that is the asymptotic behavior of the solution
U ε,Λ(t, s) for ε� 1.

We start by first formulating a simple leading order adiabatic theorem in the spirit of
Kato [22]. It will follow as a special case of a much more general superadiabatic theorem
stated and proved afterwards. First recall that the generator of the parallel transport within
the time-dependent eigenspaces is given by

Kε,Λ
‖ (t) := i [Ṗ ε,Λ

∗ (t), P ε,Λ
∗ (t)] , (9)

i.e. the parallel transport map U ε,Λ
‖ (t, s) is the solution to

i
d

dt
U ε,Λ
‖ (t, s) = Kε,Λ

‖ (t)U ε,Λ
‖ (t, s) , U ε,Λ

‖ (s, s) = 1 for t, s ∈ R . (10)
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Note that if the Hamiltonian Hε,Λ = HΛ does not depend on ε (which is the typical situation
in adiabatic theory), then also P ε,Λ

∗ = PΛ
∗ , Kε,Λ

‖ = KΛ
‖ , and U ε,Λ

‖ = UΛ
‖ are independent of ε.

It is well known, and easy to check by differentiating the following equality, that the parallel
transport map indeed intertwines the eigenspaces at different times,

U ε,Λ
‖ (t, s)P ε,Λ

∗ (s) = P ε,Λ
∗ (t)U ε,Λ

‖ (t, s) . (11)

From now on we will drop the superscript ε from ε-dependent operators and other quanti-
ties in order to not overburden the notation. We keep the superscript Λ in order to distinguish
a local Hamiltonian B = {Bε,Λ} from its elements BΛ = Bε,Λ ∈ AN

Λ and analogously for in-
teractions.

Kato’s adiabatic theorem implies, under the additional assumption that σΛ
∗ (t) = {EΛ(t)}

is an eigenvalue, that on the range of PΛ
∗ (t) the Heisenberg time evolution of arbitrary

observables BΛ can be approximated by parallel transport in the following sense: For each
T > 0 there exists a constant CΛ

T such that for all BΛ ∈ AN
Λ is holds that

sup
s,t∈[−T,T ]

∥∥∥PΛ
∗ (s)

(
UΛ(s, t)B UΛ(t, s)− UΛ

‖ (s, t)B UΛ
‖ (t, s)

)
PΛ
∗ (s)

∥∥∥ ≤ εCΛ
T ‖BΛ‖ . (12)

However, the constant CΛ
T grows, in general with the system size Λ. Then the standard adia-

batic theorem is of no use, as it stands, if one is interested in large Λ or in the thermodynamic
limit |Λ| → ∞.

As part (a) of the following theorem shows, when restricting to observables that are given
by local Hamiltonians, then (12) remains “almost” valid with a constant CT uniform in Λ.
“Almost”, because for B ∈ Lζ,2,L the norm ‖BΛ‖ in (12) must be replaced by the quantity
CζM

d−|`| ‖ΦB‖ζ,2,L, which, as explained after (6), is expected to reflect the growth of ‖BΛ‖
with Λ correctly. On the other hand, if the time-dependence of the Hamiltonian is also
spatially localised, then we can improve on (12) by showing that the error grows not like the
size of the “support” of BΛ, but only with the size of the intersection of the supports of BΛ

and ḢΛ, cf. Figure 3. Moreover, part (b) of the following theorem shows that the standard
first order corrections to the adiabatic approximation yield an order ε2 approximation also
in the present setting.

Theorem 3.1. (Adiabatic Theorem: Leading orders for eigenvalues)
Let the Hamiltonian H satisfy Assumptions (A1)1,LH and (A2) for some LH ∈ Loc. Assume
that σΛ

∗ (t) = {EΛ
∗ (t)} is an eigenvlaue and that dn

dtn
HΛ(0) = 0 for all n = 1, . . . , d+ 1.

Then for any T > 0, ζ ∈ S, and localization vector L ∈ Loc with ` · `H = 0 there exists a
constant C, independent of ε and Λ, such that for any B ∈ Lζ,2,L the following holds:

(a) Adiabatic approximation:

sup
t∈[−T,T ]

∥∥∥PΛ
∗ (0)

(
UΛ(0, t)BΛ UΛ(t, 0)− UΛ

‖ (0, t)BΛ UΛ
‖ (t, 0)

)
PΛ
∗ (0)

∥∥∥
≤ εC Md−|`|−|`H | ‖ΦB‖ζ,2,L . (13)
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Figure 3: In the figure we have d = 2, |`| =
1, |`H | = 1, and ` · `H = 0. That means the
support of BΛ is localised around a line, say
the horizontal shaded one, and the support
of ḢΛ is localised around the vertical one.
The intersection of the two regions, the
darker shaded area, does not grow with Λ
and thus the factor Md−|`|−|`H | = M0 = 1
in the error estimates in Theorem 3.1 does
not grow with Λ either.

(b) First order superadiabatic approximation:

sup
t∈[−T,T ]

∥∥∥PΛ
∗ (0)

(
UΛ(0, t)BΛ UΛ(t, 0)−BΛ

‖ (1)(t)
)
PΛ
∗ (0)

∥∥∥ ≤ ε2CMd−|`|−|`H | ‖ΦB‖ζ,2,L ,

(14)
where

BΛ
‖ (1)(t) := UΛ

‖ (1)(0, t)B
Λ UΛ
‖ (1)(t, 0) (15)

+ i εUΛ
‖ (0, t)

(
BΛRΛ

∗ (t)ṖΛ
∗ (t)− ṖΛ

∗ (t)RΛ
∗ (t)BΛ

)
UΛ
‖ (t, 0)

and UΛ
‖ (1)(t, s) is the solution of the modified parallel transport equation

i
d

dt
UΛ
‖ (1)(t, s) =

(
KΛ
‖ (t) + ε ṖΛ

∗ (t)RΛ
∗ (t)ṖΛ

∗ (t)
)
UΛ
‖ (1)(t, s) , UΛ

‖ (1)(s, s) = 1 , (16)

with RΛ
∗ (t) := (HΛ(t)− EΛ

∗ (t))−1(1− PΛ
∗ (t)) denoting the reduced resolvent.

In Section 4 we will use part (b) of Theorem 3.1 to prove response formulas for adiabatic
currents uniformly in the system size. The proof of Theorem 3.1 is based on a general
superadiabatic theorem that we formulate now and that generalises the above result in several
ways. First of all, we replace the parallel transport UΛ

‖ (t) by a superadiabatic time-evolution

UΛ
sa(t) and thereby obtain an error estimate of order εm on the whole space. We also allow

for more general gapped parts of the spectrum instead of only eigenvalues. Finally, we prove
explicit asymptotic expansions when restricting to the range of PΛ

∗ (t), which, as a special
case, yield the statements of Theorem 3.1.

The superadiabatic evolution is constructed from two ingredients. The first one is a
modified parallel transport UΛ

a , called the adiabatic evolution in the following, satisfying

iε
d

dt
UΛ

a (t, s) = HΛ
a (t)UΛ

a (t, s) , UΛ
a (s, s) = 1 for t, s ∈ R , (17)

with generator
HΛ

a (t) := HΛ(t) + εKΛ(t) . (18)

Note that we now need to incorporate HΛ(t) in the effective evolution since we no longer re-
strict ourselves to spectral subspaces corresponding to a single eigenvalue (where HΛ(t)PΛ

∗ (t)
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acts trivially by multiplication with the eigenvalue). Moreover, the generator KΛ
‖ (t) of par-

allel transport is replaced by KΛ(t) ≡ Kε,Λ(t) in such a way that [KΛ
‖ (t)−KΛ(t), PΛ

∗ (t)] = 0

and thus UΛ
a still intertwines the spectral subspaces exactly,

UΛ
a (t, s)PΛ

∗ (s) = PΛ
∗ (t)UΛ

a (t, s) . (19)

The second ingredient is the superadiabatic near-identity transformation V Λ(t) that unitarily
maps the spectral projection PΛ

∗ (t) to the so-called superadiabatic projection

PΛ
sa(t) := V Λ(t)PΛ

∗ (t)V Λ(t)∗ . (20)

It is well known (see e.g. [33] and references therein) that the full evolution UΛ generated by
HΛ(t) intertwines the instantaneous spectral subspaces ranPΛ

∗ (t) only up to errors of order
ε, i.e. that the leakage out of these subspaces is of order ε and the error term in (12) can not
be improved in general. To obtain improved error estimates one has to track solutions within
the superadiabatic subspaces ranPΛ

sa(t) that are intertwined by UΛ(t) up to much smaller
errors.

With these two ingredients the superadiabatic evolution is defined by

UΛ
sa(t, s) := V Λ(t)UΛ

a (t, s)V Λ(s)∗ (21)

and intertwines, by construction, the superadiabatic subspaces,

UΛ
sa(t, s)PΛ

sa(s) = PΛ
sa(t)UΛ

sa(t, s) . (22)

In Proposition 3.1 we will construct KΛ(t) and V Λ(t) in such a way that

iε
d

dt
UΛ

sa(t, s) =
(
HΛ(t) + εm+d+1 RΛ(t)

)
UΛ

sa(t, s) , (23)

where the remainder term RΛ(t) is a local Hamiltonian. Note that (23) implies immediately
that

‖UΛ(t, s)− UΛ
sa(t, s)‖ = O(εm+d‖RΛ‖) = O(εm+d |Λ|) ,

since, as a local Hamiltonian, ‖RΛ‖ grows at most like |Λ|. Again, the following theorem
shows that when considering the Heisenberg time evolution of local Hamiltonians B, then
the factor |Λ| coming from ‖RΛ‖ is absent and the only growth of the approximation error
with |Λ| comes from ‖BΛ‖.

Theorem 3.2. (Superadiabatic Theorem)
Let H satisfy Assumptions (A1)m,LH and (A2) for some m ∈ N and LH ∈ Loc. There exist
local Hamiltonians S(t), K(t) ∈ LS,∞,LH , t ∈ R, such that

• t 7→ SΛ(t), KΛ(t) ∈ C1(R,AN
Λ) for all ε,Λ, and

• the adiabatic evolution UΛ
a (t, s) defined in (17) satisfies (19) and the superadiabatic

evolution UΛ
sa(t, s) defined in (21) with

V Λ(t) := eiεSΛ(t) (24)

has the following properties:

13



For any T > 0, ζ ∈ S, and L ∈ Loc with ` · `H = 0 there exists a constant C, independent
of ε and Λ, such that for any B ∈ Lζ,2,L it holds that

sup
t,s∈[−T,T ]

∥∥∥UΛ(s, t)BΛ UΛ(t, s)− UΛ
sa(s, t)BΛ UΛ

sa(t, s)
∥∥∥ ≤ εmCMd−|`|−|`H | ‖ΦB‖ζ,2,L . (25)

If at some time t′ ∈ R it holds that dn

dtn
HΛ(t′) = 0 for all n = 1, . . . ,m + d, then SΛ(t′) =

KΛ(t′) = 0 and thus, in particular, V Λ(t′) = id and PΛ
sa(t′) = PΛ

∗ (t′).

Remarks. 1. As an immediate consequence of (25) we find for any initial state ρΛ
0 (at

initial time t = s) the full evolution is well approximated by the superadiabatic one
when testing against observables BΛ given by local Hamiltonians in the appropriate
trace “per unit volume”:

sup
M

sup
|t|≤T

1

Md−|`|−|`H |

∣∣tr ((UΛ(t, s)ρΛ
0U

Λ(s, t)− UΛ
sa(t, s)ρΛ

0U
Λ
sa(s, t)∗

)
BΛ
)∣∣ ≤ εmC ‖ΦB‖ζ,2,L .

In particular, if initially ρΛ
0 = PΛ

sa(s)ρΛ
0P

Λ
sa(s) lives in the range of PΛ

sa(s), then ρΛ(t) :=
UΛ(t, s)ρΛ

0U
Λ(s, t) is well approximated by the state ρΛ

sa(t) := UΛ
sa(t, s)ρΛ

0U
Λ
sa(s, t) that

lives in the range of PΛ
sa(t), i.e. satisfies ρΛ

sa(t) = PΛ
sa(t)ρΛ

sa(t)PΛ
sa(t). In this sense the su-

peradiabatic subspaces are almost invariant for the time-evolution generated by HΛ(t).

2. The superadiabatic projection PΛ
sa(t) agrees at any order with the superadiabatic pro-

jection constructed by the standard adiabatic expansion, cf. e.g. [33]. The crucial
novelty here, as in [7], is that the error terms are uniform in the system size |Λ| even
for interacting systems.

3. One might wonder why it is of any interest to replace the full time evolution UΛ(t) by the
superadiabatic time evolution UΛ

sa(t), although the latter seems even more complicated.
Because the superadiabatic time evolution intertwines the superadiabatic subspaces
exactly, cf. (22), one can restrict the superadiabatic time evolution to these subspaces.
Moreover, if the range of PΛ

∗ (t) has finite dimension uniformly in Λ, then also PΛ
sa(t) has

finite-dimensional range and the action of HΛ
sa(t) on it might be more accesible than

that of HΛ(t) on the full Hilbert space.

4. As was mentioned above, the proof of Theorem 3.2 given below is based on a key
proposition, Proposition 3.1, that is proved in Section 5. Both proofs, the one of
Theorem 3.2 and the one of Proposition 3.1, rely heavily on ideas from and technical
lemmas proved in [7]. However, many small and several substantial changes in the
arguments are necessary to arrive at Theorems 3.1 and 3.2. Let us briefly comment on
these changes.

The step from spin systems to fermions on a lattice is straightforward, in particular,
since Lieb–Robinson bounds are readily available also for fermions, cf. e.g. [31, 11].
The change from bounded subsets Λ ⊂ Γ to the “torus” Λ enters only in the proof of
the Lieb–Robinson bound. For this reason, in Appendix B we state the Lieb–Robinson
bound for systems on the torus and briefly discuss the small necessary modifications in
the proof.
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One novelty of our result compared to [7] is the explicit treatment of arbitrary densities,
including the trace per unit volume2, and localized driving. This change poses new
technical problems and we need to adapt and extend several technical lemmas from [7]
to local L-localized Hamiltonians in Appendix C.

The second novelty is the superadiabatic tracking of the solution within the spectral
subspace3 and the formula (23)4. Among other things, in our approach this requires a
slight modification of a certain map IH introduced in [20, 8] in order to invert the Li-
ouvillian LH(·) := −i [H, · ]. In Appendix D we provide this analysis and also prove an
explicit formula for the action of IH in the case of σΛ

∗ (t) = {EΛ(t)}, expressed in terms
of the reduced resolvent of the Hamiltonian, which is used to formulate Corollary 3.1
and the formulas for adiabatic currents in the next section without IH appearing in
the statements. Finally, Appendix A collects a few useful properties of functions in S,
defined in (4), that are used throughout the paper but not completely obvious.

The proof of Theorem 3.2 is based on the following proposition, in which the ingredients
for the superadiabatic evolution are constructed. We need to state it here, because otherwise
we couldn’t properly formulate Theorem 3.3 below concerning explicit expansions. In the
following, we abbreviate PΛ

∗ (t)⊥ := 1− PΛ
∗ (t).

Proposition 3.1. Let the Hamiltonian H satisfy Assumptions (A1)m,LH and (A2) for some
fixed m. There are self-adjoint operators

KΛ(t) =
m+d∑
µ=1

εµ−1KΛ
µ (t) and SΛ(t) =

m+d∑
µ=1

εµ−1AΛ
µ(t) , (27)

with Kµ, Aµ ∈ LS,∞,LH for 1 ≤ µ ≤ m+ d, such that

• the adiabatic evolution UΛ
a (t, s) defined in (17) satisfies (19), and

• the superadiabatic evolution UΛ
sa(t, s) defined in (21) is close to the time evolution

UΛ(t, s) defined in (8) in the following sense:

There exists a time dependent local Hamiltonian RΛ(t) ∈ LS,∞,LH , t ∈ R, such that

iε
d

dt
UΛ

sa(t, s) =
(
HΛ(t) + εm+d+1 RΛ(t)

)
UΛ

sa(t, s) . (28)

In addition we have:

2The possibility to treat also densities for translation invariant Hamiltonians, observables, and states was
already indicated in [7]. Note that we make no such assumption on translation invariance at all.

3Note that a statement about the leading order approximation to the adiabatic evolution within degenerate
eigenspaces has been added in a later version of [7] after the first version of our paper appeared.

4In the second equation in Section 2.9 of [7] a seemingly similar claim is formulated, namely that

iε
d

dt
V Λ(t) =

(
HΛ(t) + εm+d+1RΛ(t)

)
V Λ(t) (26)

with V Λ(t) as in (24). Note that (26) is clearly wrong and just a lapse in the presentation of [7].
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(a) If at some time t′ ∈ R it holds that dn

dtn
HΛ(t′) = 0 for all n = 1, . . . ,m + d, then

SΛ(t′) = KΛ(t′) = 0 and thus, in particular, PΛ
sa(t′) = PΛ

∗ (t′).

(b) The off-diagonal part KΛ
1 (t)OD := PΛ

∗ (t)KΛ
1 (t)PΛ

∗ (t)⊥+PΛ
∗ (t)⊥KΛ

1 (t)PΛ
∗ (t) of K1 equals

Kato’s generator K‖, i.e.

[KΛ
1 (t), PΛ

∗ (t)] = [KΛ
‖ (t), PΛ

∗ (t)] .

If δ < g in Assumption (A2), then PΛ
∗ (t)KΛ

1 (t)PΛ
∗ (t) ≡ 0.

(c) If δ = 0, i.e. σΛ
∗ (t) = {EΛ

∗ (t)}, then the relevant blocks of A1 =: Ã1 + P⊥∗ A1P
⊥
∗ and

K2 =: K̃2 + P⊥∗ K2P
⊥
∗ are

ÃΛ
1 (t) := PΛ

∗ (t)ṖΛ
∗ (t)RΛ

∗ (t) +RΛ
∗ (t)ṖΛ

∗ (t)PΛ
∗ (t) (29)

and
K̃Λ

2 (t) = PΛ
∗ (t)ṖΛ

∗ (t)RΛ
∗ (t)ṖΛ

∗ (t)PΛ
∗ (t) , (30)

where RΛ
∗ (t) := (HΛ(t)− EΛ

∗ (t))−1PΛ
∗ (t)⊥ denotes the reduced resolvent.

Remark. An alternative formula for ÃΛ
1 (t) that emerges from the proof is

ÃΛ
1 (t) = (RΛ

∗ (t))2ḢΛ(t)OD + ḢΛ(t)OD(RΛ
∗ (t))2 .

While the superadiabatic approximation is of conceptual interest in itself, for applications
one needs explicit expansions of UΛ(s, t)BΛ UΛ(t, s) ≈ UΛ

sa(s, t)BΛ UΛ
sa(t, s). The following

theorem is at the basis of computing such expansions.

Theorem 3.3. (Asymptotic expansions)
Let H satisfy Assumptions (A1)m,LH and (A2) for some m ∈ N, LH ∈ Loc, T ≥ 0, and let
S,K be as in Proposition 3.1. Let L ∈ Loc with ` · `H = 0 and define for 1 ≤ k < m+ d

SΛ
(k)(t) :=

k∑
µ=1

εµ−1AΛ
µ(t) and KΛ

(k)(t) := KΛ
‖ +

k+1∑
µ=2

εµ−1PΛ
∗ (t)KΛ

µ (t)PΛ
∗ (t) .

Note that in the definition of KΛ
(k)(t) there appears Kato’s generator KΛ

‖ and not KΛ
1 . More-

over, let UΛ
‖ (k)(t, s) be the solution of

i
d

dt
UΛ
‖ (k)(t, s) = KΛ

(k)(t)U
Λ
‖ (k)(t, s) , UΛ

‖ (k)(s, s) = 1 for t, s ∈ R . (31)

Then there exists a constant C <∞ independent of ε and Λ such that for any B ∈ Lζ,k+1,L

the following statements hold:
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(a) Expansion of the superadiabatic transformation:

sup
|t|≤T

∥∥∥∥∥V Λ(t)∗BΛ V Λ(t)−
k∑
j=0

(−iε)j

j!
adj

SΛ
(k+1−j)(t)

(BΛ)

∥∥∥∥∥ ≤ εk+1C‖ΦB‖ζ,k+1,LM
d−|`|−|`H | ,

(32)

where adjS(B) := [S, [S, . . . , [S,B]]] with S appearing j times.

(b) Expansion of the adiabatic evolution:
Assume, in addition, that the upper bound δ on the width of the spectral patch σΛ

∗ (t) in
Assumption (A2) satisfies δ < g. Then

sup
s,t∈[−T,T ]

∥∥∥PΛ
∗ (s)

(
UΛ

a (s, t)BΛ UΛ
a (t, s)− UΛ

‖ (k)(s, t)B
Λ UΛ
‖ (k)(t, s)

)
PΛ
∗ (s)

∥∥∥
≤ C

(
δ

ε
Md−|`| + εkMd−|`|−|`H |

)
‖ΦB‖ζ,k+1,L . (33)

Note that if σΛ
∗ (t) = {EΛ

∗ (t)} is a single (possibly degenerate) eigenvalue, then δ = 0.

Remark. Note that the first term on the right hand side of (33) is only small if δ is small.
For general spectral patches σΛ

∗ (t) this estimate is of no use. However, there are situations
where σΛ

∗ (t) is an almost degenerate ground state where δ ∼ M−∞ goes to zero faster than
any inverse power of the system size M . Then the estimate (33) remains useful in situations
where one first takes the thermodynamic limit M → ∞ and only afterwards the adiabatic
limit ε→ 0. This is for example the case when computing linear response formulas.

In the following corollary we exemplify how to combine the expansions of Theorem 3.3 in
order to approximate the superadiabatic Heisenberg evolution of observables.

Corollary 3.1. Under the assumptions of Theorem 3.3 and the additional condition that
σΛ
∗ (t) = {EΛ

∗ (t)} is a single eigenvalue, the following holds. Let

BΛ
(0)(t, s) := UΛ

‖ (s, t)BΛUΛ
‖ (t, s)

and
BΛ

(1)(t, s) := UΛ
‖ (1)(s, t)B

ΛUΛ
‖ (1)(t, s)− iεUΛ

‖ (s, t)[ÃΛ
1 (t), BΛ]UΛ

‖ (t, s) ,

where ÃΛ
1 (t) is explicitly given in (29) and the generator of UΛ

‖ (1)(t, s) is KΛ
(1)(t) = KΛ

‖ +εK̃Λ
2 (t)

and is explicitly given in (9) and (30). Then

sup
t,s∈[−T,T ]

∥∥∥PΛ
sa(s)

(
UΛ(s, t)BΛ UΛ(t, s)−V Λ(s)BΛ

(0)(t, s)V
Λ(s)∗

)
PΛ

sa(s)
∥∥∥ ≤ εC Md−|`|−|`H | ‖ΦB‖ζ,2,L

(34)
and

sup
t,s∈[−T,T ]

∥∥∥PΛ
sa(s)

(
UΛ(s, t)BΛ UΛ(t, s)−V Λ(s)BΛ

(1)(t, s)V
Λ(s)∗

)
PΛ

sa(s)
∥∥∥ ≤ ε2CMd−|`|−|`H | ‖ΦB‖ζ,2,L .

(35)
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Proof. This follows from a straightforward combination of the previous estimates,

Psa(s)U(s, t)B U(t, s)Psa(s)
(25)
= Psa(s)Usa(s, t)B Usa(t, s)Psa(s) +R1

= V (s)P∗(s)Ua(s, t)
(
V (t)∗B V (t)

)
Ua(t, s)P∗(s)V (s)∗ +R1

(32)
= V (s)P∗(s)Ua(s, t)

(
B − iε[A1(t), B]

)
Ua(t, s)P∗(s)V (s)∗ +R2

(33)
= V (s)P∗(s)

(
U‖ (1)(s, t)B U‖ (1)(t, s)− iεU‖(s, t)[A1(t), B]U‖(t, s)

)
P∗(s)V (s)∗ +R3

= V (s)P∗(s)
(
U‖ (1)(s, t)B U‖ (1)(t, s)− iεU‖(s, t)P∗(t)[A1(t), B]P∗(t)U‖(t, s)

)
P∗(s)V (s)∗ +R3

(29)
= Psa(s)V (s)B(1)(t, s)V (s)∗Psa(s) +R3 ,

where all the remainder terms R1,2,3 are bounded in norm by ε2CMd−|`|−|`H | ‖ΦB‖ζ,2,L.

Note that Theorem 3.1 follows from (34) using that the condition dn

dtn
HΛ(0) = 0 for all

n = 1, . . . , d+ 1 implies PΛ
sa(0) = PΛ

∗ (0) and V Λ(0) = 1.
The other proofs are organised as follows. In Section 5 we construct the adiabatic expan-

sion and prove Proposition 3.1. In Section 6, based on Proposition 3.1, we prove Theorem 3.2
and then Theorem 3.3 (which then implies Corollary 3.1). In Section 4 we first discuss ap-
plications of the above results in the context of adiabatic charge transport.

4 Adiabatic currents and quantum Hall systems

In this section we apply Theorem 3.2 and its Corollary 3.1 in order to compute currents
and current densities induced by adiabatic changes of a Hamiltonian when the system starts
in its gapped ground state. Then we briefly discuss the application to conductivity and
conductance in quantum Hall systems.

First note that in general the total current operator on a torus Λ is only well defined for
Hamiltonians with finite-range hoppings, since for a long-range hop on a torus the direction
of the hop might be ambiguous. This is related to the fact that there is no “good” position
operator Q on the torus that yields the current operator in the form J = i[H,Q] for general
H. Thus we restrict ourselves to Hamiltonians H that are uniformly finite range uniformly
in time. Recall that this means, in particular, that there is a uniform bound on the size of
the sets X ⊂ Λ where ΦΛ

H(X) does not vanish, i.e. there exists a number r ∈ N such that

sup
t∈[0,∞)

sup
Λ

max{|X| |X ∈ FH(t)(Λ)} ≤ r , where FH(t)(Λ) := {X ⊂ Λ |ΦΛ
H(t,X) 6= 0}.

(36)
Hence, if Λ is sufficiently large, for each X ∈ FH(t)(Λ) and any point y ∈ X it holds that

X
Λ
− y ⊂ {−M + 2, . . . ,M − 1}d, i.e. the shifted set X does not “cross the boundary” of Λ.

With the help of the shifted position operator

QΛ
y :=

∑
x∈Λ

(x
Λ
− y)a∗xax ∈ AN

Λ
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“centered” at y we can now define the interaction of the microscopic current operator as

ΦΛ
J (t,X) :=

{
i[ΦΛ

H(t,X), QΛ
y ] for X ∈ FH(t)(Λ) and any y ∈ X ,

0 for X ∈ F(Λ) \ FH(t)(Λ) .

Note that the definition is independent of the choice of y ∈ X because for no y ∈ X does the
set X overlap the set where the shifted position operator QΛ

y is discontinuous. The current
operator on Λ is defined accordingly as

JΛ(t) =
∑
X⊂Λ

ΦΛ
J (t,X) ∈ AN

Λ .

Since H(t) is uniformly finite range, also J(t) has this property. For a Hamiltonian of the
form (7) the current operator is explicitly given by5

JΛ
TVW (t) = −i

∑
(x,y)∈Λ2

(x
Λ
− y) a∗x T (t, x

Λ
− y) ay .

For the discussion of currents it is more transparent if we shift the time-evolution to states.
In the following we write

ρΛ(t) := UΛ(t, 0)ρΛ
0U

Λ(0, t) , ρΛ
‖ (t) := UΛ

‖ (t, 0)ρΛ
0U

Λ
‖ (0, t) , and ρΛ

sa(t) := UΛ
sa(t, 0)ρΛ

0U
Λ
sa(0, t)

for the full resp. adiabatic resp. super-adiabatic evolution of an initial state ρΛ
0 . The current

density (in the macroscopic time scale) at time t is then, by definition,

J Λ(t) :=
1

ε|Λ|
tr
(
ρΛ(t)JΛ(t)

)
. (37)

To make contact to certain formulas for J Λ(t) that are widespread in the literature (see e.g.
[34, 1, 19, 17]), we introduce the family of twisted Hamiltonians {H(α)}α∈Rd defined by the
twisted interactions

ΦΛ
H(α, t,X) :=

{
e−iα·QΛ

y ΦΛ
H(t,X) eiα·QΛ

y for X ∈ FH(t)(Λ) and any y ∈ X ,

0 for X ∈ F(Λ) \ FH(t)(Λ) .
(38)

Then
JΛ(t) = ∇αH

Λ(α, t)
∣∣
α=0

,

and, by standard perturbation theory, the ground state projection PΛ
∗ (α, t) is a differentiable

function of α for α in a possibly Λ-dependent neighborhood of 0 ∈ Rd.
As a corollary of the adiabatic theorem, Theorem 3.1 (b), we can now easily show that the

current density is given by one of the standard formulas used in the physics and mathematics
literature as a definition of the adiabatic current density in such systems. In this very general
setting, however, we have to add one more assumption, namely the vanishing of persistent

5Note that the following expression makes also sense if T is not compactly supported but only exponentially
decaying, and one could use it as a definition of the current operator in this specific case.
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currents in the system. More precisely, we assume that for any ground state projection GΛ(t),
i.e. PΛ

∗ (t)GΛ(t)PΛ
∗ (t) = GΛ(t), the stationary current vanishes,

tr
(
GΛ(t)JΛ(t)

)
= 0 for all Λ. (39)

That means that in such a system the only current flowing is the one induced by the change
of the Hamiltonian.6 A sufficient condition for (39) to hold in the case of a non-degenerate
ground state, i.e. dim ranPΛ

∗ (t) ≡ 1, is space-inversion symmetry; ; more generally, persistent
currents in a non-degenerate ground state vanish in the large-volume limit [5].

Corollary 4.1. Let the Hamiltonian satisfy conditions (A1)m and (A2), σΛ
∗ (t) = {EΛ(t)},

and assume that H is uniformly finite range. Then for every T > 0 there is a constant C > 0
such that

sup
Λ(M):M≥M0

sup
t∈[−T,T ]

∣∣∣∣ 1

ε|Λ|
tr
(
ρΛ(t)JΛ(t)

)
− 1

ε|Λ|
tr
(
ρΛ

sa(t)JΛ(t)
)∣∣∣∣ ≤ εm−1C . (40)

Assume, in addition, ρΛ
0 = PΛ

∗ (0)ρΛ
0P

Λ
∗ (0) and that the system admits no persistent currents,

i.e. that (39) holds, then

J Λ(t) =
i

|Λ|
tr
(
ρΛ
‖ (t)

(
JΛ(t)RΛ

∗ (t)ṖΛ
∗ (t)− ṖΛ

∗ (t)RΛ
∗ (t)JΛ(t)

))
+O(ε) (41)

=
i

|Λ|
tr
(
ρΛ
‖ (t)

[
ṖΛ
∗ (t),∇αP

Λ
∗ (t)|α=0

])
+O(ε) (42)

uniformly in the system size |Λ| and on any bounded time interval [−T, T ].

Proof. Statement (40) follows immediately from statement (25) of Theorem 3.2, cf. also
Remark 1 below Theorem 3.2. For the second statement observe that according to Theo-
rem 3.1 (b) we have

1

ε|Λ|
tr
(
ρΛ(t)JΛ(t)

)
=

1

ε|Λ|
tr
(
UΛ(t, 0)ρΛ

0U
Λ(0, t)JΛ(t)

)
=

1

ε|Λ|
tr
(
ρΛ

0P
Λ
∗ (0)UΛ(0, t)JΛ(t)UΛ(t, 0)PΛ

∗ (0)
)

=
1

ε|Λ|
tr
(
ρΛ

0P
Λ
∗ (0)JΛ

‖ (1)(t)P
Λ
∗ (0)

)
+O(ε‖ΦJ(t)‖a,2,0) .

The first summand in

JΛ
‖ (1)(t) = UΛ

‖ (1)(0, t) J
Λ(t)UΛ

‖ (1)(t, 0)+i εUΛ
‖ (0, t)

(
JΛ(t)RΛ

∗ (t)ṖΛ
∗ (t)− ṖΛ

∗ (t)RΛ
∗ (t)JΛ(t)

)
UΛ
‖ (t, 0)

6Alternatively, we could take a point of view that is often taken in response theory and compute the
relative quantity

1

ε|Λ|
tr
((
ρΛ(t)− ρΛ

sa,(0)(t)
)
JΛ(t)

)
.

That is, we are only interested in the current induced by the change of the Hamiltonian and not in the
persistent current flowing through the system even in the stationary state.
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does not contribute because UΛ
‖ (1)(t, 0)ρΛ

0U
Λ
‖ (1)(0, t) = PΛ

∗ (t)UΛ
‖ (1)(t, 0)ρΛ

0U
Λ
‖ (1)(0, t)P

Λ
∗ (t) and

we assume (39). For the second summand we find by straightforward algebra that

1

ε|Λ|
tr
(
ρΛ

0P
Λ
∗ (0)JΛ

(1)‖(t)P
Λ
∗ (0)

)
=

i

|Λ|
tr
(
ρΛ
‖ (t)PΛ

∗ (t)
(
JΛ(t)RΛ

∗ (t)ṖΛ
∗ (t)− ṖΛ

∗ (t)RΛ
∗ (t)JΛ(t)

)
PΛ
∗ (t)

)
,

proving (41), since ρΛ
‖ (t) = PΛ

∗ (t)ρΛ
‖ (t)PΛ

∗ (t). To evaluate this expression further, first observe

that (omitting time-variables and superscripts for better readability)

P∗JR = P∗ (∇αH)R|α=0 = P∗ (∇α(H − E∗))R|α=0

= ∇α(P∗(H − E∗)R)|α=0 − (∇αP∗) (H − E∗)R|α=0 − P∗ (H − E∗)∇αR|α=0

= −(∇αP∗)P
⊥
∗ |α=0 .

Hence,

PΛ
∗ (t)

(
JΛ(t)RΛ

∗ (t)ṖΛ
∗ (t)− ṖΛ

∗ (t)RΛ
∗ (t)JΛ(t)

)
PΛ
∗ (t) =

= PΛ
∗ (t)

(
−(∇αP

Λ
∗ (t)|α=0)PΛ

∗ (t)⊥ṖΛ
∗ (t) + ṖΛ

∗ (t)PΛ
∗ (t)⊥(∇αP

Λ
∗ (t)|α=0)

)
PΛ
∗ (t)

= PΛ
∗ (t)

[
ṖΛ
∗ (t),∇αP

Λ
∗ (t)|α=0

]
PΛ
∗ (t) ,

proving also (42).

To obtain even more explicit formulas, let (ϕΛ
n(t))n=0,...,dim(HΛ,N )−1 be an orthonormal basis

of eigenvectors of HΛ(t),
HΛ(t)ϕΛ

n(t) = EΛ
n (t)ϕΛ

n(t) ,

such that span{ϕΛ
0 (0), . . . , ϕΛ

κ−1(0)} = ranP∗(0) and ϕΛ
j (t) = UΛ

‖ (t, 0)ϕΛ
j (0) for j = 0, . . . , κ−

1. Insering this into (41) and (42) we find by a straightforward computation7 two formulas for
the leading order approximation to the macroscopic current density: dropping the dependence
on time, this reads

J Λ(t) = − 2

|Λ|
Im

(∑
n≥κ

〈ϕΛ
n , ∂tϕ

Λ
0 〉 〈ϕΛ

0 , J
ΛϕΛ

n〉
EΛ
n − EΛ

0

)
+ O(ε) (43)

= − 2

|Λ|
Im
〈
∂tϕ

Λ
0 ,∇αϕ

Λ
0

∣∣
α=0

〉
+ O(ε) . (44)

The right-hand side of (43), to be compared with (1), matches exactly the integrand of
Formula (2.13) in [34] (see also Formula (2.5) in [42]) for lattice systems: contrary to [42,
34], however, in our case the formula holds even for a possibly degenerate ground state.
Formula (44) has the form of a curvature of the line bundle of ground states and was derived
e.g. in [1]. Let us stress once again that the error terms in both formulas above are bounded
uniformly in the system size |Λ|.

7Notice that 〈ϕΛ
n(t), ϕ̇Λ

0 (t)〉 = 0 for all n = 0, . . . κ− 1.
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4.1 Conductivity in quantum Hall systems

Since the quantum Hall effect is the most prominent application of adiabatic currents, let
us briefly recall how (44) relates to the quantum Hall current. In a quantum Hall system
an electromotive force in the form of a linear electric potential is applied across a two-
dimensional sample and the Hall current is measured perpendicular to the electromotive
force. The general idea from [34, 1] is to implement the electromotive force in the case of a
torus-geometry of the sample by a time-dependent “gauge” transformation. Let HΛ

0 be the
time-independent Hamiltonian of the unperturbed system and HΛ

0 (α1, α2) the corresponding
family of twisted Hamiltonians as in (38). Then, if the field is applied in the 2-direction, the
time-dependent Hamiltonian of the system is8

HΛ(t) := HΛ
0 (0, Et) .

Transforming to the time variable α2 = Et and assuming that the gap remains open for all
α2 ∈ [0, 2π), we obtain exactly an adiabatic problem to which Theorem 3.2 and Corollary 4.1
apply with ε replaced by E . Note that now t is the relevant time-variable, and the current
density in (37) does not have a prefactor 1/E .

According to (44), the induced current density in the 1-direction at time t is, uniformly
in the system size,

1

|Λ|
tr
(
ρE,Λ(t)JΛ

1 (t)
)

= − 2

|Λ|
Im
〈
∂tϕ

Λ
0 (0, Et), ∂α1ϕ

Λ
0 (0, Et)

〉
+O(E2)

= E 2

|Λ|
Im
〈
∂α1ϕ

Λ
0 (0, Et), ∂α2ϕ

Λ
0 (0, Et)

〉
+O(E2) .

(45)

Hence, the Hall conductivity at finite system size and finite field E , that is the ratio between
the current density and the applied field, is

σE,Λ12 (t) =
2

|Λ|
Im
〈
∂α1ϕ

Λ
0 (0, Et), ∂α2ϕ

Λ
0 (0, Et)

〉
+O(E) . (46)

A quantity of physical interest would be the zero-field Hall conductivity of the infinite system,
i.e. the limit

σ12 := lim
E→0

lim
M→∞

σE,Λ12 (t) .

This quantity is expected to be independent of t and quantized, i.e. to take values in 1
2π

1
κ
Z

in our units 9 [43]. Recall that κ is the degeneracy of the ground state, which we now assume
to become constant for M large enough. The existence of this limit clearly depends on the
details of the Hamiltonian H0. However, our result shows that it suffices to analyze the
leading order term in (46), since the error term is of order E uniformly in the system size.

For non-interacting systems and κ = 1, quantization of σ12 is well known (e.g. [9, 2]).
Recently also integer quantization of Hall conductivity in interacting Haldane-type models
with small interaction was shown by Giuliani, Mastropietro, and Porta [17]. Although they

8We ignore the initial smooth switching of the electric field, which could be modeled by putting HΛ(t) :=
HΛ

0 (0, f(Et)) for some smooth function f : R→ R supported in [0,∞) with f(s) = s for s > s0.
9 Notice that 1/2π = e2/h in units where e = 1 and ~ = 1.
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do not take (45) as a definition of conductivity, they also assume validity of a linear response
approximation. On the other hand, as they start from perturbing a gapped non-interacting
system with a non-degenerate ground state, they do not need to assume a uniform gap for
the interacting system.

In general, however, a proof of quantization of Hall conductivity for interacting systems
is still an open problem, even when starting from formula (46), which is now established
rigorously by our result. Also an averaging procedure (c.f. [1, 34] and the next subsection
for averaging in the case of Hall conductance) does not prove quantization in a simple way:
Assume that the gap of H0(α1, α2) remains open for all (α1, α2) ∈ [0, 2π)2 and that κ = 1.
Introduce

σE,Λ12 (α1, t) =
2

|Λ|
Im
〈
∂α1ϕ

Λ
0 (α1, Et), ∂α2ϕ

Λ
0 (α1, Et)

〉
.

Then the average of σE,Λ12 (α1, t) is

〈σ12〉 :=
E

4π2

∫ 2π/E

0

dt

∫ 2π

0

dα1
2

|Λ|
Im
〈
∂α1ϕ

Λ
0 (α1, Et), ∂α2ϕ

Λ
0 (α1, Et)

〉
=

1

|Λ|

∫
[0,2π)2

d2α

4π2
2 Im

〈
∂α1ϕ

Λ
0 (α), ∂α2ϕ

Λ
0 (α)

〉
∈ 1

|Λ|
· 1

2π
Z ,

since the integral is the Chern number of a line bundle over the torus. Without any further
assumption, it is not obvious (and not even clear if it should be expected, see [42]) that this
Chern number is a multiple of |Λ|.

This statement can be proved by assuming that the system be translational invariant, see
e.g. [2], by relating it to the Hall conductance (see the next subsection). A similar result can
be obtained even in the presence of disorder, which breaks translation invariance pointwise,
but under an homogeneity assumption that models a disordered crystalline system, in the
sense of [9]. The latter approach allows also for the presence of a mobility gap rather than a
spectral gap, but is however limited to non-interacting fermion systems.

4.2 Conductance in quantum Hall systems

The Hall conductance is somewhat easier to handle. The latter is usually defined as the ratio
of the current I through a fiducial line in the two-dimensional sample, say the line {x1 = 0},
and a voltage drop ∆V across a fiducial line, say {x2 = 0}, in the perpendicular direction.
To model these quantities in our setting on the torus we follow essentially [19] and define yet
another 2-parameter family of Hamiltonians. As before, let H0 be a uniformly locally-finite
gapped Hamiltonian and define

Nj :=
∑
x∈Λj

a∗xax ∈ AN
Λ ,

that is, the number operator counting particles in the left, respectively lower, half Λj := {x ∈
Λ |xj ≤ 0}, j = 1, 2, of the square Λ. Then the interaction of the Hamiltonian H0(β1, β2) is
defined in two steps as

ΦΛ
H0(β1,0)(X) :=

{
e−iβ1N1 ΦΛ

H0
(X) eiβ1N1 if X ∩ Λ1 6= ∅ , X ∩ Λ \ Λ1 6= ∅ , dist(X, {x1 = 0}) ≤ r

ΦΛ
H0

(X) otherwise,
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and then

ΦΛ
H0(β1,β2)(X) :=

{
e−iβ2N2 ΦΛ

H0(β1,0)(X) eiβ2N2 if X ∩ Λ2 6= ∅ , X ∩ Λ \ Λ2 6= ∅ , dist(X, {x2 = 0}) ≤ r

ΦΛ
H0(β1,0)(X) otherwise.

In the above, r is as in (36). As in the case of conductivity, we consider the time-dependent
Hamiltonian HΛ(t) := HΛ

0 (0,∆V t), and the current-through-the-line operator is

IΛ(t) := ∂β1H
Λ
0 (0,∆V t) .

Note that ḢΛ(t) is now localized in a strip −r < x2 < r and IΛ is localized in a strip
−r < x1 < r. Hence, assuming as before a gap for all t ∈ [0, 2π/∆V ), we can now apply
Theorem 3.2 for L-localized driving and observable and obtain

tr
(
ρ∆V,Λ(t)IΛ(t)

)
= ∆V · 2 Im

〈
∂β1ϕ

Λ
0 (0,∆V t), ∂β2ϕ

Λ
0 (0,∆V t)

〉
+O(∆V 2) .

We thus proved that the Hall conductance for the finite system at finite voltage ∆V is given
by

σ̃∆V,Λ
12 (t) = 2 Im

〈
∂β1ϕ

Λ
0 (0,∆V t), ∂β2ϕ

Λ
0 (0,∆V t)

〉
+O(∆V ) . (47)

As first observed in [1] and [34], in this case the averaging argument from the previous section
readily shows quantization of the average Hall conductance,

〈σ̃12〉 ∈ 1
2π

Z .

However, it follows from a recent result of Hastings and Michalakis [19] (see [4] for a stream-
lined version of the proof under potentially stronger assumptions)10 that the leading term
in (47) is indeed quantized up to terms that are almost-exponentially small in the linear
size M of Λ. In particular, there is a sequence kM ∈ Z and a function f : 2N → R with
limM→∞M

nf(M) = 0 for any n ∈ N such that∣∣2 Im
〈
∂β1ϕ

Λ
0 (0,∆V t), ∂β2ϕ

Λ
0 (0,∆V t)

〉
− kM

2π

∣∣ ≤ f(M) . (48)

In [4], Theorem 1.4, it is also shown that if ground state expectations of all local observables
have a thermodynamic limit, then also kM converges and thus becomes constant for M large
enough.

In summary it thus follows that in such systems the infinite volume Hall conductance at
zero field is quantized,

σ̃12 := lim
∆V→0

lim
M→∞

tr
(
ρ∆V,Λ(t)IΛ(t)

)
∆V

=
k

2π
for some k ∈ Z . (49)

As a more technical remark, we note that in [19] the authors actually prove quantization
of the quantity 2 Im

〈
∂β1ϕ

Λ
0 (0), ∂β2ϕ

Λ
0 (0)

〉
in the sense of (48) without assuming a gap for

β 6= 0. But it follows from their proof that when the gap persists for all β = (0, β2), then

10As remarked before, strictly speaking [19] and [4] apply to spin systems only. However, it is believed that
these can be transferred to the present setting of interacting fermions with the appropriate modifications.
See also [26] for some numerical indications in this sense.
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(48) holds for all t with the same kM . However, in order to derive the formula (47) for the
conductance from microscopic first principles via the adiabatic theorem, we cannot dispose
of the gap conditions for all times t. While the derivation of (49) through the combination of
our adiabatic theorem and the results of [19] and [18] constitutes the first rigorous proof of
quantization of Hall conductance for interacting fermion systems starting from microscopic
first principles, it is not yet fully satisfactory because of the gap assumption for all t, instead
of only for the fixed initial Hamiltonian H0. Although it is argued in [4] that in the specific
example discussed in the present section the gap assumption for H0(0, 0) implies a gap for
H0(0, β2) for all β2, we expect that in general one has to leave the realm of standard adiabatic
theory and consider almost stationary states for systems where the driving closes the gap.
Such states are constructed in [41].

A different approach to derive the quantization of the Hall conductivity in interacting
fermionic systems has been developed by Fröhlich in the early nineties, see [16] and references
therein for a recent account. This approach is based on the coupling of matter (in the form
of fermionic fields) to an electromagnetic gauge field A. An effective action for A is derived
by “integrating out” the fermionic degrees of freedom, and response coefficients like the Hall
conductance can be computed from the derivative of this effective action with respect to A.

Another open problem is to show that (45) and (47) hold, at least in the thermodynamic
limit, with errors that are asymptotically smaller than any power of E , resp. of ∆V . For
non-interacting systems this can be indeed shown (e.g. [36, 39]) and it is expected to hold
for interacting systems as well. Indeed, in [24] the authors show under a gap assumption
for all β that the averaged Hall conductance satisfies (47) with error terms of order (∆V )∞.
However, their error estimates are not uniform in the size of the system and could deteriorate
in the thermodynamic limit.

5 The adiabatic expansion: Proof of Proposition 3.1

Proof of Proposition 3.1. To simplify the notation and to improve readability, we often drop
the dependence on the box Λ, on ε, and on time t. The strategy of the proof is to determine
inductively the coefficients Aµ and Kµ.

We start by computing

iε
d

dt
Usa(t, s)

(21)
= iε

d

dt

(
V (t)Ua(t, s)V (s)∗

)
(17)
= iεV̇ (t)Ua(t, s)V (s)∗ + V (t)Ha(t)Ua(t, s)V (s)∗

(18)
= V (t)

(
iεV (t)∗V̇ (t) +H(t) + εK(t)

)
V (t)∗Usa(t, s)

=
(
H(t) + V (t)

(
iεV (t)∗V̇ (t) +H(t)− V (t)∗H(t)V (t) + εK(t)

)
V (t)∗︸ ︷︷ ︸

=:R̃(t)

)
Usa(t, s) .

We now choose the coefficients Aµ entering through (27) in the definition (24) of V and
the coefficients Kµ entering through (27) in the definition (18) of Ha in such a way that Ua

satisfies (19) and the remainder term R̃ satisfies

R̃(t) = V (t)
(

iεV (t)∗V̇ (t) +H(t)− V (t)∗H(t)V (t) + εK(t)
)
V (t)∗

!
= O(εn+1) (50)
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where we set n := m+d. To this end we expand R̃(t) in powers of ε and choose the coefficients
Aµ and Kµ inductively. Expanding V ∗HV yields

V ∗HV = e−iεSHeiεS =
n∑
k=0

εk

k!
L k
S (H) +

εn+1

(n+ 1)!
e−iγ̃SL n+1

S (H)eiγ̃S

=:
n∑
µ=0

εµHµ + εn+1hn(ε) ,

where γ̃ ∈ [0, ε] and each Hµ is defined as the sum of those terms in the series that
carry a factor εµ. Above we denoted by L k

S (H) ≡ L k
S(t)(H(t)) the nested commutator

[−iS(t), [· · · , [−iS(t), [−iS(t), H(t)]] · · · ]], where −iS(t) appears k times. Including the fac-
tor −i into the definition of LS := −i adS will make computations in the following more
transparent. While one could write down an explicit expression for Hµ (cf. [7]), this is not
necessary for the following. It is only important that

Hµ = −LH(Aµ) + Lµ ,

where Lµ contains a finite number of iterated commutators of the operators Aν , ν < µ,
with H. Explicitly, the first orders are

H0 = H , H1 = −LH(A1) , H2 = −LH(A2)− 1
2
[A1, [A1, H]] .

In order to expand V ∗V̇ , one uses Duhamel’s formula

iεV ∗V̇ = −ε2

∫ 1

0

e−iλεS Ṡ eiλεS dλ ,

expands the integrand as a series of nested commutators, and integrates term by term, to
obtain

iεV ∗V̇ = −ε2

n−2∑
k=0

εk

(k + 1)!
L k
S (Ṡ)− εn+1

(n− 1)!

∫ 1

0

e−iλγ̃SL n−1
S (Ṡ)eiλγ̃S dλ

=
n∑
µ=1

εµQµ + εn+1qn(ε) ,

where again Qµ collects all terms in the sum proportional to εµ. Note that Qµ is a finite sum
of iterated commutators of the operators Aν and Ȧν for ν < µ. One finds for the first terms

Q1 = 0 , Q2 = −Ȧ1 , Q3 = −Ȧ2 + i
2
[A1, Ȧ1] .

Writing also εK =
∑n

µ=1 ε
µKµ, inserting the expansions into (50) yields

iεV ∗V̇ +H − V ∗HV + εK =
n∑
µ=1

εµ(Qµ −Hµ +Kµ) + εn+1(qn(ε)− hn(ε)) ,
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and it remains to determine A1, . . . , An and K2, . . . , Kn inductively such that

0
!

= (Qµ −Hµ +Kµ) = (Qµ + LH(Aµ)− Lµ +Kµ)

i.e.
LH(Aµ) = Lµ −Qµ −Kµ (51)

for all µ = 1, . . . , n.
With L1 = Q1 = 0, for µ = 1 we thus must choose A1 and K1 such that

LH(A1) = −K1 . (52)

Recall that in standard adiabatic theory one chooses K1 = K‖, ensuring (19). Since the map
B 7→ LH(B) = −i [H,B] defines an automorphism of the space

AOD
Λ :=

{
B ∈ AN

Λ |B = P∗BP
⊥
∗ + P⊥∗ BP∗

}
of off-diagonal operators, cf. Appendix D, and since K‖ ∈ AOD

Λ , the equation LH(A1) = −K‖
has a unique off-diagonal solution A1. However, since K‖ is not a local Hamiltonian in general,
the corresponding A1 would not be a local Hamiltonian as well and we cannot set K1 = K‖.
On the other hand, we need that KOD

1 = K‖ in order to have the crucial intertwining property
(19) for the adiabatic evolution. The way out of this apparent dilemma is to add a diagonal
part KD

1 such that K1 = K‖ +KD
1 is a local Hamiltonian.

This can be achieved by employing a linear map IΛ
H : AN

Λ → AN
Λ constructed in the

context of the so-called quasi-adiabatic or spectral flow which has the following properties,
cf. Appendix D:

(I1) IH maps local Hamiltonians to local Hamiltonians, IH : LS,k+1,LH → LS,k,LH .

(I2) IH commutes with H and P∗,

IH(HA) = HIH(A) , IH(AH) = IH(A)H , IH(P∗A) = P∗IH(A) , IH(AP∗) = IH(A)P∗ .

(I3) The restriction of IH to AOD inverts the map LH(·), i.e. for B ∈ AOD it holds that

IH(LH(B)) = LH(IH(B)) = B .

A slight modification of the standard definition of IH (see e.g. [20, 8]) explained in Appendix D
allows for a fourth property:

(I4) If the width δ of the spectral patch σ∗ is smaller than the gap g, then IH can be
constructed in such a way that all operators in the range of IH have a vanishing
P∗(· · · )P∗ block, i.e. P∗ IH(A)P∗ = 0 for all A ∈ A.

Lemma 5.1. Let A1 := −IH(IH(Ḣ)) and K1 := −LH(A1). Then

KOD
1 = K‖ .

If δ < g, then P∗K1P∗ = P∗A1P∗ = 0.
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Proof. We have

KOD
1 = −LH(AOD

1 )
(I2)
= LH(IH(IH(ḢOD)))

(I3)
= IH(ḢOD) .

Using that Ṗ∗ ∈ AOD, we find that

[IH(ḢOD), P∗]
(I2)
= IH([ḢOD, P∗]) = IH([Ḣ, P∗]) = −IH([H, Ṗ∗])

(I3)
= iṖ∗ = i[[Ṗ∗, P∗], P∗]

= [K‖, P∗] ,

which implies that IH(Ḣ)OD = KOD
‖ = K‖.

By (I1), A1 is a local Hamiltonian and by Lemma C.4 also K1 is a local Hamiltonian.
However, to make the following induction work, we need to be a bit more explicit: According
to (I1) there is a sequence (ξ0,k)k∈N0 in S depending only on H and its time derivatives H(r),
r = 1, . . . , n, through their ‖ · ‖a,l-norms such that IH(Ḣ)(r) ∈ Lξ0,k,k,LH for r = 0, . . . , n− 1
uniformly in time, i.e. with

‖Φ(r)

IH(Ḣ)
‖ξ0,k,k,LH ,T <∞

for all k ∈ N0, r = 0, . . . , n− 1, and T ≥ 0. Applying (I1) once more, we conclude that there

is a sequence (ξ1,k)k∈N0 in S such that A
(r)
1 ∈ Lξ1,k,k,LH for all k ∈ N0 and r = 0, . . . , n − 1

uniformly in time. Finally, by Lemma C.4, also K
(r)
1 ∈ Lξ1,k,k,LH for all k ∈ N0 and r =

0, . . . , n− 1 uniformly in time.
We now proceed inductively. Assume that for µ > 1 we constructed Aν and Kν for all

ν < µ. Thus Qµ and Lµ are determined and we need to solve (51). Assuming that KOD
µ = 0,

the off-diagonal part of (51) is solved by setting

Aµ = IH(Lµ −Qµ) .

Then we pick Kµ to make the diagonal part of the right-hand side vanish as well:

Kµ = Lµ −Qµ −LH(Aµ) = Hµ −Qµ .

Note that Kµ is indeed diagonal by (I3) for µ > 1.

Assuming that A
(r)
ν ∈ Lξµ,k,k,LH for all k ∈ N0 and r = 0, . . . , n − ν uniformly in time,

we find by Lemma C.4 that L
(r)
µ and Q

(r)
µ are all in Lξµ−1,k,k,LH uniformly in time for r =

0, . . . , n − µ and k ∈ N0. Thus by Lemma D.2 there is a sequence (ξµ,k)k∈N0 in S such that

A
(r)
µ ∈ Lξµ,k,k,LH for all k ∈ N0 and r = 0, . . . , n − µ uniformly in time. In summary, using

also Lemma A.1, we conclude that Sε =
∑n

µ=1 ε
µ−1Aµ has an interaction ΦSε such that for

some sequence ξk in S it holds that ‖ΦSε‖ξk,k,LH ,T <∞ for all k ∈ N0 and T ≥ 0.
To see that the remainder term R = V (qn − hn)V ∗ is in LS,∞,LH uniformly in time, first

note that qn and hn each contain a number of terms that are just multi-commutators and
can be estimated by Lemma C.4, as well as a remainder term from the Taylor expansion,
that can be estimated by combining Lemma C.4 and Lemma C.7. Finally the conjugation
with V that leads to R is again estimated by Lemma C.7. Thus we proved (28) and are left
to check the additional claims (a)–(c).
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For (a) note that if at some time t′ ∈ R it holds that dn

dtn
H(t′) = 0 for all n = 1, . . . ,m+d,

then, by the above induction, also SΛ(t′) = KΛ(t′) = 0.
Claim (b) was shown in Lemma 5.1.
For (c) we first recall that for σΛ

∗ (t) = {EΛ
∗ (t)} we have P∗A1P∗ = 0 and thus that

Ã1 := A1 − P⊥∗ A1P
⊥
∗ = ÃOD

1 is off-diagonal. Hence Ã1 is the unique off-diagonal solution of
−LH(Ã1) = KOD

1 = K‖, which, according to Appendix D, is given by

Ã1 = i[K‖, R∗] = −[[Ṗ∗, P∗], R∗] = P∗Ṗ∗R∗ +R∗Ṗ∗P∗

with R∗ := (H − E∗)−1P⊥∗ . For K̃2 we finally obtain

K̃2 = P∗K2P∗ = P∗(Ȧ1 + i [H,A2]− 1
2
[A1, [A1, H]])P∗ = −1

2
P∗[A1, [A1, H − E∗]]P∗

= −1
2
P∗[Ã1, [Ã1, H − E∗]]P∗ = P∗Ṗ∗R∗Ṗ∗P∗ .

Here we used that P∗Ȧ1P∗ = −P∗IH(IH(Ḧ))P∗ = 0. This concludes the proof of Proposi-
tion 3.1.

6 Proof of the adiabatic theorem

We start with the proof of the superadiabatic theorem, Theorem 3.2.

Proof of Theorem 3.2. We freely use the notation from Proposition 3.1 and its proof provided
in the last section. Also note that for any self-adjoint operator B ∈ AN

Λ it holds that
‖B‖ = supP |tr(PB)|, where the supremum is taken over all rank-1 orthogonal projections
P . Let thus P be any such projection and consider first the evolution of a local observable
O ∈ AN

X , X ⊂ Λ. A simple Duhamel argument gives

D(O) := tr
(
P
(
UΛ

sa(s, t)OUΛ
sa(t, s)

)
− UΛ(s, t)OUΛ(t, s)

)
= tr

((
UΛ

sa(t, s)PUΛ
sa(s, t)− UΛ(t, s)PUΛ(s, t)

)
O
)

=

∫ t

s

dτ tr
( d

dτ

(
UΛ(s, τ)UΛ

sa(τ, s)PUΛ
sa(s, τ)UΛ(τ, s)

)
UΛ(s, t)OUΛ(t, s)

)
= iεn

∫ t

s

dτ tr
([
RΛ(τ), UΛ

sa(τ, s)PUΛ
sa(s, τ)

]
UΛ(τ, t)OUΛ(t, τ)

)
= −i εn

∫ t

s

dτ tr
(
UΛ

sa(τ, s)PUΛ
sa(s, τ)

[
RΛ(τ), UΛ(τ, t)OUΛ(t, τ)

])
. (53)

Since P and thus also UΛ
sa(τ, s)PUΛ

sa(s, τ) has trace one, we have that

|D(O)| ≤ |t− s| εn sup
τ∈[0,T ]

∥∥[RΛ(τ), UΛ(τ, t)OUΛ(t, τ)
]∥∥

≤ C εn ‖ΦR‖ζ0,0,LH ,T ‖O‖ |X|2 ζ(dist(X,LH)) |t− s|(1 + ε−d|t− s|d)
≤ C εm ‖ΦR‖ζ0,0,LH ,T ‖O‖ |X|2 ζ(dist(X,LH)) |t− s|(1 + |t− s|d) ,

(54)

where the second inequality follows from Lemma C.5 (note that due to the adiabatic time
scale we pick up the factor ε−d) and we set dist(X,LH) := minx∈X dist(x, LH) (compare (5)).
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Recall that BΛ =
∑

X⊂Λ ΦΛ
B(X). Hence, substituting ΦΛ

B(X) for O in (54), we obtain∣∣∣tr (P (UΛ
sa(s, t) ΦΛ

B(X)UΛ
sa(t, s)− UΛ(s, t) ΦΛ

B(X)UΛ(t, s)
)) ∣∣∣ ≤

≤ εmC
∑
X⊂Λ

|X|2 ζ(dist(X,LH)) ‖ΦΛ
B(X)‖

≤ εmC
∑
x∈Λ

∑
X⊂Λ: x∈X

|X|2 ζ(dist(x, LH)) ‖ΦΛ
B(X)‖

≤ εmC
∑
x∈Λ

ζ(dist(x, LH))
∑
y∈Λ

Fζ(d
Λ
L(x, y))

∑
X⊂Λ: x,y∈X

|X|2 ‖Φ
Λ
B(X)‖

Fζ(dΛ
L(x, y))

≤ εmC‖ΦB‖ζ,2,L ‖F‖Γ

∑
x∈Λ

ζ(dist(x, LH))ζ(dist(x, L))

≤ εmC‖ΦB‖ζ,2,L ‖F‖ΓM
d−|`|−|`H | . (55)

In the third inequality we used that summing over all sets X for which x minimizes the
distance to LH and then over all x ∈ Λ would also include each term in the sum on the
previous line at least once. In the second-to-last inequality we used Lemma C.1.

Note that a key step in the previous proof was the application of Lemma C.5 to control
the evolution of local observables on the long adiabatic time scale. Since this lemma is
only available for evolutions generated by exponentially localised Hamiltonians, the problem
of approximating the superadiabatic time-evolution by dropping higher order terms in the
generator Ha is non-trivial and will only have a satisfactory solution for the case δ = 0.

Proof of Theorem 3.3. We start with (a). By evaluating the Taylor formula for the analytic
function γ 7→ e−iγSΛ

BΛeiγSΛ
at γ = ε, we find

e−iεSΛ

BΛeiεSΛ

=
k∑
j=0

εj

j!
L j
SΛ(BΛ) +

εk+1

(k + 1)!
e−iγ̃SΛ

L k+1
SΛ (BΛ)eiγ̃SΛ

=:
k∑
j=0

εj

j!
L j

SΛ
(k+j−1)

(BΛ) +R1 (56)

for some γ̃ ∈ [0, ε]. The norm of the remainder term R1 can now be estimated using
Lemma C.3 and the argument that took us from (54) to (55). Note, however, that one
uses in this argument the existence of a function ζ̃ ∈ S with Bζ,k+1,LH ⊂ Bζ̃,k+1,LH

such that

SΛ ∈ Lζ̃,k+1,LH
(compare Lemma A.1 (a)).

For (b) first note that UΛ
‖ (k)(t, s) generated by KΛ

(k)(t) agrees with ÛΛ
‖ (k)(t, s) generated by

K̂Λ
(k)(t) :=

∑k+1
µ=1 ε

µ−1KΛ
µ (t) on the range on PΛ

∗ (s) since both evolutions have the intertwining

property (19) and the difference of the generators

KΛ
(k)(t)− K̂Λ

(k)(t) = KΛ
‖ −KΛ

1 −
k+1∑
µ=2

εµ−1PΛ
∗ (t)⊥KΛ

µ (t)PΛ
∗ (t)⊥

is non-zero only in its P⊥∗ (· · · )P⊥∗ -block.
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Now we follow in principle the same strategy as in the proof of Theorem 3.2 to compare
the time-evolutions UΛ

a and ÛΛ
‖ (k). Hence we only point out the differences. Replacing UΛ

sa by

UΛ
a and UΛ by ÛΛ

‖ (k) in (53) and restricting to projections P with P = PP∗(s), the difference

of the generators RΛ(τ) is replaced by

TΛ(τ) := HΛ
a (τ)− K̂Λ

(k)(τ) = HΛ(τ) +
m+d∑
µ=k+2

εµ−1KΛ
µ (τ)

and we need to control the norm of

ε−1PΛ
∗ (τ)

[
TΛ(τ), UΛ

‖ (k)(τ, t)OU
Λ
‖ (k)(t, τ)

]
PΛ
∗ (τ)

= ε−1PΛ
∗ (τ)

[
HΛ(τ)− inf(σΛ

∗ (t))− δ/2, UΛ
‖ (k)(τ, t)OU

Λ
‖ (k)(t, τ)

]
PΛ
∗ (τ) (57)

+ ε−1PΛ
∗ (τ)

[
m+d∑
µ=k+2

εµ−1KΛ
µ (τ), UΛ

‖ (k)(τ, t)OU
Λ
‖ (k)(t, τ)

]
PΛ
∗ (τ) . (58)

In (57) we subtracted the number inf(σΛ
∗ (τ)) + δ/2, which has vanishing commutator with

any operator. Since ‖(HΛ(τ)− inf(σΛ
∗ (τ)))PΛ

∗ (τ)‖ = δ uniformly in Λ, we have

‖(57)‖ ≤ δ

ε
‖O‖ .

For (58) we proceed as in the proof of Theorem (3.2) with one difference: This time we
cannot apply Lemma C.5 as before, since the Hamiltonian K̃Λ

(k)(τ) is not in LE,0 but only in

LS,∞. However, since (31) has no adiabatic time scaling, we don’t need to control the growth
of the error in time and we can use the second estimate of Lemma C.5.

Appendices

In the following appendices we collect the various technical details that are at the basis of
the adiabatic theorem and the underlying formalism. Throughout these appendices we will
make use of the notation established in Section 2, but for the sake of readability we will often
drop the superscript Λ when no confusion arises.

A Lemma on functions in S
In this appendix we prove the following lemma on functions in S.

Lemma A.1. (a) For ζ, ξ ∈ S it holds that either Bζ,n,L ⊂ Bξ,n,L or Bξ,n,L ⊂ Bζ,n,L (or
both) for all n ∈ N0 and L ∈ Loc. Hence the spaces BS,n,L, and thus also BS,∞,L, are
indeed vector spaces.

(b) Let f : [0,∞)→ (0,∞) be a function with sup{rnf(r) | r ∈ [0,∞)} <∞ for all n ∈ N0.
Then there exists a function ζ ∈ S and c > 0 such that cf ≤ ζ.

31



Proof. First note that for ξ, ζ ∈ S with ξ ≤ ζ it holds that ‖Φ‖ζ,n,L ≤ ‖Φ‖ξ,n,L and hence
Bξ,n,L ⊂ Bζ,n,L. We will now show that for any pair of functions ξ, ζ ∈ S it holds that either
Bξ,n,L ⊂ Bζ,n,L or Bζ,n,L ⊂ Bξ,n,L or Bξ,n,L = Bζ,n,L for all n ∈ N0 and L ∈ Loc.

To this end, let ξ̃ := ln(ξ) for ξ ∈ S, i.e. ξ = eξ̃. Then ξ̃ is non-increasing and super-
additive, that is,

ξ̃(x+ y) ≥ ξ̃(x) + ξ̃(y) ∀x, y ∈ [0,∞) .

For the following considerations we can restrict functions in S to N0 ⊂ [0,∞), as dΛ and
dist(·, L) take values only in N0 and thus the norms ‖ · ‖ξ,n,L depend only on the values of ξ
on N0.

Fekete’s super-additivity lemma [15] says that for any super-additive function f : N0 → R
the limit limx→∞ f(x)/x exists and equals

cf := sup
x∈N

f(x)

x
.

In general, the limit could be +∞. However, for ξ ∈ S we know that cξ̃ ≤ 0 since

limx→∞ ξ(x) = 0 and thus limx→∞ ξ̃(x) = −∞.
Now assume that we have two functions ξ, ζ ∈ S. If cξ̃ < cζ̃ , then there exists x0 ∈ N

such that
ξ̃(x) ≤ ζ̃(x) ∀x ≥ x0 .

If ξ̃(x) ≤ ζ̃(x) also for x < x0, then correspondingly ξ = eξ̃ ≤ eζ̃ = ζ, and we argued at
the beginning of the proof that Bξ,n,L ⊂ Bζ,n,L for all n ∈ N0 and L ∈ Loc. Assume on the
contrary that

ã := min
0≤x≤x0

{
ζ̃(x)− ξ̃(x)

}
< 0 .

Then
ξ̃a(x) := ξ̃(x) + ã ≤ ζ̃(x) ∀x ∈ [0,∞) .

Since ã < 0, also ξ̃a is super-additive and thus

ξa := eãξ = eξ̃a ≤ eζ̃ = ζ

is in S. Notice now that for ξ ∈ S and a ∈ (0, 1] then aξ ∈ S and, as sets, Bξ,n,L = Baξ,n,L
for all n ∈ N0 and L ∈ Loc (since trivially ‖Φ‖aξ,n,L = a−1‖Φ‖ξ,n,L). Hence, if Φ ∈ Bξ,n,L =
Bξa,n,L, then Φ ∈ Bζ,n,L as well.

In the case that cξ̃ = cζ̃ but ξ 6= ζ we have that limx→∞(ζ̃(x) − ξ̃(x))/x = 0, and thus

either ã := infx∈N0

{
ζ̃(x)− ξ̃(x)

}
< 0 but finite or b̃ := infx∈N0

{
ξ̃(x)− ζ̃(x)

}
< 0 but finite

(or both). Assume without loss of generality that ã < 0 (otherwise revert the roles of ζ
and ξ). Then by the same argument given before we find that eãξ ≤ ζ and can conclude
analogously that Bξ,n,L ⊂ Bζ,n,L.

In summary we found that for any ξ, ζ ∈ S either Bξ,n,L ⊂ Bζ,n,L or Bζ,n,L ⊂ Bξ,n,L or
Bξ,n,L = Bζ,n,L for all n ∈ N0 and L ∈ Loc, and thus we proved part (a).

For part (b), set c−1 := supx∈[0,∞) f(x) and f̃(x) := ln(cf(x)). Note that the assumptions
on f imply that

lim
x→∞

(f̃(x) + k ln(x+ 1)) = −∞ for all k ∈ N0 .
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Hence there exists a strictly increasing sequence (xk)k∈N0 such that f̃(x) ≤ −k ln(x + 1) for
all x ≥ xk. Notice that, since cf(x) ≤ 1 we have f̃(x) ≤ 0, so that we can take x0 = 0. Then

g̃(x) = −
∞∑
k=0

1xk≤x<xk+1
(x) k ln(x+ 1)

defines a super-additive function, since each function −k ln(x+ 1) is convex and thus super-
additive and −k ln(x+ 1) < −k̃ ln(x+ 1) for k > k̃. Using that limx→∞(g̃(x) + k ln(x+ 1)) =
−∞ for all k ∈ N0 and g̃(x) ≥ f̃(x) for all x ≥ x0 = 0, we find that

cf = ef̃ ≤ eg̃ =: g

with g ∈ S.

B Lieb–Robinson bound on the torus

One key technical ingredient in all of the following constructions is the so-called Lieb–
Robinson bound [28] for the speed of propagation of local changes in interacting systems
on lattices. We will state a recent version of the Lieb–Robinson bound for fermionic systems
by Nachtergaele, Sims, and Young [31] in Theorem B.1, but adapted to our present setting of
a torus. Given Lemma B.1 below, the proof of Theorem B.1 works line by line as the proof
in [31].

First we need to introduce some more notation. It is well known (see e.g. [31]) and
straightforward to check that the functions F and Fζ have the following crucial properties.

‖F‖Γ := sup
x∈Γ

∑
y∈Γ

F (d(x, y)) <∞

and

sup
x,y∈Γ

∑
z∈Γ

Fζ(d(x, z))Fζ(d(z, y))

Fζ(d(x, y)))
<∞ .

However, we will mainly need the following local versions on the “torus” Λ.

Lemma B.1. It holds for all Λ, ζ ∈ S, and L ∈ Loc, that

sup
x∈Λ

∑
y∈Λ

F (dΛ(x, y)) ≤ ‖F‖Γ

and

sup
x,y∈Λ

∑
z∈Λ

Fζ(d
Λ
L(x, z))Fζ(d

Λ
L(z, y))

Fζ(dΛ
L(x, y))

≤ 2d+1‖F‖Γ

and

sup
x,y∈Λ

∑
z∈Λ

Fζ(d
Λ
L(x, z))Fζ(d

Λ(z, y))

Fζ(dΛ
L(x, y))

≤ 22d+2‖F‖Γ .
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Proof. By translation invariance of dΛ we have

sup
x∈Λ

∑
y∈Λ

F (dΛ(x, y)) =
∑
y∈Λ

F (dΛ(0, y)) ≤
∑
y∈Γ

F (d(0, y)) = ‖F‖Γ .

For the other estimate, first recall that ζ ∈ S satisfies ζ(r+s) ≥ ζ(r)ζ(s) and is monotonically
decreasing. Using this and the triangle inequality for dΛ

L, one easily sees that it suffices to
show the second estimate for ζ ≡ 1.

Consider any function δ : Λ × Λ → [0,∞) satisfying the triangle inequality δ(x, y) ≤
δ(x, z) + δ(z, y) and δ(x, y) ≥ dΛ(x, y) for all x, y, z ∈ Λ. Then, using that F is decreasing,
we find for x, y, z ∈ Λ that

F (δ(x, z))F (δ(z, y))

F (δ(x, y))
≤ F (δ(x, z))F (δ(z, y))

F (δ(x, z) + δ(z, y))
=

(1 + δ(x, z) + δ(z, y))d+1

(1 + δ(x, z))d+1(1 + δ(z, y))d+1

≤ 2d
(1 + δ(x, z))d+1 + δ(z, y)d+1

(1 + δ(x, z))d+1(1 + δ(z, y))d+1

≤ 2d
(

1

(1 + δ(x, z))d+1
+

1

(1 + δ(z, y))d+1

)
≤ 2d

(
1

(1 + dΛ(x, z))d+1
+

1

(1 + dΛ(z, y))d+1

)
= 2d

(
F (dΛ(x, z)) + F (dΛ(z, y))

)
.

Together with the first estimate, the second one follows. The third inequality follows along
the same lines using in the first step that

δ(x, y) = dΛ
L(x, y) ≤ d(x, z) + 2dΛ(z, y) + dist(x, L) + dist(z, L) = dΛ

L(x, z) + 2dΛ(z, y) .

Two more definitions are required for the formulation of the Lieb–Robinson bound. For
X ⊂ Λ ⊂ Γ, the set of boundary sets of X in Λ is

SΛ(X) := {Z ⊂ Λ |Z ∩X 6= ∅ and Z ∩ (Λ \X) 6= ∅} .

For a (possibly time-dependent) interaction Φ, the Φ-boundary of a set X ∈ F(Γ) is defined
as

∂ΦX = {x ∈ X | ∃Z ∈ SΓ(X) , t ∈ [0,∞) with x ∈ Z and Φ(t, Z) 6= 0} .

Theorem B.1 (Lieb–Robinson bound). Let H ∈ Lζ,0 with interaction Φ depending contin-
uously on t ∈ [0,∞). For t, s ∈ [0,∞) denote by uΛ

t,s its dynamics on AΛ, that is,

uΛ
t,s(A)Λ := UΛ(t, s)AΛ UΛ(s, t)

where UΛ(t, s) is defined as in (8) with ε = 1. Let X, Y ⊂ Λ with X ∩Y = ∅ and let A ∈ A+
X

be even and B ∈ AY . Then

‖[uΛ
t,s(A), B]‖ ≤ 1

22d‖F‖Γ

‖A‖ ‖B‖
(
exp

(
22d+2‖F‖Γ‖Φ‖ζ,0 · |t− s|

)
− 1
)
×

×
∑
x∈∂ΦX

∑
y∈Y

Fζ(d
Λ(x, y))
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for all t, s ∈ [0,∞), s ≤ t. Moreover,∑
x∈∂ΦX

∑
y∈Y

Fζ(d
Λ(x, y)) ≤ ‖F‖Γ min{|X|, |Y |} ζ(dΛ(X, Y )) .

In the case of ζ(r) = e−ar this motivates the definition of the Lieb–Robinson velocity

v :=
22d+2‖F‖Γ‖Φ‖a,0

a
. (59)

C Technicalities on local Hamiltonians

This appendix is devoted to the proof of several results concerning local operators and local
Hamiltonians that were used repeatedly in the proof of the adiabatic theorem, Theorem 3.2.

We start with a simple lemma that is at the basis of most arguments concerning local-
ization near L.

Lemma C.1. It holds that∑
y∈Λ

Fζ(d
Λ
L(x, y)) ≤ ζ (dist(x, L)) ‖F‖Γ ≤ ‖F‖Γ .

Proof. One has∑
y∈Λ

Fζ(d
Λ
L(x, y)) =

∑
y∈Λ

ζ(dΛ
L(x, y))

(1 + dΛ
L(x, y))d+1

≤ sup
y∈Λ

ζ(dΛ
L(x, y)) ‖F‖Γ

≤ ζ (dist(x, L)) ‖F‖Γ .

The second inequality in the statement follows from the fact that for ζ ∈ S we have ζ ≤ 1.
Indeed, ζ(0) = ζ(0 + 0) ≥ ζ(0)2 implies 1 ≥ ζ(0) ≥ ζ(r) for r ∈ [0,∞) due to monotonicity
of ζ.

The next lemma shows that the norm of a local Hamiltonian localized near L grows at
most like the volume of L.

Lemma C.2. Let H ∈ Lζ,0,L, then there is a constant Cζ depending only on ζ such that

‖HΛ‖ ≤Md−|`|Cζ ‖ΦH‖ζ,0,L .

Proof. We have

‖HΛ‖ ≤
∑
Z⊂Λ

‖ΦH(Z)‖ ≤
∑
x,y∈Λ

∑
Z⊂Λ: {x,y}⊂Z

‖ΦΛ
H(Z)‖

Fζ(dΛ
L(x, y))

Fζ(d
Λ
L(x, y))

≤ ‖ΦH‖ζ,0,L
∑
x∈Λ

∑
y∈Λ

Fζ(d
Λ
L(x, y)) ≤ ‖ΦH‖ζ,0,L

∑
x∈Λ

ζ (dist(x, L)) ‖F‖Γ

≤ ‖ΦH‖ζ,0,L
∑
x∈Γ

ζ (dist(x, L)) ‖F‖Γ ≤ Cζ ‖ΦH‖ζ,0,LMd−|`| ,

since the series in x is summable in |`| directions.
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We continue with a norm estimate on iterated commutators with local Hamiltonians all
localized near the same L.

Lemma C.3. There is a constant Ck depending only on k ∈ N such that for any A1 ∈ Lζ,k,L,
A2, . . . , Ak ∈ Lζ,k, X ⊂ Λ, and O ∈ A+

X it holds that

‖adAΛ
k
◦ · · · ◦ adAΛ

1
(O)‖ ≤ Ck ‖O‖ |X|k ζ (dist(X,L)) ‖ΦA1‖ζ,k−j,L

k∏
j=2

‖ΦAj‖ζ,k−j .

Proof. For better readability we give the proof only for the double commutator. The general
statement is then obvious. We estimate

‖[A2, [A1, O]]‖ ≤
∑
Z1⊂Λ

Z1∩X 6=∅

∑
Z2⊂Λ

Z2∩(X∪Z1)6=∅

‖[ΦΛ
A2

(Z2), [ΦΛ
A1

(Z1), O]‖

≤ 22‖O‖
∑
x1∈X,
y1∈Λ

Fζ(d
Λ
L(x1, y1))

∑
Z1⊂Λ:

{x1,y1}⊂Z1

‖ΦΛ
A1

(Z1)‖
Fζ(dΛ

L(x1, y1))
×

×
∑

x2∈X∪Z1,
y2∈Λ

Fζ(d
Λ(x2, y2))

∑
Z2⊂Λ:

{x2,y2}⊂Z2

‖ΦΛ
A2

(Z2)‖
Fζ(dΛ(x2, y2))

≤ 22‖O‖‖ΦΛ
A2
‖ζ,0

∑
x1∈X,
y1∈Λ

Fζ(d
Λ
L(x1, y1))

∑
Z1⊂Λ:

{x1,y1}⊂Z1

‖ΦΛ
A1

(Z1)‖
Fζ(dΛ

L(x1, y1))

∑
x2∈X∪Z1,
y2∈Λ

Fζ(d
Λ(x2, y2))

≤ 22‖O‖‖ΦΛ
A2
‖ζ,0 ‖F‖Γ

∑
x1∈X,
y1∈Λ

Fζ(d
Λ
L(x1, y1))

∑
Z1⊂Λ:

{x1,y1}⊂Z1

‖ΦΛ
A1

(Z1)‖
Fζ(dΛ

L(x1, y1))
(|X|+ |Z1|).

Using that |X|+ |Z1| ≤ 2|X| |Z1| as |X|, |Z1| ≥ 1, we can further bound

‖[A2, [A1, O]]‖ ≤ 23‖O‖‖ΦΛ
A2
‖ζ,0 ‖ΦΛ

A1
‖ζ,1,L ‖F‖Γ |X|

∑
x1∈X
y1∈Λ

Fζ(d
Λ
L(x1, y1))

≤ 23‖O‖‖ΦΛ
A2
‖ζ,0 ‖ΦΛ

A1
‖ζ,1,L ‖F‖2

Γ |X|
∑
x∈X

ζ (dist(x, L))

≤ 23‖O‖‖ΦΛ
A2
‖ζ,0 ‖ΦΛ

A1
‖ζ,1,L ‖F‖2

Γ |X|2 ζ (dist(X,L))

and conclude the proof.

The next lemma shows that such an iterated commutator of local L-localized Hamiltonians
is itself a local L-localized Hamiltonian. It is an adaption of Lemma 4.6 (ii) in [7].

Lemma C.4. Let n ∈ N0, k ∈ N, A0 ∈ Lζ,n,L, and A1, . . . , Ak ∈ Lζ,n+k. Then adAk · · · adA1(A0) ∈
Lζ,n,L and

‖ΦadAk ···adA1
(A0)‖ζ,n,L ≤ Ck,n ‖ΦA0‖ζ,n+k,L

k∏
j=1

‖ΦAj‖ζ,n+k

with a constant Ck,n depending only on k and n. In particular, for A0 ∈ Lζ,∞,L and
A1, . . . , Ak ∈ Lζ,∞ also adAk · · · adA1(A0) ∈ Lζ,∞,L.
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Proof. One defines the interaction of a commutator [A1, A0] as

ΦΛ
[A1,A0](Z) :=

∑
X1,X0⊂Λ:

X1∪X0=Z,X1∩X0 6=∅

[ΦΛ
A1

(X1),ΦΛ
A0

(X0)] . (60)

We need to estimate the sum∑
Z⊂Λ: {x,y}⊂Z

|Z|n
‖ΦΛ

[A1,A0](Z)‖
Fζ(dΛ

L(x, y))

≤ 2
n∑
k=0

(
n

k

) ∑
Z⊂Λ: {x,y}⊂Z

∑
X1,X0⊂Λ:

X1∪X0=Z,X1∩X0 6=∅

|X0|k |X1|n−k
‖ΦΛ

A1
(X1)‖ ‖ΦΛ

A0
(X0)‖

Fζ(dΛ
L(x, y))

uniformly in x, y and Λ. One now splits the sum into four parts which are estimated sepa-
rately: X0 ∩ {x, y} is either ∅, {x}, {y}, or {x, y}. The part of the sum where x, y ∈ X0 can
be estimated by

2
n∑
k=0

(
n

k

) ∑
X03x,y

|X0|k
‖ΦΛ

A0
(X0)‖

Fζ(dΛ
L(x, y))

∑
z0∈X0

∑
z1∈Λ

∑
X13z0,z1

|X1|n−k
‖ΦΛ

A1
(X1)‖

Fζ(dΛ(z0, z1))
Fζ(d

Λ(z0, z1))

≤ 2
n∑
k=0

(
n

k

)
‖F‖Γ‖ΦA0‖ζ,k+1,L‖ΦA1‖ζ,n−k

≤ 2n+1‖F‖Γ‖ΦA0‖ζ,n+1,L‖ΦA1‖ζ,n ,

where we used ‖Φ‖ζ,n,L ≤ ‖Φ‖ζ,m,L whenever n ≤ m. The part of the sum where x ∈ X0 but
y ∈ X1 \X0 can be estimated by

2
n∑
k=0

(
n

k

)∑
z∈Λ

Fζ(d
Λ(z, y))Fζ(d

Λ
L(x, z))

Fζ(dΛ
L(x, y))

∑
X03x,z

|X0|k
‖ΦΛ

A0
(X0)‖

Fζ(dΛ
L(x, z))

∑
X13z,y

|X1|n−k
‖ΦΛ

A1
(X1)‖

Fζ(dΛ(z, y))

≤ 2n+12d22d+2‖F‖Γ‖ΦA0‖ζ,n,L‖ΦA1‖ζ,n .

For the remaining cases just interchange the role of A1 and A0. We can finally collect the
four estimates and find that

‖Φ[A1,A0]‖ζ,n,L ≤ 2n+2(‖F‖Γ + 23d+2‖F‖Γ)‖ΦA0‖ζ,n+1,L‖ΦA1‖ζ,n+1,L .

The rest follows by induction.

We also need to control the norm of commutators with time-evolved local observables.
This is the content of the next lemma, which is adapted from Lemma 4.7 in [7].

Lemma C.5. Let H ∈ La,0 generate the dynamics uΛ
t,s with Lieb–Robinson velocity v as in

(59). Then there exists a constant C > 0 such that for any O ∈ A+
X with X ⊂ Λ, for any

A ∈ Lζ,0,L and for any t, s ∈ [0,∞) it holds that

‖[A, uΛ
t,s(O)]‖ ≤ C‖O‖‖ΦA‖ζ,0,L|X|2 ζ(dist(X,L)) (1 + |t− s|d) .
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If H ∈ Lζ̃,0 for some ζ̃ ∈ S, one still has that for any T > 0 there exists a constant C
such that

sup
t,s∈[0,T ]

‖[A, uΛ
t,s(O)]‖ ≤ C‖O‖‖ΦA‖ζ,0,L|X|2 ζ(dist(X,L)) .

Proof. We consider first the case H ∈ La,0. One uses the following property of conditional
expectations, proved in [31].

Lemma C.6 ([31, Lemma 4.3]). Let X ⊂ Λ. There exists a conditional expectation EX :
AΛ → AΛ, namely a unit-preserving, completely positive linear map such that EX(AΛ) ⊂ AX
and EX(BAC) = BEX(A)C for all A ∈ AΛ and B,C ∈ AX , with the following property:
Whenever A ∈ AΛ satisfies the commutator bound

‖[A,B]‖ ≤ η‖A‖‖B‖ for all B ∈ AΛ\X

for some η > 0, then
‖A− EX(A)‖ ≤ η‖A‖ .

We decompose Λ into regions Xv|t−s|+k ≡ XΛ
v|t−s|+k, where for any Y ⊂ Λ and δ ≥ 0 we

let
Y Λ
δ := {z ∈ Λ | dΛ(z, Y ) ≤ δ}

be the “fattening” of the set Y by δ in Λ. Moreover, denote by EY : AΛ → AY the
corresponding conditional expectation. Defining

O(0) := EXv|t−s|(u
Λ
t,s(O))

and for k ≥ 1

O(k) := EXv|t−s|+k(u
Λ
t,s(O))− EXv|t−s|+k−1

(uΛ
t,s(O))

= EXv|t−s|+k
(

(1− EXv|t−s|+k−1
)uΛ

t,s(O)
)

we can write uΛ
t,s(O) =

∑∞
k=0O

(k), where the sum is always finite, since eventually Xv|t−s|+k =
Λ. According to Lemma C.3 we have

‖[A,O(k)]‖ ≤ 2‖O(k)‖ ‖F‖Γ ‖ΦA‖ζ,0,L ζ(dist(X,L))×
{
|X| (2(1 + k))d if v|t− s| ≤ 1
|X| (4kv|t− s|)d if v|t− s| > 1

,

since

|Xv|t−s|+k| ≤ |X| (2(v|t− s|+ k))d ≤
{
|X| (2(1 + k))d if v|t− s| ≤ 1
|X| (4kv|t− s|)d if v|t− s| > 1 .

Since ‖EY ‖ = 1 [31, Lemma 4.1(i)], the norm of O(k) is estimated as

‖O(k)‖ ≤ ‖uΛ
t,s(O)− EXv|t−s|+k−1

(uΛ
t,s(O))‖ .

Using the Lieb–Robinson bound we find for any B ∈ AΛ\Xv|t−s|+k−1
that

‖[uΛ
t,s(O), B]‖

≤ 1

22d‖F‖Γ

‖O‖ ‖B‖
(
eav·|t−s| − 1

)
‖F‖Γ min{|X|, |Λ \Xv|t−s|+k−1|} e−a·(v|t−s|+k)

≤ 2−2d‖O‖ ‖B‖ |X| e−ak
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and thus by Lemma C.6
‖O(k)‖ ≤ 2−2d‖O‖ |X| e−ak .

Summing up, we conclude that for v|t− s| > 1 we have

‖[A, uΛ
t,s(O)]‖ ≤ 2−2dvd‖O‖ ‖F‖Γ ζ(dist(X,L)) |X|2‖ΦA‖ζ,0,L |t− s|d

∞∑
k=0

kde−ak

and a similar estimate in the case v|t− s| ≤ 1.
The bound for Hamiltonians in Lζ̃,0, with ζ̃ ∈ S, follows analogously by just using Xk

instead of Xv|t−s|+k, and noting that the exponential exp
(
22d+2‖F‖Γ‖ΦH‖ζ̃,0 · |t− s|

)
from

the Lieb–Robinson bound is bounded for t, s in bounded sets.

The final lemma in this appendix shows that adjoining a local L-localized Hamiltonian
with a unitary that is itself the exponential of a local Hamiltonian yields again a local and
L-localized Hamiltonian. Here we adapted Lemma 4.8 from [7].

Lemma C.7. Let S ∈ Lζ,0 be self-adjoint and let D ∈ LS,∞,L, i.e. there is a sequence (ζ̃n)n∈N0

in S such that ‖ΦD‖ζ̃n,n+1,L <∞. Then the family of operators{
AΛ := e−iSΛ

DΛ eiSΛ
}

Λ

defines a Hamiltonian A ∈ LS,∞,L. More precisely, there is a constant C‖ΦS‖ζ,0 depending on

‖ΦS‖ζ,0, ζ, (ζ̃n)n∈N0, and d, and a sequence (ξn)n∈N0 in S, such that

‖ΦA‖ξn,n,L ≤ C‖ΦS‖ζ,0 ‖ΦD‖ζ̃n,n+1,L

for all n ∈ N0.

Proof. We use the strategy and the notation from Lemma C.5. For O ∈ AX , X ⊂ Λ, define

∆Λ
0 (O) := EX(e−iSΛ

O eiSΛ

)

and for k ≥ 1

∆Λ
k (O) := EXk

(
(1− EXk−1

) (e−iSΛ

O eiSΛ

)
)
.

Again we have e−iSΛ
O eiSΛ

=
∑∞

k=0 ∆Λ
k (O), where the sum is always finite, since eventually

Xk = Λ. As ‖EY ‖ = 1, the norm of ∆Λ
k (O) is estimated as

‖∆Λ
k (O)‖ ≤ ‖e−iSΛ

O eiSΛ − EXk−1
(e−iSΛ

O eiSΛ

)‖ .

Since S ∈ Lζ,0, using the Lieb–Robinson bound we find for any B ∈ AΛ\Xk−1
that

‖[e−iSΛ

O eiSΛ

, B]‖ ≤ 2−2d‖O‖ ‖B‖
(

e22d+2‖F‖Γ‖ΦS‖ζ,0 − 1
)
|X| ζ(k)

and thus by Lemma C.6

‖∆Λ
k (O)‖ ≤ 2−2d‖O‖

(
e22d+2‖F‖Γ‖ΦS‖ζ,0 − 1

)
|X| ζ(k) . (61)
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An interaction for A can now be defined by

ΦΛ
A(Z) :=

∞∑
k=0

∑
Y⊂Λ :Yk=Z

∆Λ
k (ΦΛ

D(Y )) . (62)

We can rewrite∑
Z⊂Λ : {x,y}⊂Z

|Z|n‖ΦΛ
A(Z)‖ ≤

∑
Z⊂Λ : {x,y}⊂Z

∞∑
k=0

∑
Y⊂Λ :Yk=Z

|Z|n ‖∆Λ
k (ΦΛ

D(Y ))‖

≤
∑
Y⊂Λ

∞∑
k=0

1(x, y ∈ Yk) |Yk|n ‖∆Λ
k (ΦΛ

D(Y ))‖

≤
∑

Y⊂Λ : {x,y}⊂Y=Y0

∞∑
k=0

(2k)dn |Y |n ‖∆Λ
k (ΦΛ

D(Y ))‖

+
∞∑
m=1

∑
Y⊂Λ : {x,y}⊂Ym

1({x, y} ∩ Y c
m−1 6= ∅)

∑
k≥m

(2k)dn |Y |n ‖∆Λ
k (ΦΛ

D(Y ))‖

=: S1 + S2 .

With (61) one finds

S1 ≤ C

 ∑
Y⊂Λ : {x,y}⊂Y

|Y |n+1 ‖ΦΛ
D(Y )‖

( ∞∑
k=0

(2k)dnζ(k)

)
≤ C ‖ΦD‖ζ̃n,n+1,L Fζ̃n(dΛ

L(x, y)) .

For S2 first note that∑
Y⊂Λ : {x,y}⊂Ym

1({x, y} ∩ Y c
m−1 6= ∅) ≤

∑
z1∈Bm(x)

∑
z2∈Bm(y)

∑
Y⊂Λ : {z1,z2}⊂Y

1

together with (61) shows that

S2 ≤
∞∑
m=1

∑
z1∈Bm(x)

∑
z2∈Bm(y)

∑
Y⊂Λ : {z1,z2}⊂Y

|Y |n+1 ‖ΦΛ
D(Y )‖

∑
k≥m

(2k)dnζ(k)

≤ C ‖ΦD‖ζ̃n,n+1,L

∞∑
m=1

∑
k≥m

(2k)dnζ(k)
∑

z1∈Bm(x)

∑
z2∈Bm(y)

Fζ̃n(dΛ
L(z1, z2)) .

The triangle inequality implies that

dΛ
L(x, y) ≤ dΛ

L(x, z1) + dΛ
L(z1, z2) + dΛ

L(z2, y) ≤ 2m+ dΛ
L(z1, z2)

and with m0 = bdΛ
L(x, y)/4c we have for m ≤ m0 that dΛ

L(z1, z2) ≥ dΛ
L(x, y)/2. Thus

S2,1 :=

m0∑
m=1

∑
k≥m

(2k)dnζ(k)
∑

z1∈Bm(x)

∑
z2∈Bm(y)

Fζ̃n(dΛ
L(z1, z2))

≤ Fζ̃n(dΛ
L(x, y)/2)

(
∞∑
k=0

(2k)dnζ(k)

)
m0∑
m=1

(2m)2d .
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Now let m0(r) := br/4c. Then the function

f1(r) := Fζ̃n(r/2) (r + 1)d+1

m0(r)∑
m=1

m2d =
ζ̃n(r/2)

(r/2 + 1)d
(r + 1)d+1

m0(r)∑
m=1

m2d

satisfies the assumption of part (b) of Lemma A.1 and is thus, up to a constant factor,
bounded by some function ξn,1 ∈ S. We conclude that S2,1 ≤ C Fξ̃n,1(dΛ

L(x, y)). The rest of
S2 is

S2,2 :=
∑
m>m0

∑
k≥m

(2k)dnζ(k)
∑

z1∈Bm(x)

∑
z2∈Bm(y)

Fζ̃n(dΛ
L(z1, z2))

≤ ‖F‖Γ

∑
m>m0

(2m)d
∑
k≥m

(2k)dnζ(k) ,

and, as before, the function

f2(r) := (r + 1)d+1
∑

m>m0(r)

(2m)d
∑
k≥m

(2k)dnζ(k)

satisfies the assumption of Lemma A.1 and is thus, up to a constant factor, bounded by some
function ξn,2 ∈ S. We conclude that S2,2 ≤ C Fξ̃n,2(dΛ

L(x, y)).
In summary we proved that∑

Z⊂Λ : {x,y}⊂Z

|Z|n‖ΦΛ
A(Z)‖ ≤ C ‖ΦD‖ζ̃n,n+1,L

(
Fζ̃n(dΛ

L(x, y)) + Fξ̃n,1(dΛ
L(x, y)) + Fξ̃n,2(dΛ

L(x, y))
)

and Lemma A.1 (a) implies that ΦA ∈ Bξn,n+1,L for some ξn ∈ S.

D Local inverse of the Liouvillian

In this appendix we discuss the map IH = IH,g and prove its properties used in the proof of
the adiabatic theorem.

We start with some abstract considerations: Let H ∈ B(H) be a self-adjoint operator on
some finite-dimensional Hilbert space H and P ∈ B(H) a spectral projection of H. The inner
product 〈A,B〉 := trA∗B turns the algebra A := B(H) into a Hilbert space that splits into
the orthogonal sum A = AD

P ⊕AOD
P of the subspaces of diagonal and off-diagonal operators

with respect to P ,

A = (PAP + P⊥AP⊥) + (P⊥AP + PAP⊥) =: AD
P + AOD

P .

The linear map (called Liouvillian)

LH : A → A , A 7→ LH(A) := −i adH(A) = −i[H,A]

is skew-adjoint,

〈LH(A), B〉 = i tr([H,A]∗B) = i tr(A∗HB)− i tr(A∗BH) = −〈A,LH(B)〉 ,
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and thus
ran(LH) = (ker(LH))⊥ .

Let A ∈ ker(LH), i.e. [H,A] = 0. Then also [A,P ] = 0 and thus ker(LH) ⊂ AD
P ; consequently

AOD
P ⊂ ker(LH)⊥ = ran(LH). Hence for B ∈ AOD

P the equation

LH(A) = B (63)

has a unique solution A ∈ ker(LH)⊥. Since with BD
P = 0 also [H,A]DP = [H,AD

P ] = 0, for
any solution A of (63) AD

P ∈ ker(LH). Hence, for B ∈ AOD
P the unique solution to (63) in

ker(LH)⊥ is actually off-diagonal, i.e. lies in AOD
P . In summary we conclude that the map

LH,P : AOD
P → AOD

P , A 7→ LH(A) = −i [H,A]

is an isomorphism and we denote its inverse by L −1
H,P .

Note that if P is the spectral projection of H corresponding to a single eigenvalue E, i.e.
HP = EP , then there exists an explicit formula for L −1

H,P ,

L −1
H,P (B) = i [(H − E)−1P⊥, B] =: i [R,B] ,

in terms of the reduced resolvent R := (H − E)−1P⊥. This can be checked by a simple
computation:

[H, [R,B]] = [H − E, [(H − E)−1P⊥, B]]

= P⊥B − (H − E)B(H − E)−1P⊥ − (H − E)−1P⊥B(H − E) +BP⊥

= P⊥B − (H − E)PBP⊥(H − E)−1 − (H − E)−1P⊥BP (H − E) +BP⊥

= P⊥B +BP⊥ = B ,

where we used repeatedly that B is off-diagonal and that (H − E)P = 0.
One key ingredient to the proof of the adiabatic theorem is the following extension of the

inverse Liouvillian L −1
H,P to a map on the full space A. To construct it, first note that for

any g > 0 one can find a function Wg ∈ L1(R) satisfying sup{|s|n|Wg(s)| | |s| > 1} < ∞ for

all n ∈ N and with a Fourier transform Ŵg ∈ C∞(R) satisfying

Ŵg(ω) =
−i√
2πω

for |ω| ≥ g and Ŵg(0) = 0 .

An example of a function Wg having all these properties is given in [8].
We need a slightly modified versionWg,δ of this function: Let g > δ ≥ 0 and χg,δ ∈ C∞(R)

an even function with χg,δ(ω) = 0 for ω ∈ [−δ, δ] and χg,δ(ω) = 1 for |ω| ≥ g. Then Wg,δ

defined through its Fourier transform Ŵg,δ := χg,δ Ŵg satisfies, in addition to the properties

mentioned above for Wg, also Ŵg,δ(ω) = 0 for all ω ∈ [−δ, δ].
Now let H be a self-adjoint operator and assume that σ∗(H) ⊂ σ(H) is a set of neigh-

bouring eigenvalues, i.e. there is an interval I ⊂ R such that I ∩ σ(H) = σ∗(H). Let
g := dist(σ∗(H), σ(H) \ σ∗(H)) > 0 be the size of the spectral gap, δ := diam(σ∗(H)) the
width of the spectral patch σ∗(H), and P∗ the corresponding spectral projection.
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Lemma D.1. Let H, σ∗, and P∗ as above. Then for any 0 ≤ δ̃ < g the map

IH,g,δ̃ : A → A , IH,g,δ̃(A) :=

∫
R
Wg,δ̃(s) eiHsA e−iHs ds

satisfies
IH,g,δ̃|AOD

P∗
= L −1

H,P∗
. (64)

If δ ≤ δ̃, then moreover

P∗ IH,g,δ̃(A)P∗ = 0 for all A ∈ A .

Proof. Both claims follow immediately by inserting the spectral decomposition of H =∑
nEnPn, where we enumerate the eigenvalues such that P∗ =

∑n∗
n=1 Pn, into the defini-

tion of I:

1√
2π
IH,g,δ̃(A) =

∑
n,m

Ŵg,δ̃(Em − En)PnAPm

=
∑

n,m≤n∗

Ŵg,δ̃(Em − En)PnAPm +
∑

n,m>n∗

Ŵg,δ̃(Em − En)PnAPm

+
∑
n≤n∗
m>n∗

Ŵg,δ̃(Em − En)PnAPm +
∑
n>n∗
m≤n∗

Ŵg,δ̃(Em − En)PnAPm

=
∑

n,m≤n∗

Ŵg,δ̃(Em − En)PnAPm +
∑

n,m>n∗

Ŵg,δ̃(Em − En)PnAPm

+
i√
2π

∑
n≤n∗
m>n∗

PnAPm
En − Em

+
∑
n>n∗
m≤n∗

PnAPm
En − Em

 .

For A = AOD the first two terms in the final expression vanish and (64) is evident. In the
first term we have |Em − En| < δ, and for δ ≤ δ̃ this term thus vanishes identically.

The usefulness of the map IH in the context of local Hamiltonians lies in the fact that it
maps local Hamiltonians to local Hamiltonians, an observation originating from [20]. Based
on [8] and Lemma 4.8 in [7] one can now show that it also preserves L-localization, i.e. that

IH,g(LS,∞,L) ⊂ LS,∞,L ,

whenever H ∈ LE,∞. More precisely, one has the following lemma, which is an adaption of
Lemma 4.8 in [7].

Lemma D.2. Assume (A1)m and (A2) and let D ∈ LS,∞,L, i.e. there is a sequence (ζ̃n)n∈N0

in S such that ‖ΦD‖ζ̃n,n+1,L <∞. Then the family of operators{
IH,g,δ̃(D)Λ

}
Λ

defines a Hamiltonian IH,g,δ̃(D) ∈ LS,∞,L. More precisely, there is a constant C‖ΦH‖a,0 de-

pending on ‖Wg‖1, ‖ΦH‖a,0, (ζ̃n)n∈N0, a, and d, and a sequence (ξn)n∈N0 in S, such that

‖ΦIH,g,δ̃(D)(t)‖ξn,n,L ≤ C‖ΦH(t)‖a,0 ‖ΦD(t)‖ζ̃n,n+1,L

for all n ∈ N0 and t ∈ [0,∞).
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We omit the proof as one can combine an approach similar to the proof of Lemma C.7
and the superpolynomial decay of Wg,δ̃ exactly as in [8] to arrive at the conclusion.
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