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ABSTRACT The large-scale penetration of renewable energy sources is forcing the transition towards
the future electricity networks modeled on the smart grid paradigm, where energy clusters call for new
methodologies for the dynamic energy management of distributed energy resources and foster to form
partnerships and overcome integration barriers. The prediction of energy production of renewable energy
sources, in particular photovoltaic plants that suffer from being highly intermittent, is a fundamental tool
in the modern management of electrical grids shifting from reactive to proactive, with also the help of
advanced monitoring systems, data analytics and advanced demand side management programs. The gradual
move towards a smart grid environment impacts not only the operating control/management of the grid, but
also the electricity market. The focus of this article is on advanced methods for predicting photovoltaic
energy output that prove, through their accuracy and robustness, to be useful tools for an efficient system
management, even at prosumer’s level and for improving the resilience of smart grids. Four different deep
neural models for the multivariate prediction of energy time series are proposed; all of them are based on the
Long Short-Term Memory network, which is a type of recurrent neural network able to deal with long-term
dependencies. Additionally, two of these models also use Convolutional Neural Networks to obtain higher
levels of abstraction, since they allow to combine and filter different time series considering all the available
information. The proposed models are applied to real-world energy problems to assess their performance
and they are compared with respect to the classic univariate approach that is used as a reference benchmark.
The significance of this work is to show that, once trained, the proposed deep neural networks ensure their
applicability in real online scenarios characterized by high variability of data, without requiring retraining
and end-user’s tricks.

INDEX TERMS Photovoltaic power time series, multivariate prediction, energy management system, deep
learning, long short-term memory network, convolutional neural network, time series embedding.

NOMENCLATURE

n Time step.
k Prediction distance.
S[n] Scalar sample of time series S (univariate

case) at time n.
S̃[n] Estimated sample of S[n].
x[n] Embedded input vector.
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T Time lag.
D Embedding dimension.
fu Univariate regression model.
In−1 Past information associated with

the time series up to n− 1.
H Number of hidden units in the basic

network’s LSTM layer.
h(m)n , c(m)n Hidden/cell state (scalar) of themth

LSTM unit at time n.
hn, cn Hidden/cell states (column vector)

of all LSTM units at time n.
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i(m)n , f (m)n , g(m)n , o(m)n Input/forget/cell candidate/output
gate’s value (scalar) in the mth
LSTM unit at time n.

in, fn, gn, on Input/forget/cell candidate/output
gate’s values (column vector) in all
LSTM units at time n.

Wi, Wf , Wg, Wo Input/forget/cell candidate/output
gate’s embedded input weights
(matrix).

wi, wf , wg, wo Input/forget/cell candidate/output
gate’s scalar input weights (column
vector).

Ri, Rf , Rg, Ro Input/forget/cell candidate/output
gate’s recurrent weights
(matrix).

bi, bf , bg, bo Input/forget/cell candidate/output
gate’s biases
(column vector).

wd Fully connected layer’s weights
(column vector).

bd Fully connected layer’s bias
(scalar).

σg(α) =
(
1+ e−α

)−1. Sigmoid activa-
tion function.

σc(α) = tanh(α). Hyperbolic tangent
activation function.

S1[n] Scalar sample of time series S1
(multivariate case) at time n.

Sq[n] Scalar sample of the qth time series
correlated to S1 (multivariate case)
at time n.

S̃1[n] Estimated sample of S1[n].
x(m)[n] Generic multivariate input to the

adopted DNN model.
fm Generic multivariate regression

model.
x(a)[n] Multivariate input frame of the

C-LSTM network.
fa Non-linear recurrent regression

model implemented by the
C-LSTM network.

F (a) Number of 2-D convolutional fil-
ters in the first convolutional layer
of the C-LSTM network.

G(a) Number of 2-D convolutional fil-
ters in the second convolutional
layer of the C-LSTM network.

H (a) Number of hidden units in the
LSTM layer of the C-LSTM net-
work.

x(b)[n] Multivariate input frame of the
Conv-LSTM network.

fb Non-linear recurrent regression
model implemented by the
Conv-LSTM network.

F (b) Number of 2-D convolutional filters in the
convolutional layer of the Conv-LSTM net-
work.

H (b) Number of hidden units in the LSTM layer
of the Conv-LSTM network.

x(c)q [n] Embedded vector associated with the qth
time series of the Multi-LSTM network.

fc Non-linear recurrent regression model
implemented by the Multi-LSTM network.

H (c)
qA Number of hidden units in the LSTM_qA

layer of the Multi-LSTM network.
H (c) Number of hidden units in the LSTM layer

of the Multi-LSTM network.
x(d)[n] Multivariate input vector of the

Stacked-LSTM network.
fd Non-linear recurrent regression model

implemented by the Stacked-LSTM
network.

H (d)
1 Number of hidden units in the first LSTM

layer of the Stacked-LSTM network.
H (d)
2 Number of hidden units in the second LSTM

layer of the Stacked-LSTM network.

I. INTRODUCTION
Predicting the future values of time series is a frequently
studied problem in many fields of science and technology [1].
Over the past few years, electrical power systems have pro-
gressively evolved form centralized systems to a Distributed
Generation (DG) scenario characterized by decentralized sys-
tems, in which smaller generation units are directly connected
to distribution networks near the consumer. The diffusion
of DG in the energy market, in particular that coming from
Renewable Energy Sources (RESs), has been facilitated by
various economic and environmental reasons and by gov-
ernment financial incentives, such as feed-in tariffs [2] and
net-metering [3] schemes.

The large-scale penetration of DG, and more generally
of distributed energy resources, into conventional electricity
systems has posed numerous challenges [4], for operators
involved in the operation and maintenance of modern grids,
e.g., islanding detection [5], voltage and frequency regulation
[6], harmonic distortion [7], electromagnetic interference [8],
optimal demand side management of prosumers [9], as well
as low-environmental impact routing of overhead power lines
for the connection of renewable energy plants [10]. Yet,
a large number of opportunities are offered by future proac-
tive [11] and transactive [12] energy systems. One of the main
problems is related to the integration of high intermittent and
stochastic energy production of RESs, such as solar power
and wind energy, into deterministic energy systems, thus
demanding an improvement of their own flexibility [13].

This is the reason why the prediction of power output has
become a necessary tool for all the actors involved [14]:
producers need predictions to prepare their respective offer
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strategies; consumers need predictions to maximize their
profit; Transmission (TSO) and Distribution (DSO) System
Operators need predictions to optimize short and medium
term decisions for energy regulation and dispatching. Further-
more, an accurate prediction system, which is the key element
within automatic modeling tools for data analytics and intel-
ligent operation control, may enable prosumer-oriented home
energy management systems [15] and reduce both energy and
operation costs.

Practical applications in this scenario largely rely on power
output forecasting, which becomes particularly important
for producers, network operators and market players [16],
especially when it comes from RESs whose expected power
production is intrinsically intermittent, as in the case of pho-
tovoltaic (PV) power sources [17]. This intermittent nature
of RESs entails considerable uncertainty problems mainly
related to the difference between predicted and real power,
known as imbalance [18]. These problems need to be solved
not only for stability and dispatchability reasons, but also
for market problems concerning operators offering electricity
to the day-ahead market [19]. The advantage is that energy
offers fromRESs are generally granted, since they are usually
lower than the market-clearing price due to the low levelized
cost of energy. The drawback is that the low predictability of
these outputs increases potential costs to compensate for the
imbalance between offers and real production.

In the past years, a huge amount of literature has been
published on power forecasting models for PV systems,
both with regards to the prediction of the primary source
(i.e., solar radiation) [20] and the prediction of the pro-
duced power output [21], with attention focused recently on
metaheuristic and machine learning methods [22]. Among
them, Neural Networks (NNs) offer a suitable solution to the
PV forecasting problem, since NN-based models show good
results with energy time series for different time horizons and
distributed scenarios [23]. In literature, several approaches
have been proposed based on various declination of NNs,
including Deep Neural Network (DNN) architectures [24],
non-parametric machine learning approaches with multi-site
framework [25], physical hybrid NN approaches [26], and
hybrid models [27].

Most of the aforementioned approaches classically involv-
ing energy time series are usually carried out in a univariate
way, considering a single time series to obtain the predic-
tion of the time series itself. Instead, in some situations,
different observations relating to two or more time series
can be considered simultaneously, generating a more com-
plex system with a broader generalization capability. Given
these multivariate data, it becomes necessary to develop a
suitable multivariate model in order to describe the relation-
ships among time series and then use this complex model
for prediction. In the energy field, this reasoning can be
done by analyzing the time series collected from different
physical variables related to different physical phenomena
such as wind, solar radiation, humidity, air pressure and
so on [28].

Recently, particular attention has been devoted to Long
Short-Term Memory (LSTM) networks, a type of Recurrent
Neural Networks (RNNs) able to deal with long-term depen-
dencies. In fact, LSTMnetworks work tremendously well due
to their powerful learning capacity, and have been used in
a large number of tasks of different kinds. In [29], LSTM
networks are used for predicting PV power output by inte-
grating synthetic weather forecast into the statistical knowl-
edge of historical solar irradiance; in [30], LSTM networks
are tested under strong weather conditions introducing the
clearness sky-index as an input data; in [31], an attenuation
mechanism is adopted to facilitate the LSTM networks to
adaptively focus on input features that are more significant
in forecasting.

In this context, this article proposes four different multi-
variate models based on LSTM-stacked DNNs. The novel
models are denoted as ‘C-LSTM network’, ‘Conv-LSTM
network’, ‘Multi-LSTM network’, and ‘Stacked-LSTM net-
work’. The first two models are developed by using a Convo-
lutional Neural Network (CNN) [32] in order to obtain data
representation at a higher level of abstraction. The signifi-
cance of the present study is to assess how the multivariate
analysis produces better results than the univariate analysis
in most of the practical cases related to PV power output
prediction, while showing that not all the methods based on
multivariate analysis work equally well. In fact, differences
are highlighted among the multivariate models, whose accu-
racy is proved in terms of several error metrics. This article
will show that the Multi-LSTM network generally results as
the most accurate model.

In the following of this article, Sect. II illustrates the
basic LSTM networks along with the standard univariate
approach. A brief discussion regarding general approaches
to prediction in this context is reported in Sect. III. Then,
Sect. IV introduces the four different multivariate models
based on LSTM-stacked DNNs. All the focused prediction
systems are evaluated and compared in Sect. V, by consider-
ing a real application case study regarding the active power
produced by a PV plant located in Oak Ridge, Tennessee,
USA. All performances will be compared with respect to the
ones obtained by the classic univariate approach, which is
considered as the reference benchmark in the present context
as it has been demonstrated to achieve state-of-the-art perfor-
mances in almost all applications. Finally, some concluding
remarks are offered in Sect. VI.

II. LSTM NETWORKS IN THE CLASSIC UNIVARIATE
APPROACH
This work focuses on the LSTM network as the reference
prediction model also adopted for the successive extensions,
because it is a special type of RNN able to learn long-term
dependencies among data, avoiding optimization error due to
gradient descent combined with back-propagation algorithm.
It is known that RNNs can also connect past information
to the present task but, when dealing with long-term depen-
dencies, they tend to perform poorly [33]. In fact, when the

211492 VOLUME 8, 2020



F. Succetti et al.: Deep Neural Networks for Multivariate Prediction of Photovoltaic Power Time Series

FIGURE 1. Architecture of the basic LSTM network for univariate prediction fed by the vector x[n].

data present long-term dependencies, the location of relevant
information can be found very far from the current time step.

In this regard, LSTM-based networks can be considered
a valid and solid solution to the long-term prediction prob-
lem, since they have the ability to control the amount of
information that passes in a single cell through ‘gates’. For
this reason, LSTMs are well suited for DNN architectures,
where several LSTM layers and other types of layers can be
connected, and therefore are used as an integral part of the
prediction scheme in this work.

Let us first introduce the basic univariate approach that
is used for benchmarking and serves as the basis of the
models presented hereafter. Atop of that, in a time series
forecasting problem it is important to study which samples
of the sequence are relevant to the prediction task. In this
regard, a fruitful approach consists in selecting the samples
via embedding of the sequence [34].

Let S = {S[n]}, n > 0, be the scalar time series to be
predicted. Suppose that the current sample at n and all of the
previous ones are known, and that S[n + k], with k > 0,
is the sample to be predicted. In a univariate approach, this
prediction problem can be expressed as a regression problem
by using past samples of the sole time series under analysis.
Two different types of input data can be considered in this
regard. The first one implies that S̃[n + k] is obtained by
determining the parameters of a regression model through
the so-called ‘embedding technique’, where the input vector
to the regression model is based on past samples of the time
series [35]:

x[n] =
[
S[n] S[n− T ] . . . S[n− (D− 1)T ]

]t
. (1)

Then, S̃[n+ k] can be written as

S̃[n+ k] = fu
(
x[n]; In−1

)
, (2)

for which it can be observed that fu(·) has its own parameters
to be determined by a data driven learning procedure, while
In−1 is associated with the internal state of any dynamical
RNN model, namely with the hidden states of LSTM layers.

The second univariate approach implies that the estimated
value is obtained by using as a simple scalar input the current
sample of the series:

S̃[n+ k] = fu
(
S[n]; In−1

)
. (3)

As said, the regression model adopted in the following is
represented by a stacked DNN based on one or more LSTM
layers together with other layers that can be adopted for
improving learning (i.e., dropout layer, normalization layer,
etc.) or for processing data at the input and/or output of the
network itself. The simplest univariate network that can be
implemented by using embedding is illustrated in Fig. 1,
while the one implemented by using the scalar input is shown
in Fig. 2. The layers in this architecture are:

• LSTM layer, which is fed by the input time series and
makes use of H hidden units;

• Fully connected layer, which is a standard feed-forward
layer connecting the H hidden states of LSTM layer to
the scalar output that represents the predicted sample.

At every time-step, the LSTM layer takes as input either
x[n] or S[n] and, through the H internal units, it computes
h(m)n and c(m)n , m = 1 . . .H , which are grouped in hn ∈ RH

and cn ∈ RH , respectively. Each LSTM unit computes both
its hidden and cell states by a recursive scheme, taking as
input either x[n] or S[n] and the previous states hn−1 and cn−1
coming from itself and from other units; thus, the said past
information In−1 will coincide with vectors hn−1 and cn−1.
A complete description of how the cells of the LSTMwork in
the framework of energy time series prediction can be found
in [36].

The flow of information in each of theH units is controlled
via four specific gates to model very long-term dependencies
in the data: (i) the input gate i decides howmuch of the current
input will be passed to compute the cell state; (ii) the forget
gate f decides what information from the current input will
be thrown away or kept; (iii) the cell candidate g controls the
selective memory of the past; (iv) the output gate o decides
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FIGURE 2. Architecture of the basic LSTM network for univariate prediction fed by the
scalar value S[n].

what the next hidden state should be, regulating what of the
internal state is carried over to the external network.

In case of an embedded input, the gate outputs
{i(m)n , f (m)n , g(m)n , o(m)n } can be arranged in vector form as:

in = σg
(
Wix[n]+ Rihn−1 + bi

)
, (4a)

fn = σg
(
Wf x[n]+ Rf hn−1 + bf

)
, (4b)

gn = σc
(
Wgx[n]+ Rghn−1 + bg

)
, (4c)

on = σg
(
Wox[n]+ Rohn−1 + bo

)
, (4d)

while in case of scalar input, the gate outputs are obtained
as:

in = σg
(
wiS[n]+ Rihn−1 + bi

)
, (5a)

fn = σg
(
wf S[n]+ Rf hn−1 + bf

)
, (5b)

gn = σc
(
wgS[n]+ Rghn−1 + bg

)
, (5c)

on = σg
(
woS[n]+ Rohn−1 + bo

)
. (5d)

In both cases, input weights, recurrent weights, and biases
are obtained during the network training. The cell and hidden
states of the LSTM layer are finally obtained as:

cn = fn � cn−1 + in � gn (6a)

hn = on � σc(cn) , (6b)

where � denotes the Hadamard product.
The last layer in any LSTM-based architecture is used to

compute the final output, which is S̃[n+ k]; it is obtained by
the fully connected layer making use of the hidden states of
the LSTM layer:

S̃[n+ k] = wt
dhn + bd , (7)

where wd and bd are also determined by the training
algorithm.

III. RELATED WORKS
Energy time series forecasting, in particular solar power, has
attracted a considerable interest in recent years due to the
new legislation encouraging the use of solar energy and the

large-scale deployment of photovoltaic plants. Prior to deep
learning and LSTM networks, the literature has been filled by
statistical and data drivenmodeling tools where the univariate
approach represented by (2) or (3) has been pursued by solv-
ing prediction through data regression. In machine learning,
both recurrent and feed-forward models have been investi-
gated by using shallow neural networks, possibly hybridized
with fuzzy modeling and evolutionary computing for com-
plex optimization [14], [37].

There are two main groups of forecasting approaches in
the considered field: indirect and direct [38]. Indirect fore-
casts firstly predict solar irradiation and then, using a PV
performance model of the plant, obtain the power produced.
Conversely, direct forecasts directly calculate the power out-
put of the plant. Although solar radiation is closely related to
PV output power, producers are more interested in knowing
the amount of available PV output power rather than the
solar radiation, in order to propose profitable offers on the
consumer market. For this reason, our proposed methods fall
into the second group.

For many years, statistical approaches to data regression
have been considered for the PV output forecasting. Among
them, there are Auto-Regressive (AR) and Auto-Regressive
eXogenous (ARX)models [39], Moving Average (MA)mod-
els [40], Auto-Regressive Moving Average (ARMA) mod-
els [41], Auto-Regressive Moving Average with eXogenous
variables (ARMAX) models [40], Auto-Regressive Inte-
grated Moving Average (ARIMA) models [42], and Seasonal
Auto-Regressive Integrated Moving Average (SARIMA)
models [43]. Under normal conditions, these models deliver
good prediction results. However, sudden changes in weather
conditions can significantly affect energy usage models and,
consequently, make these techniques unable to provide accu-
rate predictions.

In this regard, Artificial Neural Networks (ANNs) are one
of the most used approaches due to their ability in solving
complex and non-linear forecasting models [27]. In litera-
ture there are many studies concerning ANNs used for the
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prediction of PV output. Recent approaches are based on
the promising tool of Random Forests in the framework
of ensemble learning, as in [44] regarding irrelevant inputs
selection methods, [45] for feature extraction of radiation
data, and [46] for mitigating climatic effects. However, most
of these studies use a univariate approach to solve the prob-
lem, as they only consider the PV output time series.

Recently, researchers have started to consider a multi-
variate approach to solve the PV prediction problem with
good results. Regarding the indirect forecasts, the authors in
[47] compare several multivariate ANN models for a week
ahead of solar power generation forecasting in Gorakhpur,
India. Nine parameters (time, average temperature, minimum
temperature, maximum temperature, rain, wind, dew, atmo-
spheric, and azimuth) are selected as input variables to ANNs.
Themathematical analysis, carried out in terms of RootMean
Square Error (RMSE), shows that the Model Average NN
presents the best results whereas the Back Propagation NN
presents the worst results.

Another research focused on forecasting the monthly
global solar radiation in India is presented in [48]. The authors
propose twoANNmodels which use three input variables col-
lected for 10 years: temperature, wind speed, and humidity.
They identify the best model based on minimumMean Abso-
lute Error (MAE), RMSE, and maximum linear correlation
coefficient. They also observe that the accuracy of the ANN
forecasting model depends on the quantity and quality of the
training data.

Authors in [49] still focus on solar intensity forecasting
by proposing an Adaptive Learning Hybrid Model (ALHM)
integrated with a Time-varying Multiple Linear Model
(TMLM), which catch the linear and dynamic property of
data, and a Genetic AlgorithmBack Propagation (GABP) NN
which is used to learn non-linearity in the data. Simulation
results show that ALHM outperforms several benchmarks
in both short-term and long-term solar intensity forecasting
by using several meteorological data (temperature, humidity,
dew point, wind speed, precipitation) as additional variables.

Still remaining on indirect forecasting, in [50] authors pro-
pose a Back-Propagation ANN (BP-ANN) methodology to
predict hour-ahead photovoltaic irradiation by using average
temperature and average relative humidity as additional vari-
ables. The results prove that the performance of the BP-ANN
model is better when compared to the ARMAmodel in terms
of RMSE, MAE, Mean Absolute Percentage Error (MAPE),
Mean Bias Error (MBE), and correlation coefficient.

Regarding the direct forecasting, in [51] a two-layer
feed-forward network trained with Levenberg-Marquardt
algorithm is used to estimate the profile of the output power of
a grid-connected 20kWp solar power plant in a reputedmanu-
facturing industry located in Tiruchirappalli, India. An exper-
imental database comprising the PV output power and atmo-
spheric temperature time series was used for training the
ANN. The performance are evaluated in terms of Mean
Squared Error (MSE) and are within the range of 0.019 to
0.025, for the day-ahead forecasting.

Another approach, which uses the back-propagation ANN
to forecast the PV output power of the day ahead, is presented
in [52]. Four time series are taken into account: temperature,
humidity, wind speed, and Aerosol Index (AI). Results prove
that the proposed model improves the accuracy of PV output
power forecasting compared with the ANN method which
does not use the AI as an additional variable with respect to
the others.

Considering different types of ANN, authors in [53]
created three different NN ensemble networks, namely
feed-forward NN (FNN), Elman back-propagation net-
work (ELM) and Cascade-Forward back-propagation
(NewCF) trained with input data from meteorological vari-
ables (solar irradiance, PV module temperature, humidity,
and wind speed). Results highlight an improvement in the
forecasting accuracy of the PV output power for one day
ahead compared to benchmark methods.

The research proposed in [54] introduces an ANN model
for solar power generation forecasting using two additional
weather parameters: air temperature and wind speed. Authors
conducted an application study based on the Buruthakanda
solar park. Results show that the PV output power forecasts
obtained with their ANN model can be used to forecast solar
power generation with high accuracy under clear conditions.

A further research on direct forecasting is reported in [55],
where three PV power output prediction methods are used:
ANN, DNN, and LSTM based models. Three additional vari-
ables are taken into account in order to help the prediction:
temperature, humidity and cloudiness. Experimental results
prove that the LSTM based model performs better than the
ANN based forecasting system in terms of MAE.

The study in [56] focuses on the use of ANN in short-term
prediction (1 hour to 6 hours) of global solar irradiance based
on observations made in parallel by neighboring sensors mea-
suring different variables (temperature, humidity, pressure,
wind and other estimates). The results of the power gener-
ation forecasting prove that the time frame between 4 hours
and 6 hours provides the best result for the ANN model.

In [57], the authors present a weather-based hybrid method
for 1-day ahead hourly forecasting of PV power output. They
use three variables: temperature, probability of precipitation
and solar irradiance. The numerical results demonstrate that
the proposed method significantly improves the prediction
power generation compared to the Support Vector Regres-
sion (SVR) method.

An ANN method based on the MultiLayer Percep-
tron (MLP) with back-propagation to predict the solar
radiation is proposed in [58]. Air temperature, minimum
temperature, maximum temperature, relative humidity, wind
speed and solar radiation are used as network inputs, reaching
an accuracy of 0.1169 in terms of MSE.

In [59], a feed-forwardANNand anAdaptiveNeuro-Fuzzy
Inference System (ANFIS) are considered by using as inputs
nine environmental parameters: global horizontal irradiance,
global diffused irradiance, ambient temperature, precipita-
tion, wind speed, air pressure, sunshine duration, relative
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humidity and surface temperature. Results prove that the
ANN model is better than the fuzzy neural network in pre-
dicting the PV power output.

IV. PROPOSED MULTIVARIATE MODELS
Let S1 = {S1[n]}, n > 0, be the scalar time series to be
predicted and let Sq = {Sq[n]}, q = 2 . . .M , be further
M − 1 scalar time series that bring a correlated information
regarding the underlying prediction problem and thus they
can be used for the prediction of S1[n]. Suppose that all
samples previous to n are known, including the latter, and that
S1[n+k], k > 0, is the sample to be predicted. The estimated
output is obtained using these past samples in a delayed-input
prediction model fm(·) as:

S̃1[n+ k] = fm
(
x(m)[n]; In−1

)
, (8)

where x(m)[n] takes samples from all of the considered time
series, In−1 is the information associated with the internal
states of the involved recurrent LSTM layers.

The remainder of this section analyzes the four deep neural
models proposed in this article and the suited embedding
technique applied to each of them. The C-LSTM network
is presented in Sect. IV-A, while the Conv-LSTM is illus-
trated in Sect. IV-B. Then, the Multi-LSTM is introduced in
Sect. IV-C and, finally, the Stacked-LSTM in Sect. IV-D.

A. C-LSTM NETWORK
In order to optimize the LSTM model structure, in C-LSTM
network a 2-D CNN layer is stacked before the actual LSTM
layer. This way, it is possible to obtain data representation
(i.e., feature extraction) at a higher level of abstraction,
as introduced in [60]. Consequently, the input of the system
must be adapted to the network architecture. For this matter,
the embedded data is handled as a sequence of video frames,
representing the input of the prediction system which is then
fed into the 2-D CNN layer.

In the case M = 2, two scalar time series are considered,
S1[n] and S2[n]. To predict S1[n+ k], the input frame x(a)[n]
is built in four consecutive steps:

1) set the number of past samplesD that are used (for each
time series) to predict the new one, i.e., S1[n+ k];

2) replicate the input sequences D times and obtain the
two frames x1[n] and x2[n] of size D× D;

3) transpose the frame x2[n] for obtaining xt2[n];
4) make the dot product between x1[n] and xt2[n] for

obtaining x(a)[n].
This way, the deep architecture is able to recognize and

efficiently exploit the temporal correlation between the con-
sidered embedded sequences. Furthermore, through the use
of numerous convolutional filters, different temporal corre-
lation structures are inferred by using the back-propagation
learning algorithm in the training phase. This process of infer-
ring data structures in x(a)[n] consists in mixing different time
series and autonomously selecting which and how many past
samples are to be used in the learning phase. The procedure
employed to create x(a)[n] is illustrated in Fig. 3.

FIGURE 3. Procedure to create x(a)[n]. The two input sequences of length
D are replicated D times, obtaining the two frames x1[n] and x2[n] of size
D× D. The frame x2[n] is transposed, obtaining xt

2[n], which is multiplied
element by element with frame x1[n] therefore obtaining x(a)[n].

The equation reported in (8) can thus be written as:

S̃1[n+ k] = fa
(
x(a)[n]; In−1

)
, (9)

where the regression model is implemented by the recurrent
DNN shown in Fig. 5(a), whose general functioning is sum-
marized in Fig. 4. The layers in the architecture are:
• Convolutional layer 1: it applies F (a) sliding 2-D convo-
lutional filters to every input frame.

• Max pooling layer 1: it performs down-sampling by
dividing the input into square pooling regions and com-
puting the maximum of each region.

• Convolutional layer 2: it uses G(a) sliding 2-D convolu-
tional filters.

• Max pooling layer 2: it uses pooling regions.
• Flatten layer: it collapses the spatial dimensions of the
input to the LSTM layer, which is a vector time series.

• LSTM layer: it represents the actual LSTM layer with
H (a) hidden units.

• Fully connected layer: it is a standard feed-forward layer
connecting theH (a) hidden states to the scalar output that
represents the sample to predict.

B. CONV-LSTM NETWORK
The same concepts expressed in Sect. IV-A for the C-LSTM
network are used herein for the Conv-LSTM network, i.e., a
2-D CNN layer is stacked before the actual LSTM layer. Also
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FIGURE 4. General structure and functioning of the C-LSTM and Conv-LSTM networks.

in this case, the input of the system must be adapted to the
network architecture, encapsulating the embedded data in a
frame-like structure.

To predict S1[n + k], the input frame x(b)[n] is built as
follows:

x(b)[n]=


S1[n] S1[n− 1] . . . S1[n−D+ 1]

S2[n] S2[n− 1] . . . S2[n−D+ 1]
...

...
. . .

...

SM [n] SM [n− 1] . . . SM [n−D+ 1]

 .
(10)

This way, the input to the CNN layer is represented by a
1-channel M × D frame and hence, the equation reported in
(8) can be rewritten as:

S̃1[n+ k] = fb
(
x(b)[n]; In−1

)
, (11)

where the regression model is implemented by the recurrent
DNN reported in Fig. 5(b). Its general operation is the same
as for C-LSTM network and thus, it can be still summarized
as in Fig. 4. The layers in the architecture are:
• Convolutional layer: it applies F (b) sliding 2-D convolu-
tional filters, each of dimensionM ×M , to every frame
x(b)[n].

• Batch normalization layer: it normalizes the convolution
results to reduce the sensitivity to network initialization.

• Flatten layer: it collapses the spatial dimensions of the
input to the LSTM layer, which is a vector time series.

• LSTM layer: it is the actual LSTM layer with H (b)

hidden units.
• Fully connected layer: it is a standard feed-forward layer
connecting theH (b) hidden states to the scalar output that
represents the sample to predict.

It is important to underline that 2-D convolutional filters
are used, whose size varies according to the number of the
considered time series. This means that the convolutional
filters move in one direction only, as in the case of the
well-known 1-D CNN [61], [62]. However, a 2-D CNN layer

is used to feed the DNN with a more generalized embedded
data, handled similarly to a sequence of video frames.

C. MULTI-LSTM NETWORK
The use of multiple LSTMs can significantly improve
the generalization capability of DNNs. In the proposed
Multi-LSTM network, the key idea lies in the use of a specific
LSTM for each sequence, not only for prediction purposes but
also to extract deep information on each input time series.
This information is then passed through the sequent layers
of the network, where it is aggregated and used to predict
the univariate output sequence. The proposed architecture is
illustrated in Fig. 5(c) in the case of two input sequences,
it can be generalized to any number of input time series.

In order to predict S1[n + k], the embedding technique
is applied on all the time series involved in the multivariate
prediction problem, therefore obtaining:

x(c)1 [n] =
[
S1[n] S1[n− 1] . . . S1[n−D+ 1]

]
, (12a)

x(c)2 [n] =
[
S2[n] S2[n− 1] . . . S2[n−D+ 1]

]
, (12b)

...

x(c)M [n] =
[
SM [n] SM [n− 1] . . . SM [n−D+ 1]

]
. (12c)

Each sequence is then used as input to the respective channel
in order to extract deep information. For example, consid-
ering Fig. 5(c), x(c)1 [n] can be sent to the lower channel and
x(c)2 [n] to the upper channel (or vice versa).
The equation reported in (8) can be written as:

S̃1[n+ k] = fc
(
x(c)1 [n], x(c)2 [n], . . ., x(c)M [n]; In−1

)
, (13)

where the regression model is implemented by the recurrent
DNN in Fig. 5(c).

The network architecture consists of the following layers:
• LSTM_qA layer, q = 1 . . .M : it is the LSTM layer with
H (c)
qA hidden units that extracts information from the

single sequence selected from the multivariate input.
• LSTM layer: it is the LSTM layer with H (c) hidden
units that exploits the aggregate information received
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FIGURE 5. Architectures of the proposed DNNs for multivariate prediction: (a) C-LSTM network; (b) Conv-LSTM network; (c) Multi-LSTM
network, where the number of parallel channels varies upon the adopted time series; (d) Stacked-LSTM network.

from the previous layers. Namely, the layer’s input is
a column vector that serializes (i.e., aggregates) all the
hidden states computed by the previous LSTM layers.

• Fully connected layer: it is a standard feed-forward layer
connecting theH (c) hidden states to the scalar output that
represents the sample to predict.

D. STACKED-LSTM NETWORK
The basic idea in the proposed Stacked-LSTM network is to
fully exploit the potential of the LSTMmodel by concurrently
using multiple time series. The input to the prediction system
is represented by several time series. The latter are fed to
the LSTM layer in the form of a column vector, where each
element corresponds to a different time series:

x(d)[n] =
[
S1[n] S2[n] . . . SM [n]

]t
. (14)

This way, the DNN shown in Fig. 5(d) implements a regres-
sion model where S̃1[n + k] depends upon x(d)[n], which
embeds the multivariate nature of different time series:

S̃1[n+ k] = fd
(
x(d)[n]; In−1

)
. (15)

The input of the system is represented by the vector x(d)[n]
reported in (14). The layers in the architecture are:

• LSTM layer 1: it is the first LSTM layer with H (d)
1

hidden units, it is fed by the input x(d)[n].

• LSTM layer 2: it is the second LSTM layer with H (d)
2

hidden units.
• Fully connected layer: it is a standard feed-forward layer
connecting the H (d)

2 hidden states to the scalar output
that represents the sample to predict.

V. EXPERIMENTAL RESULTS
In order to assess the performance of the proposed forecasting
models, a specific application case is considered pertain-
ing to the PV power production plant of the ‘Oak Ridge
National Laboratory’ located in Oak Ridge, TN, USA, whose
geographic coordinates are 35◦92′99.6′′ N, 84◦30′95.2′′ W,
elevation 245 m.

A. DATA SETUP
Irradiance data is measured through the use of a LICOR LI-
200 pyranometer sensor mounted on the roof of a two story
building at 12.04 m above ground level. The output power to
be predicted (i.e., S1 in kW) is computed by using a balance
of system of 0.9 and by applying an inverter curve with
Maximum Power Point Tracking (MPPT).

In addition to themain time series, two further variables are
considered: the air temperature (i.e., S2 in ◦C), measured with
a thermometer inside a naturally aspirated radiation shield
mounted at 11.45 m above ground level on roof; the wind
speed (i.e., S3 in m/s), measured by an RM Young 3-cup
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anemometer and vanemounted at 12.80m above ground level
on roof. All time series are obtained from the Measurement
and Instrumentation Data Center (MIDC) database; they are
collected in the same plant and sampled at hourly rate. It is
important to remark that these physical parameters are chosen
as they can be measured easily in residential PV prosumers
plants. However, the present study can be generalized to any
number of correlated time series that can be used for this task,
independently of their physical nature.

The considered time series refer to year 2018 and they
are all aligned in time in order to ensure to properly infer
time-dependent structures on data. Before applying the learn-
ing procedures, a linear mapping is used for normalization
between 0 and 1, using the minimum and maximum value of
each sequence as extremes for normalization, i.e.:
• S1: 0 corresponds to 0 kW and +1 to 75 kW;
• S2: 0 corresponds to −16 ◦C and +1 to 37 ◦C;
• S3: 0 corresponds to 0.2 m/s and +1 to 4.1 m/s.
A training set of 2months (i.e., 60 consecutive days) is used

for the experiments. The training set contains past samples
used for predicting the future ones. The latter are associated
with two test sets whose lengths are 1 day (i.e., 24 samples)
and 3 days (i.e., 72 samples) after the last available sample of
the training set, respectively. Based on a preliminary analysis
and on the results assessed in past published researches, in all
of the experiments the number of past samples and the time
lag are set to D = 24 and T = 1, respectively, when the
embedding technique is used.

The two considered test sets start in May 2018 and Octo-
ber 2018, they are composed by the 24 samples of the first
day of the month (i.e., 1-day test set) and by the 72 samples
of the first three days of themonth (i.e., 3-days test set). As the
samples must be predicted all together at the same time,
for operation purposes in the electrical grid, the prediction
distance in all models is set to k = 24 or k = 72, respectively.
By the way, although two training sets refer to a same period,
by changing the prediction distance they will have different
target values that affect the computation of the loss function.

In order to evaluate the performance of the proposed multi-
variate forecasting approaches, three different cases are con-
sidered: an approach considering the pairs {S1, S2} or {S1, S3}
and an approach considering all the time series {S1, S2, S3}.
A separate discussionmust be made for the C-LSTM network
due to the method used to create the input frame described
in Sect. IV-A. It uses only two time series at a time, lim-
iting the potential of the network in case more than two
sequences are used in the prediction. To solve the problem,
three input frames are created, considering the pairs {S1, S2},
{S1, S3} and {S2, S3}. These frames are then sent to the first
CNN layer concurrently: one for each channel. In this way,
the C-LSTM network can efficiently exploit the temporal
correlation among all the considered time series.

B. MODEL SETTINGS
All DNNs have been trained using the ADAM algorithm [63]
with gradient decay factor 0.9 and mini batch size equal to 1.

Additional training options and model hyperparameters have
been set by using a grid search procedure for cross-validation
on the training data in order to avoid overfitting [64].

This model optimization has been performed by using the
ensemble of 1-day and 3-days datasets, of bothMay 2018 and
October 2018, for any combination of input time series (i.e.,
univariate with or without embedding, multivariate with two
or more time series). This way, a unique setup of training
options and model hyperparameters is determined and thus,
a unique DNN model is adopted for testing all cases and for
evaluating its robustness to generalization in the different sit-
uations of a real operation scenario. The general optimization
procedure is summarized in Algorithm 1 and the results are
listed in the following:

• Basic LSTM network: H = 30 hidden units in the
sole LSTM layer; number of epochs 200; L2 regular-
ization factor 10−4; initial learning rate 6 · 10−3 without
dropping.

• C-LSTM network: F (a)
= 12 filters of size 6× 6 in the

Convolutional layer 1; G(a)
= 9 filters of size 3 × 3 in

the convolutional layer 2; pooling regions of size 4 × 4
in the max pooling layer 1; pooling regions of size 2×2
in the max pooling layer 2; H (a)

= 60 hidden units in
the LSTM layer; number of epochs 200; L2 regulariza-
tion factor 10−4; initial learning rate 6 · 10−3 without
dropping.

• Conv-LSTM network: F (b)
= 5 filters of sizeM ×M in

the convolutional layer andH (b)
= 50 hidden units in the

LSTM layer; number of epochs 100; L2 regularization
factor 5 ·10−4; initial learning rate 5 ·10−3; learning rate
drop factor 0.9; learning rate drop period 20 epochs.

• Multi-LSTM network: H (c)
qA = 30 hidden units;

q = 1 . . .M ; for each input LSTM layer and H (c)
= 80

hidden units in the final LSTM layer; number of epochs
200; L2 regularization factor 5 · 10−4; initial learning
rate 6 · 10−3; learning rate drop factor 0.9; learning rate
drop period 20 epochs.

• Stacked-LSTM network: H (d)
1 = 25 hidden units in the

first LSTM layer and H (d)
2 = 60 hidden units in the sec-

ond LSTM layer; number of epochs 200; L2 regulariza-
tion factor 10−4; initial learning rate 6 · 10−3 without
dropping.

C. NUMERICAL RESULTS: PERFORMANCE
All the experiments were performed using Matlab R© R2020a
on a machine provided with an Intel R© Core

TM
i7-3820 64-bit

CPU at 3.60 GHz and with 32 GB of RAM, using for training
and inference an NVIDIA R© GeForce

TM
GTX 680 GPU at

1.006 GHz and 2048 MB GDDR5 RAM. As the training
outcome and the consequent performance on test set depend
upon random initialization of network parameters, 10 differ-
ent runs are performed for each test and in the following the
average result of MAE over the different runs is reported.
Standard deviation is not reported for the sake of conciseness,
it is quite stable in a confidence interval of ±5% for all tests.
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Algorithm 1 Pseudocode of the Cross-validation Procedure
Adopted to Optimize the Training Options and the DNN
Hyperparameters

input: observed time series {S1, S2, S3} of the whole 2018; a
generic DNN model N to be trained and optimized, which
is associated with one of the proposed architecture (i.e., C-
LSTM, Conv-LSTM, Multi-LSTM, or Stacked-LSTM).a

1: data preparation: time series normalization, data filling,
etc.

2: experiment setup: define a grid search space G, where
each point p ∈ G is a specific set of hyperparameters
related to the training algorithm (i.e., epochs, learning rate,
regularization factor, etc.) and to the network architecture
(LSTM states, CNN filter dimensions, etc.). Experiments
are performed by varying input data and test conditions.b

3: loop {for each s, m, d :}
4: training/test setup: prepare training and test set for

each sequence, let them be denoted as R(s,m,d) and
T (s,m,d), respectively;

5: training/validation setup: extract from R(s,m,d) a val-
idation set V (s,m,d) to assess model performance during
training, the remaining data R(s,m,d)

red will be actually
used to train the DNN.c

6: end loop
7: loop {for each point p ∈ G:}
8: loop {for each s, m, d :}
9: network training: train the adopted DNN model by

using R(s,m,d)
red and the hyperparameters specified in

p, let the trained network be denoted as N (s,m,d)
p ;

10: network validation: evaluate the performance of
N (s,m,d)
p through V (s,m,d), let e(s,m,d)p be the MAE

performance of the DNN.
11: end loop
12: model performance: evaluate the model performance

as the average ēp over all trained DNNs on different
{s,m, d} datasets.

13: end loop
14: network optimization: let p̂ = argminp∈G{ēp} be the

optimal set of hyperparameters to be used for final train-
ing.

15: loop {for each s, m, d :}
16: final training: let N (s,m,d)

opt be the optimal DNN model
trained (see Table 2) by using the setup p̂ and the whole
training set R(s,m,d);

17: final inference: compute the final DNN performance
ẽ(s,m,d)p̂ for the specific test set T (s,m,d) by usingN (s,m,d)

opt .
18: end loop
output: model performance ẽp̂ for all tests (see Table 1).

aFor the sake of conciseness, we do refer to the multivariate case only.
In the univariate approach, the same steps hold considering in that case S1
only either with or without embedding.
bLet the superscript ‘s’ denote the specific multivariate approach (i.e.,

two or more time series adopted as input data), superscript ‘m’ denote the
month (May 2018 or October 2018), and superscript ‘d’ denote the 1-day
or 3-days test option.
cThe validation set is obtained by extracting from the training set the

samples of the latest day or the samples of latest three days as target values
and, according to the specificDNNmodel, the preceding samples as inputs.
The reduced training set will end one day before in both cases.

Table 1 reports the numerical results for both univariate
and multivariate approaches. Considering the C-LSTM net-
work, when the input data are {S1, S2, S3} it means that three

TABLE 1. Average MAE (kW) for 1-day and 3-days test sets considering
both univariate and multivariate approaches.

frames (one for each channel) are considered. Bold numbers
evidence the best results for every experiment. Considering
the different combination of the time series in the multivariate
approach, it can be observed that the accuracy varies depend-
ing on which DNN model is used. In C-LSTM, the pair
{S1, S2} gives better results than {S1, S3} for all test con-
ditions. In particular, the relative improvements range from
38% up to 60% in three cases out of four. The only exception
is for the 3-days test set in October, where the performance is
quite similar. This difference is not evident when comparing
the results obtained using {S1, S2}with respect to {S1, S2, S3}.

In Conv-LSTM, the use of {S1, S2} gives the best results
with respect to {S1, S3} and {S1, S2, S3} considering the
May test sets. The relative improvements range from 65%
up to 72% for the 1-day test set and from 39% up to 54%
for the 3-days test set, respectively. This is not true for the
October test sets, where the best performance is obtained by
using {S1, S2, S3} in the 1-day test set and the pair {S1, S3} in
the 3-days test set. It is important to underline that in the 1-day
test set in May the use of {S1, S2} gives better performance
than the basic LSTM which uses the embedding technique,
with a relative improvement of 4.4%.

In Multi-LSTM the pair {S1, S2} gives the best results
with respect to {S1, S3} and {S1, S2, S3} in three cases out
of four, with a relative improvement from 1.0% up to 33%.
The only exception is for the 3-days test set in October. The
Multi-LSTM is the network that has obtained the best results
compared to the other DNN models. The performance is the
best in all tests for any combination of the input data except
for the 1-day test set in October when {S1, S2, S3} are used.
In this case, the best result is obtained through the Conv-
LSTM. It is important to remark that in three cases out of four
the Multi-LSTM performs better than the basic LSTM which
uses the embedding technique, with a relative improvement
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from 5.7% up to 25%. The only case where the basic LSTM
performs better than the Multi-LSTM is for the 1-day test set
in October, with a relative improvement of about 19% (bold
numbers).

In Stacked-LSTM, the use of {S1, S2} gives the best results
with respect to {S1, S3} and {S1, S2, S3} considering the
May test sets, as for the Conv-LSTM. The relative improve-
ments range from 20% up to 24% for the 1-day test set and
from 4.1% up to 8.1% for the 3-days test set, respectively.
This is not true for the October test sets, where the pair
{S1, S3} provides the best performance. For the above reasons,
it is clear that the use of output power S1 and air temperature
S2 gives the best performance in most cases compared to
the wind speed S3. The latter does not seem to positively
affect the prediction accuracy, even if in the case of 3-days
test in October the Multi-LSTM network achieves the best
performance by including it. Another important remark is
that in each test, for each DNN model, there is at least
one combination of the input data that guarantees a better
performance than the basic LSTM model which does not use
the embedding technique.

Considering the univariate approach, it is clear that the
use of the embedding technique significantly improves the
performance of the basic LSTM. In fact, the only case when
the univariate prediction is better than the multivariate one is
in October for a 1-day test when the embedding technique
is used. A further remark concerns the difference between
the time horizons in terms of accuracy. One might expect
the accuracy to be lower for k = 72 than for k = 24,
but this is not always the case. In the univariate approach,
the basic LSTM using the embedding technique does exactly
this, while the other one does not, which means that the
latter performs better over a longer time horizon. The same
happens in the multivariate approach. In C-LSTM there is
at least one combination of the input data that gives better
performance with a longer time horizon across all tests. The
same goes for the Conv-LSTM but only for the May test
set. The Multi-LSTM does not behave like this: 1-day test
sets always give better results than 3-days test sets for any
combination of input data. The Stacked-LSTM does exactly
the opposite. It works well with a longer time horizon,
as the basic LSTM which does not use the embedding
technique.

The graphical results of the best combination obtained in
each of the considered test conditions are reported in Fig. 6
to Fig. 9, respectively. The visual analysis does spark the
discussion on how well the forecasting methods are able to
follow the real time series. Actually, the numerical errors
are often misleading in this sense, not showing under and
overfitting problems and delay-prone solutions. Conversely,
in our work, it can be observed that the best models bear a
quite remarkable performance in modeling the output power,
except for sharp peak variations, which are probably due
to short-time meteorological events usually addressed by
using more expensive remote sensing techniques for cloud
tracking.

FIGURE 6. Predicted (red) and real (blue) value of output power in
May 2018 by using the Multi-LSTM model with {S1, S2} on 1-day test set.

D. NUMERICAL RESULTS: TRAINING AND COMPLEXITY
The average training times (in seconds) for each of the consid-
ered approaches are reported in Table 2; they are relevant to
the optimal model obtained by using the hyperparameters for
network complexity and for the training algorithm as listed
before. Remarkable differences can be observed between
the univariate and multivariate approaches, and between the
multivariate ones themselves. In all cases, the training time
does not exceed 85 seconds by using a very basic CPU and
GPU, it is about 60 seconds for the best scores of Multi-
LSTM. Therefore, working with time series sampled on a
hourly basis, the model can be retrained and even optimized
in an operation scenario every hour, as soon as new samples
are available.

More in detail, the training times of multivariate
approaches vary according to the number of the considered
time series. The C-LSTM is faster when two time series are
used rather than three, with a relative improvement from 33%
up to 37% considering {S1, S2} and from 35% up to 36%
considering {S1, S3}. This difference is not so evident when
comparing {S1, S2} with respect to {S1, S3}. It is important to
remark that the C-LSTM is the slowest network compared to
the other DNN models.

The Conv-LSTM is also faster when two time series are
used rather than three, but in this case the difference is very
small. The relative improvements range from 2.4% up to
6.7% considering {S1, S2} and from 0.3% up to 4.1% con-
sidering {S1, S3}. The training times obtained using {S1, S2}
and {S1, S3} are quite similar. It is important to underline
that the Conv-LSTM is the fastest network compared to both
univariate and multivariate models.

Looking at the pairs {S1, S2} and {S1, S3}, the Multi-LSTM
has slightly lower training times than the C-LSTM. Again,
using fewer time series positively affects network speed.
In fact, the training times obtained with {S1, S2} and {S1, S3}
are faster than those obtained with {S1, S2, S3}. In the first
case the relative improvements range from 22% up to 24%
whereas in the second case they range from 22% up to 23%.
In Stacked-LSTM, the training times are very similar to each
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TABLE 2. Average training time (s) and model complexity (No. of Parameters) considering both univariate and multivariate approaches.

other in all tests. In three cases out of four the fastest times
are obtained with the pair {S1, S3}. Instead, in the 3-days
test set in May the use of {S1, S2, S3} achieve the fastest
performance.

Considering the univariate approach, there are two differ-
ent behaviors depending on whether or not the embedding
technique is used. In the 1-day tests of May, training times are
very similar while in all other tests the basic LSTM network
which does not use embedding is faster than the one which
uses it, with a relative improvement from 1.1% up to 1.7%.

The inference time necessary to evaluate the predicted
samples is in all cases of few milliseconds by using the
adopted software implementation, so differences among dif-
ferent test sets and among different models are not mean-
ingful. Nonetheless, we report in Table 2 the number of
parameters associated with each optimal DNN model (CNN
filter coefficients, LSTM and fully connected weights, etc.),
as they determine the number of algebraic and nonlinear
operations during inference and give information regarding
how much the model complexity scales with respect to the
training time and, above all, to the related performance.

As discussed before, a same optimized DNNmodel is used
to test all cases and hence, the complexity is independent of
the considered test set but it may change for a same DNN
according to the size of input data (i.e., embedding procedure
and used time series). The univariate LSTM model is the
simplest one although its complexity strongly depends upon
the embedding procedure and the number of adopted past
samples at the DNN’s input. The multivariate models have
a higher complexity, up to one order of magnitude, which
is quite stable with respect to the number of adopted time
series for most of them, apart from Multi-LSTM because of
the replicated LSTM layers at the first stage.

FIGURE 7. Predicted (red) and real (blue) value of output power in
May 2018 by using the Multi-LSTM model with {S1, S2} on 3-days test set.

Stacked-LSTM is the simplest model among the multivari-
ate ones, while C-LSTM has quite a triple complexity due
to the number of involved layers in its stacked architecture.
By the way, it is not surprising that Conv-LSTM’s complexity
gets lower when three time series are used instead of two,
as we do not use padding at the CNN frame boundaries while
the filter size is larger (i.e., 3× 3) in this case.

E. GENERAL DISCUSSION
A comprehensive comparison of the multivariate models
considered in this article is illustrated by the radar chart
in Fig. 10. The ‘performance’ reported is the average of
MAE results in Table 1 over all combinations of input data
and test conditions. The same average is computed for the
‘training time’ (in seconds) reported in Table 2, while the
‘complexity’ is the average of parameters over the different
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FIGURE 8. Predicted (red) and real (blue) value of output power in
October 2018 by using the basic LSTM model with embedding on 1-day
test set.

FIGURE 9. Predicted (red) and real (blue) value of output power in
October 2018 by using the Multi-LSTM model with {S1, S2, S3} on 3-days
test set.

input data. The ‘skill to learn’ has been evaluated as the
number of hyperparameters to be set for each DNN model,
which in turn indicates the difficulty in optimizing the model
when this number increases. The ‘hard to extend’ refers to the
model scalability, and to the related software implementation,
when the number of input time series increases; it has been
quantitatively evaluated as 0when the hardness is low, 1when
the hardness is high, and 0.5 in the middle.

Based on the adopted convention, the smallest the area of
the produced chart the better the results in terms of perfor-
mance, training, complexity, and so on. Although on average
the Multi-LSTM model can achieve a better performance
while the Stacked-LSTM results as the simplest one, it is evi-
dent that Conv-LSTM is the model scoring the best trade-off
and the smallest area. Definitely, the final choice among
such models depends on the relevance of performance with
respect to other factors that basically involve training times,
model complexity and software scalability with respect to the
number of adopted time series.

Overall, the results reported so far are satisfactory and
assess the soundness of the presented forecasting methods.
It is clear that, apart from very few cases, the performance
of prediction is quite comparable, which in turns spawns a
reflection on the effective use of the more complex deep

FIGURE 10. A radar chart comparing the optimized multivariate models:
the lower the value along each axis the better the quality of the model in
terms of performance, complexity and flexibility.

networks for similar tasks. While it is true that DNN training
times are way shorter than even a short prediction horizon,
the increasing computational complexity of training several
LSTM layers is still not negligible and it must be taken
into account especially when complex cross-validation pro-
cedures are adopted. However, the reported numerical results
are very promising and favor the use of more resource expen-
sive models, such as the ones proposed in this work.

VI. CONCLUSION
This article presented four different DNNmodels for the mul-
tivariate prediction of photovoltaic power output time series.
They mainly rely on LSTM models to exploit long-term
correlation and dependencies among several different time
series. Two of the four DNNmodels also exploit the 2-D con-
volutional layer in order to obtain a generalized embedding
procedure. All DNNmodels were tested on real world data to
show and compare their performancewith the basic univariate
LSTM model. The numerical results suggest that the mul-
tivariate analysis produces better results than the univariate
analysis in most of the cases. The results allowed to highlight
the differences among the multivariate models and to prove
their accuracy in terms of MAE; the Multi-LSTM network
resulted as themost accurate. This article is a further step in an
ongoing research conducted by the authors about forecasting
in renewable energies and smart grids. Future works will
consider a different combination of input time series as well
as the extension of the proposed approaches to more com-
plex scenarios. Particularly, improvements will be introduced
for the management of distributed energy resources where
active prosumers need efficient data-driven modeling tools
for enabling active participation and diffused coordination
tasks in a smart grid.
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