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ABSTRACT 

This paper presents an improved reversed nested Miller compensation technique exploiting a 

single additional feed-forward stage to obtain double pole-zero cancellation, and ideally single-

pole behavior, in a three-stage Miller amplifier. The approach allows designing a three-stage 

operational transconductance amplifier (OTA) with one dominant pole and two (ideally) mutually 

cancelling pole-zero doublets. We demonstrate the robustness of the proposed cancellation 

technique, showing that it is not significantly influenced by process and temperature variations. 

The proposed design equations allow setting the unity gain frequency of the amplifier and the 

complex poles’ resonance frequency and quality factor. 

We introduce the notion of bandwidth efficiency to quantify the OTA performance with respect to 

a telescopic cascode OTA for given load capacitance and power consumption constraints, and 

demonstrate analytically that the proposed approach allows a bandwidth efficiency which can 

ideally approach 100%. 

A CMOS implementation of the proposed compensation technique is provided, in which a current 

reuse scheme is used to reduce the total current consumption. The OTA has been designed using 

a 130nm CMOS process by STMicroelectronics, and achieves a DC gain larger than 120dB, with 

almost single-pole frequency response. Monte Carlo simulations have been performed to show the 

robustness of the proposed approach to PVT variations and mismatches. 

1. INTRODUCTION 

Battery-operated or energy harvested systems such as biomedical implantable devices or sensor 

nodes for Internet of Things (IoT) applications require an aggressive reduction of both supply 

voltage and power consumption of the analog interface circuits. The conventional cascoding 

techniques, usually adopted to increase the gain of operational transconductance amplifiers 

(OTAs), are not suitable to achieve high DC gain with supply voltages below 1V, unless special 

techniques such as body biasing [1] or low-voltage gain-boosting [2] are exploited. Cascading, as 

opposed to cascoding, allows achieving low-voltage and high-gain OTAs, but requires particular 

care in frequency compensation to guarantee the stability of multi-stage OTAs. 
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Three-stage reversed Nested Miller amplifiers [3-12] are used in high-gain, low-voltage 

applications where there is not enough voltage headroom for gain-boosting cascode OTAs. Several 

techniques to remove the positive zeros which plague OTAs exploiting Miller compensation have 

been proposed in the technical literature, such as series resistors [5-6], current buffers [5-7], 

voltage buffers [5], or mixtures of these techniques [6, 8], also including multipath [9-12].  

In this work we present an improved reversed nested Miller compensation (RNMC) technique for 

low-voltage three-stage CMOS OTAs, in which a single feed-forward stage is used to perform 

double pole-zero cancellation, hence removing the two high-frequency poles of the OTA with two 

zeros. The proposed approach thus allows achieving a frequency response with one dominant pole 

and two (ideally) mutually cancelling pole-zero doublets (PZD) at the unity-gain frequency (��), 

resulting in (almost) single-pole frequency behavior for a three-stage amplifier: this is important 

for settling time performance. The technique is based on a single additional feed-forward stage, 

which allows cancelling both high-frequency poles with two high-frequency zeros, leaving the 

frequency response essentially dominated by the first pole, with negligible effect of the high-

frequency poles (and zeros) produced by the parasitic capacitances of MOS devices.  

When imperfectly cancelled (because of unavoidable parameter variations), the PZDs create 

additional exponential transient responses which could degrade the settling performance of the 

OTA. In our approach both PZDs are placed at high frequency, near the ��, so that the impact of 

imperfect cancellation (due to parasitic effects or mismatches) on the settling performance of the 

OTA is limited. Furthermore, our sizing strategy allows choosing the quality factor of the two 

PZDs, in case the two zeros and the two poles form a complex conjugate pair. A simple solution 

is proposed for placing two real coincident zeros and poles at exactly the unity-gain frequency of 

the OTA, resulting in 90° phase margin, infinite gain margin, and single-pole transient behavior. 

This approach can be applied to any three-stage amplifier, either for low-power, low-voltage 

applications, or even for very fast OTAs: in the latter case, the impact of parasitic capacitances 

would be more relevant, but the two main parasitic poles would still be almost cancelled, ensuring 

higher unity-gain frequency and phase and gain margins. We show that the technique is robust to 

parasitic capacitances, and process and temperature variations, because the equations allowing 

double pole-zero cancellation depend on the same parameters for the poles and for the zeros. 

To quantify the advantages provided by the proposed compensation technique, we introduce the 

concept of bandwidth efficiency, ���, defined as the ratio between the �� of the three-stage OTA 

and the �� of a reference telescopic cascode OTA with the same capacitive load and power 

consumption (���	). We show that with a known load capacitor, it is always possible to design 

the 3-stage OTA with almost single-pole behavior, owing to double pole-zero cancellation. Ideally, 

there is no bandwidth penalty (��� → 100%) if the feed-forward stage is much larger than the 

three main stages, and an arbitrary large load capacitor can be driven with relatively small 

compensation capacitors. 

The proposed compensation technique has been adopted to design a three-stage OTA in a 

commercial 130nm CMOS technology from STMicroelectronics. Transistor-level simulations 

have been carried out in CADENCE Virtuoso environment to test the small-signal and large-signal 

(transient) behavior of the three-stage OTA. Extensive Monte Carlo simulations have been 

performed to check the robustness of the designed OTA to PVT and mismatch variations.  

Compared to the reference telescopic cascode OTA, the designed three-stage OTA achieves a 

bandwidth efficiency of 47%, with a DC gain of more than 120dB. 

In the following, Section 2 describes the proposed compensation technique, Section 3 details the 

resulting design methodology of a three-stage OTA as well as the CMOS implementation of the 



OTA as a single-ended amplifier with rail to rail output swing. Section 4 presents the detailed 

design and summarizes the simulation results. Conclusions are reported in Section 5. 

2. PROPOSED COMPENSATION TECHNIQUE 

The block scheme of a three-stage OTA with feed-forward and RNMC is reported in Fig. 1, where �� is the transconductance of stage i, ��� the transconductance of the feed-forward stage, ��� and ��� are the compensation capacitors, �� is the load capacitance and �	 and �� represent the total 

parasitic capacitances at node X and Y respectively. According to Fig. 1 we exploit only one feed-

forward stage, which is sized to cancel both high-frequency poles with two corresponding zeros. 

Neglecting �	 , �� ≪ ���, ���, ��, the frequency response of the stage is: 

����)����) = �1�� 1
1+���2#�2�$$−�1�3'�1�2�3 +�2��1��2�$$−�1�1�2�31+���1�2−��1�3+�(�2��1�2�3 ��2+�2��2�(�2�3

         (1) 
It is possible to cancel the two zeroes with the two high-frequency poles by imposing the condition: 

��� = �*+,+--.+,            (2) 
This condition cancels both the second-order and the first-order terms of the complex poles and 

zeroes, hence leaving only the dominant pole (in the origin, as output resistances have been 

neglected), whose unity gain frequency is ��. 

Even if the two PZDs are formally cancelled, it is better to avoid placing them at low frequencies, 

because, in the (unavoidable) case of imperfect cancellation, they create small transients with large 

time constants, which increase the settling time significantly. For this reason, we force as a second 

condition that the resonance frequency �/ of the two PZDs is the same as the unity-gain frequency ��, resulting in the condition: 

��� = �*+0+1�+--.+,)0            (3) 
The double PZD have resonance frequency �/ and quality factor 2: 

3 �� = �/ = +--.+,�*2 = +,�+--.+,)�+0.+1)+,4�+--.+,)+0
          (4) 

We can assume that �� = �5 to further simplify these conditions, leaving 2 = +,+0. 

Within the limit of ��� ≫ ��, ��� ≈ ����/��� (1) can be much smaller than ���, and ��� ≈�����/����  (2) even smaller. Hence, for a given load capacitor, it is possible to achieve double pole-

zero cancellation with arbitrary small compensation capacitors. The resulting unity-gain frequency 

(and resonance frequency of the high-frequency poles and zeros) would be �� ≈ ���/��, hence 

not influenced by the three main amplifier stages. By using all the power budget for the feed-

forward stage, bandwidth can thus be maximized. 

Due to parasitic effects, PVT variations and mismatches, PZDs are never exactly cancelled, so that 

pole-zero cancellation is not fully effective. The two poles and the two zeros “almost” cancel each 

other, but residual PZDs remain, creating additional transient functions which can be slower than 

that caused by the main dominant pole. Hence, it is advisable to choose the resonant frequency 

and the quality factor of the poles (and of the zeros, as they nominally cancel the poles) to avoid 

excessive resonances or low-frequency PZDs. 



Conditions for double PZD cancellation (2) and PZD placement at the unity gain frequency (3) 

rely on the compensation capacitors chosen as a function of the load capacitor. This is possible in 

integrated circuits if they are implemented with the same capacitor type (such as MIM or Fringe), 

but it is not in general possible for operational amplifiers loaded by external capacitors: it is not 

possible to perform double pole-zero cancellation with an unspecified load capacitance. In many 

applications, however, the load capacitor is fixed and known a priori: when driving capacitors 

inside the integrated circuit, in applications such as analog or switched capacitor filters, Sample & 

Hold amplifiers, analog to digital converters (ADCs), OTAs are designed for a known load 

capacitor. In general, pole-zero cancellation, either single or double, cannot be achieved for more 

than one single value of the load capacitance, because �� only affects the poles, and not the zeroes. 

This is true for all pole-zero cancellation schemes. 

Equations (2-3) show that for ��� ≫ ��, ��, �5, a large load capacitor �� can be driven with 

relatively small capacitors ��� and ���: the former is inversely proportional to ���, the latter to ���� . For instance, for 2 = 1/2 (two real coincident poles), hence �� = �5 = 2��, and ��� =10��, ��� will be 9 times lower than ��, and ��� about 20 times lower. Therefore, in principle, the 

proposed approach allows the usage of compensation capacitors much smaller than the load 

capacitor even if there are practical limitations when setting ��� ≫ ��. In fact, a large ��� would 

increase power consumption, whereas a small �� would cause robustness issues under process and 

mismatch variations, due to the low device sizes (or bandwidth limitations, if current densities are 

low). 

A. Effect of parasitic capacitances �	 and �� 

If we include the parasitic capacitances �	 and �� in the analysis of the block scheme in Fig. 1, 

the frequency response becomes: 

����)����) = �1���1
1+��2#�2�$$−�1�3'�1�2�3 �+��1��2�$$−��1�9�1−��1��2�1+��2�:�$$+��1�9�$$+��2�9�$$+�:�9�$$�1�2�3 �2

1+��1��2�2−��1��2�3+��2�(�2��1�2�3 �+���1��2�(+��1��2�;+��1��2�<+��2�(�:+��1�(�9+��2�(�9+��1�:�9+�(�:�9)��1�2�3 �2  (5) 
The impact of the two capacitances is negligible when �	, �� ≪ �� , ��, which is a common 

hypothesis in the literature due to the complexity of the frequency response of three-stage 

amplifiers [3-12]. However, it can be shown that the condition (2) is sufficient to obtain double 

PZD cancellation also in (5), so that our double cancellation technique is robust against parasitic 

capacitances toward the ground. 

It is still possible to force the condition �� = �/, but the resulting value of ��� is different from 

(3) and will depend on the value of the parasitic capacitances. This implies that forcing the exact 

condition �� = �/ will not in general be easy: however, this condition is not required, because 

the impulse response of the filter with imperfectly cancelled PZDs will show fast transients with 

time constants around �/.� also in this case. 

B. Bandwidth efficiency 

We introduce the notion of bandwidth efficiency to quantify the speed (in terms of unity-gain 

frequency) of an OTA given a power consumption budget and a load capacitor. The idea is to be 

able to choose amplifier topologies which provide the largest bandwidth for the same power 

consumption and load capacitance, or similar (or slightly lower) bandwidth but with additional 

benefits, such as higher phase margin and/or larger DC gain. 

To define the bandwidth efficiency, we denote as �= the transconductance of a single transistor 

consuming the whole current budget >=?=. Then we consider the telescopic cascode as the most 



efficient OTA. In fact, for the same capacitive load �� and the same total bias current >=?= = >� 

(and hence transconductance), it achieves a single-pole (neglecting cascoding effects) frequency 

response with unity-gain frequency ���	 = �=/��. All other amplifiers are less efficient, because 

they have more current branches to bias, hence yielding a lower unity-gain frequency because of 

the pole proportional to �� being driven with a lower transconductance.  

Hence we define as bandwidth efficiency the ratio between the �� of a generic amplifier and the 

unity-gain frequency of a telescopic cascode OTA with the same capacitive load and power 

consumption: 

��� ≡ ABACDE = AB�*+F           (6) 

Three-stage OTAs are typically used when high DC-gain is needed, but conventional three-stage 

Miller OTAs have a complex frequency response resulting in a limited bandwidth efficiency. 

Unlike conventional three-stage Miller OTAs, the proposed compensation technique allows to 

design three-stage OTAs with high DC gain and with a frequency response which is ideally single-

pole, resulting in a bandwidth efficiency which can ideally approach 100%, as shown in the next 

Section. 

This can be seen within the limit of ��� > �� , because all the power budget would be used to 

obtain a large ���, yielding a unity-gain frequency �� = ���/�� (2-4). A large feed-forward stage 

would drive the load capacitance, yielding a large bandwidth, while the three main stages, with 

relatively small compensation capacitors, would yield very high DC gain. 

3. DESIGN OF A 3-STAGE CMOS OTA WITH PROPOSED RNMC TECHNIQUE 

A straightforward CMOS implementation of a three-stage OTA suitable for the compensation 

technique discussed in the previous section is reported in Fig. 2. The first gain stage is implemented 

through the differential pair M1, M2 loaded with the n-channel current mirror M3, M4. The second 

stage is implemented by the common source NMOS transistor M6, whereas the third stage (non-

inverting) is composed by M8, M9, and M10. The feed-forward stage is implemented by the input 

differential pair M1, M2, the current mirror M3, M14, and the additional inverting current mirror 

composed of devices M12 and M13. Biasing current sources are implemented through transistors 

M5, M7, M11 and M15 respectively, with biasing voltage H� produced by a biasing network (not 

shown). 

The transconductance �� of the first stage is equal to the transconductance �I�,� of the differential 

pair M1-M2, the transconductance �� of the second stage is equal to the transconductance �IJ of 

M6, whereas the transconductance of the third stage is set by �IK and the current mirror ratio 
+L,M+LN . 

Finally, the transconductance ��� of the feed-forward stage is set by the transconductance �I�,� 

of the differential pair M1-M2 and the current gains of the current mirrors M3-M14 and M13-M12, 

divided by two because it only uses one branch of the input differential pair.  

The compensation strategy discussed in section 2 can be applied to the CMOS three-stage OTA 

presented in Fig. 3. As an example, if we want to size the OTA for real coincident (2 = 1/2)  poles 

and zeros (see Fig. 2) we have the following design equations: �� = �I�,�            (7a) �� = �IJ = 2�I�,�           (7b) �5 = �IK ∙ +L,M+LN = 2�I�,�          (7c) ��� = +L,,0� ∙ +L,P+L1 ∙ +L,0+L,1 = 5�I�,�         (7d) 



��� = ��� = �*R            (7e) 

In this way, we obtain double pole-zero cancellation (2) with resonance frequencies at the unity-

gain frequency of the OTA (3), with two real coincident PZDs. 

A. Bandwidth efficiency of the proposed three-stage OTA 

In this section we compute the bandwidth efficiency of the three-stage OTA reported in Fig. 2. 

Devices M1-M4, M8,9 and M13-14 have unitary size (1x in Fig. 2). The ratio ��/�� is set by the size 

of M6 (2x in Fig. 2), with respect to the size of M1,2, whereas �5/�� is set by 
+LS+L,,0 ∙ +L,M+LN  and ���/�� 

by 
+L,P+L1 ∙ +L,0+L,1. Considering that the bias current of a branch with 1x transistors is equal to >�, the 

total current consumption >=?= of the circuit can be derived by inspection as follows:  

>=?= = T2 + +0+, + 1 + �+--+, + 2U >� = T5 + +0+, + �+--+, U >�.     (8) 

Because �� is proportional to >�, �= is equal to 
V+,4+04�+--� , hence: 

���	 = V+,4+04�+--��* .          (9) 

If we now assume double PZD cancellation (2) and �/ = �� (3), we obtain: 

��� = �+--.�+,�+--4V+,4+0          (10) 

Hence, the bandwidth efficiency can grow up to 100% for ��� ≫ ��, ��. This implies that the 

feed-forward stage becomes much larger than the main path of the three-stage amplifier: the main 

path provides low-frequency gain, and the feed-forward path provides bandwidth by driving the 

capacitive load. Under these conditions, ideally, bandwidth would be the same as for a single-stage 

amplifier, but with a DC gain three times larger (in dB). By using a large feed-forward stage in 

parallel with a three-stage amplifier with relatively small compensation capacitors, it is possible 

to drive a large capacitive load with high bandwidth efficiency, high gain, and almost single-pole 

frequency response. 

Under the assumption �� = �5, which is innocuous for bandwidth efficiency,  and with double 

pole-zero cancellation and placing of the pole-zero doublets at the unity-gain frequency, we have: 

����2) = X--X, .�X--X, 4Y04 ,0Z          (11) 

For our choice of real coincident poles 2 = ��, and ��� = 5��: 

��� T��U = K�[ ≈ 47%          (12) 

A better efficiency of 67% could be achieved for ��� = 10��, and the maximum of 100% would 

be achieved asymptotically. However, this would limit bandwidth, because the current mirror 

M12-M13 in Figs 2-3 would have a pole at too low a frequency if M12 were too large. 

B. Effect of feed-forward path on DC gain 

Assuming ideal current mirrors and denoting as _̂� the output resistance of the generic transistor 

Mi in Fig. 2, the DC gain of the proposed three-stage OTA can be easily computed as follows: 



`/ ≅ �I�,�� _̂�// _̂R) �IJ� _̂J// _̂[)�IK +L,M+LN � _̂�/// _̂��// _̂��).    (13) 

The presence of the feed-forward path reduces the gain of the third stage, which sees the relatively 

large load of the feed-forward stage, whose output resistance _̂��// _̂�� is low owing to the sizing 

of M11 and M12. The gain penalty is a factor 5 with the sizing in (7), because M12 is five times 

larger than M10, reducing the output resistance (together with M11, which is four times larger than 

M10), whereas the transconductance remains the same with or without feed-forward. 

C. Effect of process and mismatch variations 

In this section we discuss the robustness of the proposed compensation technique with respect to 

process variations. In particular, we focus on the pole-zero cancellation under process variations 

and show that the double pole-zero cancellation, and the quality factors and resonance frequency 

of these poles and zeros, depend essentially on device matching (small within die random 

variations), whereas they are not dependent on the much larger process (die to die) variations. 

At this purpose we consider all the devices used in the OTA in Fig. 2, which is made up of NMOS 

transistors, PMOS transistors and integrated capacitors. Then we focus on the parameter variations 

of these devices and on the effect of these variations on the pole-zero cancellation. The parameters 

of NMOS transistors, PMOS transistors and integrated capacitors can vary independently across 

dies, resulting in large variations for performance figures depending on them, whereas 

performance figures depending on the ratio between the parameters of devices of the same type 

will be affected only by mismatch (within die) variations, and will exhibit much lower variability. 

Let’s analyze the relationships between the parameters of the block scheme in Fig. 1 and the 

parameters of the CMOS circuit in Fig. 2. The transconductance �� in Fig. 1 is given by: 

�� = +L,,0� T1 + +LP+L1 U          (14) 

The term 
+LP+L1 is the ratio of the transconductances of two NMOS transistors and is affected only 

by mismatch variations, hence we assume that the transconductance �� of the first stage changes 

as �I�,� (i.e. as the transconductance of a PMOS transistor).  

The transconductance �� in Fig. 1 is given by: �� = �IJ            (15) 

The transconductance �� changes as �IJ (i.e. the transconductance of a NMOS transistor).  

The transconductance �5 in Fig. 1 is given by: �5 = �IK ∙ +L,M+LN           (16) 

The term 
+L,M+LN  is the ratio of the transconductances of two PMOS transistors and is affected only 

by mismatch variations, hence we assume that the transconductance �5 of the third stage changes 

essentially as �IK (i.e. as that of a NMOS transistor).  

Finally, the transconductance ��� in Fig. 1 is given by: ��� = +L,,0� ∙ +L,P+LP ∙ +L,0+L,1          (17) 

The terms 
+L,P+LP  and 

+L,0+L,1 are ratios of the transconductances of two NMOS transistors and are 

affected only by mismatch variations, hence the transconductance ��� of the feed-forward stage 

changes essentially as �I�,� (i.e. as that of a PMOS transistor).  



Taking into account the above considerations and denoting with bc, bd and b� the process 

variations of NMOS transistors, PMOS transistors and integrated capacitors respectively, the 

frequency response in (1) can be rewritten as: 

����)����) = �1�1+be)
�� 1�1+b�)

1+�1+b�1+bf∙��2#�2�$$−�1�3'�1�2�3 +�2 �1+b�)2�1+bf)2��1��2�$$−�1�1�2�3
1+�1+b�1+bf∙��1�2−��1�3+�(�2��1�2�3 ��2+�2 �1+b�)2�1+bf)2��2�(�2�3

= �g�1+be)
��1+b�)

1+ �1+b�)��1+bf)2�0+ �1+b�)2�2
�1+bf)2�02

1+ �1+b�)��1+bf)2�0+ �1+b�)2�2�1+bf)2�02
   (18) 

Hence, the relative positions of the zeros and poles in the two PZDs are not influenced by process 

variations, because they both depend on the variations of integrated capacitors and NMOS 

transistors. On the other hand, the unity-gain frequency will change with PMOS devices and 

capacitors, hence the condition �/ = �� will in general not hold precisely under process 

variations. This condition is not necessary: it only ensures that in case of imperfect cancellation, 

which is unavoidable, the two pole-zero doublets will provide two additional poles with fast 

transients, and relatively small amplitude (zero under ideal double cancelation). 

4. SIMULATION RESULTS AND COMPARISONS 

The proposed compensation technique has been applied to design a three-stage OTA with a DC 

gain in excess of 120dB based on the circuit presented in Fig. 2 and implemented in a commercial 

130nm CMOS process from STMicroelectronics. To guarantee high DC gain in spite of the low 

intrinsic gain of short-channel MOS transistors, all the current mirrors have been implemented as 

high-swing cascode current mirror (HSCCM) stages, resulting in the detailed schematic reported 

in Fig. 3. A supply voltage Hhh = 1H and a loading capacitance �� = 1i$ have been assumed as 

constraints for OTA design. The compensation capacitors have been set to ��� = ��� =  ��/4 =250j$ as explained in (7). Bias currents and transistor dimensions are reported in Table I.  

A summary of the performance figures of the three-stage OTA simulated in open-loop 

configuration and in the typical PVT corner is reported in Table II. The amplifier exhibits an 

excellent DC gain A0 and unity-gain frequency j�, good phase margin kl   and gain margin km with 

good common mode rejection (CMRR) and power supply rejection (PSRR). 

The open-loop frequency response of the amplifier (gain and phase) is reported in Fig. 4. 

The OTA has then been tested in unity-gain buffer configuration. The closed-loop frequency 

response is reported in Fig. 5. The amplifier is well compensated, with good phase and gain margin, 

and high-frequency poles (and zeros) are due to parasitic �+� and �+n not accounted for in (1). 

Table III shows a summary of the closed loop simulation results, where the Gain-Bandwidth 

product opq is estimated as the -3dB bandwidth in unity gain configuration, settling times r�sttus�%  

are measured from a square waveform of 1µs period, distortions from a single-tone sinusoidal 

waveform at 1MHz. Distortions are dominated by the second harmonic (HD2), and are lower than 

the signal-to-noise ratio (SNR), so that the optimal output swing where SNR and total harmonic 

distortion THD are comparable is higher than ±0.2H: however, since distortions vary with 

mismatches more than noise, a lower signal swing is preferred. With this choice, SNR dominates 

over THD. 

The transient response to a 0.4 ± 0.2H input square wave is reported in Fig. 6 showing a 134ns 

and 103ns rise and fall time respectively.  

As a further evaluation, closed-loop simulations have been carried out in a transimpedance 

configuration with a feedback resistor wx = 200yΩ.  

Transient simulations in the transimpedance configuration have been carried out with an input 

current >�{ = ±1.5|` resulting in an output swing H�}�{+ of 0.5 ± 0.3H. Fig. 7 shows the closed-



loop step response, and Fig. 8 the closed-loop sinusoidal response at 1MHz (in time and in 

frequency) for the transimpedance configuration. The rising edge of the output voltage is limited 

by slew rate at about 8H/|�, while the rate on the falling edge exceeds 12H/|�. The rising edge 

is limited by slew-rate, because the input differential pair has 4µA tail current and is loaded by 

two 250fF capacitors, yielding a 8H/|� slew rate limitation.  

A. Temperature and supply voltage variations 

Table IV reports the results of temperature variations from -30 to 120°C (with 30°C steps), and 

supply voltage varying from 0.9 to 1.1V. The amplifier performance is stable, with a slight 

variation of the bandwidth mostly due to the variation of the transconductances with temperature. 

Most variations are monotonic and only the extreme values are reported. 

B. Process variations and mismatches 

Monte Carlo simulations have been carried out in Cadence ADE XL environment by using 

accurate statistical models provided by the IC manufacturer. Table V reports the results of Monte 

Carlo simulations (process only), whereas Table VI reports Monte Carlo simulations for 

mismatches, showing good robustness against both process and mismatch parameter variations as 

expected. Table VII shows the results for combined process and mismatch variations. Process 

variations can be used as a substitute for corner simulations, if the number of simulations (f =100) is sufficient, because the device parameters will change throughout the distribution of 

possible values. Furthermore, we have added the minima and maxima of the values obtained by 

Monte Carlo simulations (process only, and combined process and mismatch), to better determine 

the extreme points under corner simulations. 

C. Comparison with three-stage CMOS OTAs from the literature 

Table VIII compares the main performance of our design with other three-stage amplifiers taken 

from the literature with VDD equal or less than 1V. The comparison is carried out considering also 

the well-known figures of merit defined as:  $��� = opq ∙ ��/e=?=       (19) $��� = �w ∙ ��/e=?=       (20) 

where �� is the loading capacitance and e=?= the overall power consumption. ��� has also been 

computed for comparison, using Eq. (6c). 

Our proposed OTA has the highest gain (due to cascading of the three stages) and highest phase 

margin (theoretically it should be 90°, but cascading creates additional poles, not accounted for in 

the model). It has the second best small-signal FOM and IFOM after [18], which however has less 

than half the gain. Its large-signal FOM is significantly lower than [18], but only marginally lower 

than [15] and [17], which also have less than half the gain. The proposed OTA can be sized to 

operate with a much larger load capacitor, provided that the compensation capacitors are scaled: 

this would not change the FOMs because it would trade-off bandwidth for load capacitance, but 

would increase the phase margin (which would be closer to the theoretical 90° of a single-pole 

amplifier), because the parasitic poles of the cascode stages would be less relevant.  

5. CONCLUSIONS 

An improved compensation strategy for three-stage CMOS OTAs based on a single feed-forward 

path has been presented. The technique allows double pole-zero cancellation, placing of the pole-



zero doublets, and controlling of their quality factor. Thanks to double pole-zero cancellation, the 

two high-frequency poles in three-stage OTAs can be removed, leaving a single-pole transient 

response in the ideal case. In the case of imperfect cancellation, the two pole-zero doublets are 

placed at high frequency to ensure fast transient. Hence, by using a single feed-forward stage, it is 

possible to almost remove two poles in three-stage OTAs. 

Compared with a telescopic cascode OTA, the proposed approach achieves a bandwidth efficiency 

which can ideally approach 100 % when setting ��� ≫ ��, hence, a large feed-forward stage in 

parallel with the three-stage reversed nested Miller amplifier can achieve large gain, large 

bandwidth, and almost single-pole transient response. Given the value of the compensation 

capacitor, it is thus possible to design an OTA with high efficiency and almost single-pole behavior 

with relatively low compensation capacitors, in the limit case ��� ≫ ��. 
The proposed topology and compensation strategy have been used to design an OTA. It allows 

achieving a DC gain in excess of 120dB in a short-channel 130nm technology. The amplifier 

further employs current reuse to implement the feed-forward stage: by summing a PMOS current 

and an NMOS current, the output node implements feed-forward without needing extra bias 

current. The performance of the designed amplifier has been shown to be stable under temperature 

and process variations, both by means of a theoretical analysis and by means of parametric and 

Monte Carlo simulations. 
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TABLE 1. DEVICE SIZES AND CURRENTS OF THE PROPOSED OTA 

MOS Width/Length (μm/μm) Bias Current (μA) 

M1,M2 4.5/0.4 1 

M5 2x1.5/0.4 2 

M3,M4 0.5/0.4 1 

M3A,M4A 1.5/0.4 1 

M6 2x0.5/0.4 2 

M6A 2x1.5/0.4 2 

M7 2x1.5/0.4 2 

M7A 2x4.5/0.4 2 

M8 0.5/0.4 1 

M8A 1.5/0.4 1 

M9 1.5/0.4 1 

M9A 4.5/0.4 1 

M10 2x1.5/0.4 2 

M10A 2x4.5/0.4 2 

M11 8x1.5/0.4 8 

M11A 8x4.5/0.4 8 

M12 10x0.5/0.4 10 

M12A 10x1.5/0.4 10 

M13,M14 0.5/0.4 1 

M13A,M14A 1.5/0.4 1 

M15 2x1.5/0.4 2 

M15A 2x4.5/0.4 2 

 

TABLE II. OPEN-LOOP SIMULATION RESULTS IN TYP27 CONDITIONS 

Name Value Unit >=?=  16.7 uA Hhh 1 V e=?=  16.7 uW `/ 126.6 dB j� 13.7 MHz kl 73 deg km  19 dB 

CMRR 68 dB 

PSRR+ 68 dB 

PSRR- 74 dB 



TABLE III. CLOSED-LOOP SIMULATION RESULTS IN TYP27 CONDITIONS 

Name Value Unit Notes opq 24.8 MHz  H�}�{+ 0.6 V Peak-peak, around 0.5V r�sttus,4�%  117 ns 600mVpp output r�sttus,.�%  105 ns 600mVpp output 

SR+ 9 V/µs 600mVpp output 

SR- 11 V/µs 600mVpp output H{_��s  0.86 mV Integrated from 1Hz to 1GHz 

SNR 47.8 dB Assuming output sinusoid 0.6Vpp 

HD2 -46 dB @1MHz 

HD3 -52 dB @1MHz 

HD4 -60 dB @1MHz 

THD -44.8 dB @1MHz 

DR 46.2 dB Assuming HD3 dominates 

 
TABLE IV. CLOSED-LOOP AND OPEN-LOOP SIMULATION RESULTS UNDER TEMPERATURE AND SUPPLY VOLTAGE 

VARIATIONS 

Name Min Value Max Value Min Value Max Value Unit Hhh 1 1 0.9 1.1 V r -30 120 27 27 °C >=?=  16.5 16.9 17.1 16.4 µA opq 17.0 20.6 24.8 25.1 MHz H�}�{+ 625 565 585 595 mV r�sttus�%  115 119 148 95 ns H{_��s  850 920 860 860 µV `/ 122 127 125.8 127.1 dB j� 12.2 14.5 12.6 14.1 MHz kl 72.8 73.4 73.0 73.3 ° km  18.7 19.7 19.8 19.0 dB 

CMRR 64 70 60.6 71.7 dB 

PSRR+ 63 75 82.6 63.9 dB 

PSRR- 71 82 90.3 70.7 dB 

HD2 -42 -50 -50.8 -44.1 dB 

HD3 -49 -55 -50.1 -50.5 dB 

 
TABLE V. CLOSED-LOOP SIMULATION RESULTS UNDER MISMATCH VARIATIONS 

Name Mean Std Unit >t_t 16.8 2.4 µA H�}�{+ 590 20 mV 

HD2 -47.3 9.8 dB 

HD3 -52.9 7.1 dB H{_��s  960 350 µV opq 19.8 3.7 MHz 



TABLE VI. CLOSED-LOOP SIMULATION RESULTS UNDER PROCESS VARIATIONS 

Name Mean Std Min Max Unit >t_t 16.7 0.1 16.6 16.8 µA H�}�{+ 595 40 510 660 mV 

HD2 -46.0 0.7 -47.8 -44.9 dB 

HD3 -52.0 0.5 -53.1 -51.1 dB H{_��s  850 20 800 930 µV opq 24.7 0.8 22.4 25.8 MHz 

 

TABLE VII. CLOSED-LOOP SIMULATION RESULTS UNDER PROCESS AND MISMATCH VARIATIONS 

Name Mean Std Min Max Unit >t_t 16.8 2.4 13.8 21.4 µA H�}�{+ 590 40.8 500 665 mV 

HD2 -44.6 8.3 -60.4 -31.1 dB 

HD3 -51.1 7.0 -70.0 -39.2 dB H{_��s  840 66 710 960 µV opq 24.6 2.4 19.0 28.4 MHz 

 

TABLE VIII. PERFORMANCE COMPARISON WITH STATE OF THE ART 

 This 

work 

[13 ] [14] [15] [16] [17] [18] [19] 

Technology (m) 0.13 0.5 0.18 0.18 0.35 0.065 0.18 0.18 

Supply Voltage (V) 1 1 1 0.8 1 0.5 0.7 1.2 

Loading Capacitance (pF) 1 20 1 8 15 3 20 18 

DC gain (dB) 127 69 64 51 88 46 57.5 100 

Power (W) 16.7 40 130 1.2 197 183 25.41 69.6 

GBW (MHz) 19.7 2 2 0.057 11.67 38 3 1.18 

PM (°) 73 57 45 60 66 57 60 59.6 

SR (V/s) 10 0.5 0.7 0.14 1.95 43 2.8 0.22 

Compensation strategy* RNMC 

+ FF 

D. P.  M + 

N. R 

D.P M + 

N. R 

RNMC 

+ DFC 

RNMC 

+CB 

RNMC 

+AZ 

FOMS (MHz pF/mW) 1485 1000 15 380 889 623 2361 366 

IFOMS (MHz pF/mA) 1485 1000 15 475 889 1246 3372 305 

FOML (V pF/s mW) 598 250 5 934 148 705 2204 68 

 
*RNMC + FF: Reversed nested Miller compensation + Feed Forward; 

 D. P.: Dominant pole compensation; 

 M + N. R.: Miller Compensation with Nulling Resistor; 

 RNMC + DFC: Miller Compensation with Damping Factor Control  

 NMC+CB: Nested Miller Compensation with Current Buffer  

 RNMC: Reversed nested Miller compensation with active zero. 

 

 



 
Fig. 1. Block scheme of the proposed three-stage RNMC OTA with a single feed-forward stage, to compute its 

frequency response. The input is differential (not shown). 

 

 
Fig. 2. Schematic of the proposed three-stage RNMC OTA with feed-forward stage. 

 

 
Fig. 3. Detailed schematic of the proposed three-stage RNMC OTA with feed-forward path. 

VI VO
-g1

CL

CC1

CYCX

X Y
CC2

-g2 g3

gFF

VB

M5

M2M1

Vim Vip

M4M3 M6 M8

M7

M9

VO

CL

M10 M11

M12 M13 M14

M15

CC2 CC1

2IB

VB

VB VB

1x 1x

1x

1x

1x 1x

2x

1x1x

2x

g3

g1
x

2gFF

g1
x

g2

g1
x

g2

g1
x

VB

M5

M2M1

Vim Vip

M4M3 M6 M8

M7 M9

VO

CL

M10 M11

M12 M13 M14

M15

CC2 CC1

2IB
VB VB VB

M3A
M4A M12AM6A M8A

M13A

M14A

VCN VCN

M15A

VCP

VCP

M7A

M9A
M10A

M11A



 
Fig. 4. Open-loop small-signal response (magnitude and phase). 

 

 
 Fig. 5. Closed-loop small-signal response. 
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Fig. 6: Transient response of the OTA in unity gain buffer configuration with a 0.4 ± 0.2H input square wave. 

 

 
Fig. 7. Transient response of the OTA to +/-1.5A input square wave in transimpedance configuration. 
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Fig. 8. Transient response to input sinusoid, in time (top) and frequency (bottom). 
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