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Water displays a vast array of unique properties, known as water’s anomalies, whose origin remains
subject to hot debate. Our aim in this article is to provide a unified microscopic physical picture
of water’s anomalies in terms of locally favored structures, encompassing both thermodynamic and
dynamic anomalies, which are often attributed to different origins. We first identify locally favored
structures via a microscopic structural descriptor that measures local translational order and provide
direct evidence that they have a hierarchical impact on the anomalies. At each state point, the strength
of thermodynamic anomalies is directly proportional to the amount of locally favored structures, while
the dynamic properties of each molecule depend on the local structure surrounding both itself and its
nearest neighbors. To incorporate this, we develop a novel hierarchical two-state model. We show by
extensive simulations of two popular water models that both thermodynamic and kinetic anomalies
can be almost perfectly explained by the temperature and pressure dependence of these local and
non-local versions of the same structural descriptor, respectively. Moreover, our scenario makes three
unique predictions in supercooled water, setting it apart from other scenarios: (1) Presence of an
“Arrhenius-to-Arrhenius” crossover upon cooling, as the origin of the apparent “fragile-to-strong”
transition; (2) maximum of dynamic heterogeneity around 20 K below the Widom line and far above
the glass transition; (3) violation of the Stokes-Einstein-Debye relation at ∼2Tg, rather than 1.2Tg

typical of normal glass-formers. These predictions are verified by recent measurement of water’s dif-
fusion at very low temperatures (point 1) and discoveries from our extensive simulations (points 2-3).
We suggest that the same scenario may generally apply to water-like anomalies in liquids tending to
form locally favored structures, including not only other important tetrahedral liquids such as sili-
con, germanium, and silica, but also metallic and chalcogenide liquids. Published by AIP Publishing.
https://doi.org/10.1063/1.5055908

I. INTRODUCTION

Understanding the anomalous behavior of water has
attracted considerable effort, and several scenarios have been
proposed to explain its unique properties.1–6 Among these,
the second critical point scenario is widely considered to be
the most comprehensive description of water’s behavior at
low temperatures.2,7 It invokes the existence of the so-called
Widom line4,5,8,9 linked to a second critical point, which acts
as a line of finite yet maximum critical fluctuations respon-
sible for the rapid increase of thermodynamic response func-
tions upon cooling.10–13 This model explains thermodynamic
anomalies by power-law divergences.

The dynamical properties of water also undergo rapid
change in the region where thermodynamic properties change
anomalously.14–16 All the hallmarks of glassy behavior
(an increase in dynamic heterogeneity, breakdown of the
Stokes-Einstein-Debye relation, etc.) are observed. These
dynamic anomalies are often described also by power-law

a)Electronic mail: tanaka@iis.u-tokyo.ac.jp

divergences,1,3,5 originated from either a glass transition [more
precisely, mode-coupling theory17–20 (MCT)] or a thermody-
namic (limit of mechanical stability) singularity. However, no
divergence has ever been detected by measurements in super-
cooled, amorphous, and confined water, and instead a “fragile-
to-strong” (power-law to Arrhenius) transition is observed,
which is further rationalized as a consequence of crossing the
Widom line.8,9,21–28

In a recent study,29 we have provided an alternative expla-
nation of water’s dynamic anomalies. According to this sce-
nario, the observed fragile-to-strong transition is actually a
crossover between two Arrhenius regimes, each correspond-
ing to a different state (type of local structures) of water: a
high-density ρ state at high temperatures and a low-density S
state at low temperatures. The dynamical transition should then
be described as an Arrhenius-to-Arrhenius transition, which
coincides with the change in the composition of local struc-
tures of water at different state points. The work in Ref. 29
also showed that this scenario also naturally explains phenom-
ena usually attributed to an underlying glass transition (such
as the breakdown of the Stokes-Einstein-Debye relation) and
made some additional predictions (such as the maximization of
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heterogeneities) that were verified in simulations. In this arti-
cle, we expand on the work in Ref. 29, providing a more
detailed analysis of both thermodynamic and dynamic anoma-
lies of water. In particular, we present a unique hierarchi-
cal two-state model that quantitatively captures the emer-
gence of both classes of anomalies in water. It shows how
thermodynamic anomalies are determined directly from the
amount of locally favored structures, while dynamic anoma-
lies are determined by the local environment of each molecule.
This hierarchical structure of the model predicts the exis-
tence of two characteristic lines, which we call static and
dynamic Schottky (DS) lines: a static line, along which (non-
critical) static fluctuations are maximized, and a dynamic line,
where dynamic fluctuations are maximized. This last point
allows us to observe for the first time a unique behavior
in water, i.e., a maximum in the dynamical heterogeneities
and in the dynamical correlation length as a function of
temperature.

Two-state models have been applied successfully in the
past to explain the thermodynamic anomalies of real and
simulated water by many authors.4,30–42 Previously, we also
showed that a two-state scenario can explain real water’s
dynamic anomalies (more precisely, viscosity anomaly) in a
temperature range of 258 K–373 K.32–34 Recently, by accu-
rate viscosity measurements, Caupin and co-workers40,42 also
reported a good fitting of the two-state model to water’s
dynamic properties. However, all these studies were based on
a phenomenological two-state description of various physi-
cal quantities and lacked microscopic support: in other words,
the basic two states were unidentified at a molecular level
and their presence was assumed. Attempts to construct a two-
state model on the basis of microscopic structural information
were made in Refs. 38 and 43 by using a structural param-
eter r5 and in Refs. 38 and 44 by using the local structural
index,45 both of which only consider the distance of oxygen
neighbor(s) from the central one. In 2014, we developed a
microscopic two-state model that is capable to describe the
thermodynamic anomalies.46 In this work, we introduced a
new structural descriptor ζ to quantify the degree of transla-
tional order in the second shell (see below on its details).46

By taking into account hydrogen bond (H-bond) formation, ζ
largely improves the detection of locally favored structures and
thus provides a solid microscopic structural basis for a two-
state description of liquid water.47 However, the applicability
of the two-state model to dynamic anomalies in a deeply super-
cooled regime, where different scenarios may possibly be dis-
tinguished, is still not clear. In particular, direct pieces of evi-
dence supporting the two-state scenario at the molecular level
are still missing. Furthermore, it is not clear how dynamic het-
erogeneity and the breakdown of the Stokes-Einstein-Debye
relation, which have been regarded as key features support-
ing the glass phenomenology glass-transition-based scenario,
can be explained by the two-state scenario. Thus the validity
of the two-state scenario for dynamic anomalies still remains
elusive.

In this article, we examine computer simulations of two
popular models of water, the TIP5P and ST2 water models, and
build from the ground-up a two-state description based entirely
on microscopic information. This will be used to quantitatively

predict the location and intensity of the anomalies (as a func-
tion of both temperature and pressure) and will be shown to be
in excellent agreement with our simulation results and previ-
ous experimental observations. We also discover a maximum
of dynamic heterogeneity around 20 K below the Widom line
and far above the glass transition and show that it is a distinc-
tive two-state feature that is hard to explain within any other
scenarios.

II. THEORETICAL BACKGROUND
A. Two-state model

Here we briefly explain the theoretical framework of a
two-state model. In this model, water is treated as a dynamical
mixture of two states and its free energy can be expressed as
follows:32–38,46,48

G = Gρ + s∆G + kBT [slns + (1 − s)ln(1 − s)] + Js(1 − s),

where s is the fraction of the S state, ∆G = GS − Gρ, GS and
Gρ are the free energies of pure S and ρ states, respectively,
J is the cooperativity, describing the energy gain if two states
phase-separate, kB is the Boltzmann’s constant, and T is the
temperature. A possible entropic origin of the cooperativity
was also suggested.35 The two states can transform between
each other on a short time scale, and equilibrium can be reached
if

∂G
∂s
= ∆G + kBT ln

( s
1 − s

)
+ J(1 − 2s) = 0.

If there is no critical point, or if it exists but the temperature
and pressure are far from the critical region, we can assume the
cooperativity J to be negligible32–34 (see Sec. II B). Further-
more, the free energy difference ∆G can be decomposed into
energy (∆E), entropy (∆σ), and volume (∆V ) contributions as
∆G = ∆E − T∆σ + P∆V. Therefore, the fraction of the S state,
s, can be described by

s =
1

1 + exp
(
∆E−T∆σ+P∆V

kBT

) . (1)

For example, the volume anomaly is given by V = (Vρ

+ s∆V )/n, where ∆V = VS − Vρ is the molar volume dif-
ference of S and ρ states and n is the average number of
molecules involved in each state, which converts the two-state
description on the state basis to the simulation/experimental
description on the molecular basis. In our two-state model,
the less ordered ρ state shows normal temperature and pres-
sure dependence, like regular liquids. For TIP5P and ST2
water (see below), we found that the temperature depen-
dence of ρ state behaviors can be well described by a lin-
ear function, whereas a slightly bent quadratic function best
describes the pressure dependence. Hereafter, the values of
∆E are expressed in units of temperature (K) by dividing them
by kB.

B. Cooperativity

In the above two-state model, cooperativity J defines the
energy gain upon mixing of the two states. If J > 0, cooperative



224502-3 Shi, Russo, and Tanaka J. Chem. Phys. 149, 224502 (2018)

formation of the S state is energetically favored and the model
predicts a gas-liquid-like critical point for the order parameter
s at T c = J/(2kB), below which the two states separate into two
phases under constant volume.32,33,46,49,50 This critical point is
naturally linked to the proposed second critical point at which
a first-order phase transition line between two forms of water
ends. So our model predicts the presence of a second criti-
cal point. However, since the critical point (217 K and 3400
bars for TIP5P water51) is located far from the region where
anomalies are considered in this study, we can safely ignore
the J term in this version of the two-state model. We will show
more evidence confirming the weakness of cooperativity in
Secs. IV B 6 and IV E 3.

III. SIMULATION METHODS

Molecular dynamics simulations were carried out on a
system of 1000 TIP5P water molecules in a cubic box with
periodic boundary conditions by using the GROMACS pack-
age (version 4.6.5).52 Intermolecular interactions were cut off
at 9 Å.53 The NPT ensemble was employed in all the simu-
lations, with temperature and pressure kept constant by using
the Berendsen thermostat and barostat, respectively. A time
step of 1 fs was used for all the simulations. Equilibration
was checked by comparing the diffusion coefficients calcu-
lated from the first and last half of each trajectory. A total of
78 µs well-equilibrated trajectories were sampled for statistical
analyses.

As we mentioned above in the Introduction, different sce-
narios for water’s anomalies predict different behaviors only
in the deeply supercooled regime, far below the Widom line
TW. In this work, extensive simulations were performed for a
wide range of temperatures from 430 K to 226 K (far below
TW = 255.5 K for TIP5P water at 1 bar). Table I lists the total
length of the molecular dynamics simulations (after equilibra-
tion) and the reorientational relaxation time of TIP5P water at
1 bar. Except for the lowest two temperatures, all the simulation
times (after equilibration) were longer than the reorientational
time by at least two orders of magnitude. In order to further
improve the statistics, three, ten, and four independent simu-
lations with different initial configurations and velocities were
carried out at 226, 230, and 235 K, respectively, as indicated
by the bold multipliers in Table I. At 250 K, constant NPT
simulations were carried out at 14 different pressures (from 1
to 12 000 bars) for 200 ns each.

In order to test the validity of our hierarchical
two-state scenario, all the calculations were repeated on
another widely used water model—the ST2 model.54 We
simulated 216 ST2 water molecules in a cubic box
with periodic boundary conditions by using the hybrid
Monte Carlo code developed in Debenedetti’s group

(http://pablonet.princeton.edu/pgd/html/links.html). Intermo-
lecular interactions were truncated at 7.8 Å, and the long-range
electrostatic interactions were calculated by using the reaction
field method. Constant NPT simulations were performed in a
wide range of temperatures and pressures. Equilibration was
confirmed in the same way as for TIP5P water. 15 molecular
dynamics steps were performed for each Monte Carlo move.
Trajectories of 180 × 106 Monte Carlo moves in total were
sampled for statistical analyses.

IV. RESULTS
A. Water’s local structure and its impact
on local mobility
1. Definition of a structural descriptor ζ

Focusing on water’s second shell of nearest neigh-
bors,55,56 we introduce the ζ parameter to measure local trans-
lational order.46 It is defined as the difference between the
distance dj ′ i of the closest neighbor molecule j′ not H-bonded
to molecule i and the distance dj′′ i of the furthest neighbor
molecule j′′ H-bonded to molecule i: ζ(i) = dj′i − dj′′ i. Two
water molecules are regarded as H-bonded only if the O–O
distance is within 0.35 nm and the H–O· · ·O angle is less than
30◦.57,58 Here we emphasize that considering H-bonding in
the characterization of a local structure is a crucial feature of
our method.47

2. Two-state feature of ζ distribution

As shown in Refs. 29 and 46–48, ζ has a bimodal dis-
tribution, which allows the unambiguous identification of two
local structures even under thermal noise.

First we show the local structural characteristics of TIP5P
water detected by the parameter ζ at 1 bar. Figure 1(a) dis-
plays two typical local structures: ρ and S states, which are
distinguished by ζ . As shown in Fig. 1(b), ζ has a distinct
bimodal feature. The left peak corresponds to a disordered
second-shell, with a distribution of ζ values roughly centered
around ζ = 0, and considerable shell inter-penetration; we call
this the ρ state. The right peak has instead a finite and posi-
tive value of ζ , denoting ordered structures; we call this the S
state. Figure 1(c) plots the numbers of first-shell (r < 0.35 nm)
neighbors and H-bonded neighbors per water molecule as a
function of ζ . It can be seen that S state water typically forms
H-bonds with all its 4 neighbors, whereas ρ state water only
has ∼3 H-bonds with its 5–6 neighbors [Fig. 1(a)], indicating
that the S state is sparser and energetically more stable than
the ρ state. Another popular parameter q, describing the tetra-
hedral order,59 is plotted as a function of ζ in Fig. 1(d). The
tetrahedral parameter is defined by59,60

TABLE I. Total length of molecular dynamics simulations t and reorientational time τ2 for TIP5P water.

T (K) 226 230 235 240 245 250 260 270 280 300 320 340 360 400 430

t (ns) 3 × 11 000 10 × 3000 4 × 2430 2000 300 200 50 10 10 2 2 2 2 1.5 1.2
τ2 (ns) 2343 413 75 6.7 1.2 0.25 0.035 0.01 0.006 0.002 0.001 0.0007 0.0005 0.0003 0.0002

http://pablonet.princeton.edu/pgd/html/links.html
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FIG. 1. Local structures of TIP5P water at 1 bar for different temperatures.
(a) Typical snapshots of water’s local structures for ρ and S states. The dot-
ted red lines represent H-bonds, and the solid blue lines show the tetrahedral
structure. (b) Distribution of structural descriptor ζ , P(ζ ), that characterizes
the translational order of water’s second shell. ζ displays a clear bimodal
feature and thereby defines two local structures in water: the ρ state (left
peak) with a collapsed second shell and the S state (right peak) with a well-
defined second shell. (c) Numbers of first-shell (r < 0.35 nm, solid lines) and
H-bonded (dashed lines) neighbors per water molecule as a function of ζ .
(d) Tetrahedral parameter q as a function ζ . Overall, as illustrated in (a), the
S state has higher order, more H-bonds, and smaller local density than the ρ
state. The arrows denote the direction of increasing temperature. Panels in this
figure, except for the H-bond number in panel (c), are reproduced with per-
mission from Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115, 9444–9449 (2018)
and R. Shi and H. Tanaka, Proc. Natl. Acad. Sci. U. S. A. 115, 1980–1985
(2018). Copyright 2018 Proceedings of the National Academy of Sciences,
USA.

q = 1 −
3
8

3∑
i=1

4∑
j=i+1

(
cosψij +

1
3

)2

,

where ψij is the angle formed by two vectors pointing from the
center molecule to two of its nearest neighbors. The summation
runs over all the combinations of the four nearest neighbors.
The S state shows higher tetrahedral order than the ρ state
because in the ρ state, water penetrates into the first shell,
distorting the tetrahedral geometry. The discontinuity at ζ = 0
comes from the fact that q is defined by the geometry of nearest
rather than H-bonded neighbors so that at ζ < 0, the pene-
trated water will replace the H-bonded one in the calculation
of q.

Local structures of TIP5P water at 250 K for different
pressures were also analyzed, and the result is shown in Fig. 2.
It can be seen that the distribution of structural descriptor ζ
retains its bimodal feature even at high pressure [see Fig. 2(a)].
High pressure pushes water molecules from the second shell
into the first shell, and as a result, the fraction of the S state
decreases as the pressure is increased. This effect can also
be seen in Fig. 2(b) which shows the numbers of first-shell

FIG. 2. Local structures of TIP5P water at 250 K for different pressures. (a)
Distribution of structural descriptor ζ . (b) Numbers of first-shell (r < 0.35
nm, solid lines) and H-bonded (dashed lines) neighbors per water molecule
as a function of ζ . (c) Tetrahedral parameter q as a function of ζ . The dashed
arrows denote the direction of increasing pressure.

(r < 0.35 nm) and H-bonded water. In contrast to the S state
water (high ζ) which forms 4 H-bonds with 4 neighbors in
the first shell, up to 8 water molecules are found in the first
shell of the ρ state at high pressures. Figure 2(c) displays the
tetrahedral parameter as a function of ζ . In Fig. 2(c), we can
see that S state water has a higher tetrahedral order than the
ρ state, and for both states, tetrahedral order decreases with
pressure.

In a wide temperature and pressure range ζ distributions
show a clear bimodal feature. Because of thermal fluctuation,
it is natural to assume that ζ follows a Gaussian distribution
for each state. In fact, we found that at most temperatures and
pressures studied in this paper, the ζ distribution can be fitted
by the sum of two Gaussian functions very well. The results
at some temperatures and pressures are plotted in Fig. 3. The
fraction of the S state was then obtained from the areas of the
two Gaussian functions. However, at very low and high tem-
peratures, where one structure predominates in the system, the
peaks become slightly asymmetric, vitiating the two-Gaussian
fitting. This is because the definition of ζ puts a strong bound-
ary at high ζ regions. The boundary comes from the fact that the
nearest non-H-bonded water cannot exceed the second nearest
non-H-bonded one, or otherwise, it would be replaced by the
latter in the calculation of ζ , which makes the right side of the
S peak look narrower than its left half [see Fig. 3(a), for exam-
ple]. To resolve this problem, at very low or high temperatures,
we fitted the more symmetric ρ peak by one Gaussian func-
tion and the rest was all assigned to the S state. Figure 3(a)
shows the two-state decomposition by one Gaussian fit to
data at ζ < 0.15 Å at 1 bar and 230 K, and Figs. 3(b)–3(d)
display the two-state decomposition by two Gaussians at dif-
ferent pressures and temperatures. Then the fraction of the S



224502-5 Shi, Russo, and Tanaka J. Chem. Phys. 149, 224502 (2018)

FIG. 3. Decomposition of the distribu-
tion of structural descriptor ζ into two
states. (a) 230 K and 1 bar, (b) 250 K
and 500 bars, (c) 300 K and 1 bar, and
(d) 250 K and 2000 bars. Circles denote
simulation data. Red solid lines are the
fitting results. Green broken lines and
blue dotted-dashed lines represent the ρ
and S state distributions, respectively.

state is defined as the static order parameter s in the two-state
model.

Two distinct types of local structures can thus be iden-
tified microscopically—a more ordered, sparser S state and
a less ordered, denser ρ state, with their populations varying
with temperature and pressure. Considering the large struc-
tural fluctuations, we should use “two types of structures”
rather than “two structures,” but hereafter, we use the lat-
ter for simplicity. We note that the existence of two such
local structures in water is supported by many experiments,
such as Raman spectroscopy,61–63 femtosecond mid-IR pump-
probe spectroscopy,64 time-resolved optical Kerr effect spec-
troscopy,65 x-ray absorption,66 and emission spectroscopies67

(see recent reviews by Nilsson and Pettersson4 and by Gallo
et al.5), in which signatures of two structures were detected,
although the details of the two structures are more difficult to
be identified experimentally.

3. Two-state feature in real space

Figure 4 displays two typical local structures detected by
ζ : ρ and S states [Fig. 4(a)]. We showed46 that ζ gives us a
quantitative description of local structural ordering in water at
the molecular level and can thus describe the thermodynamic
anomalies. For example, we plot in Figs. 4(b)–4(f) different
fields for a sample configuration for the TIP5P model at 1 bar
and 250 K, where every molecule is colored in red if the field is
low or blue if the field is high. A high degree of correlation (cor-
relation factor ≈0.80) is evident between the ζ field [Fig. 4(b)]
and the inverse of local density field [Fig. 4(c)]. While ther-
modynamic properties show a high degree of correlation with
ζ , at first sight, the spatial distribution of dynamical quantities
is instead weakly correlated with the ζ field. This is shown, for
example, in Figs. 4(e) and 4(f), where the particles are colored
according to their inverse translational and rotational mobility,
respectively.

In our previous phenomenological two-state model, we
used the same order parameter to describe thermodynamic and
viscosity anomalies.32–34 But more recent studies on the cor-
relation between dynamics and structural order have shown
that the dynamics cannot be determined locally.68 The micro-
scopic dynamics of a water molecule in a mixture of the
two states must be strongly affected by the composition of
its first-shell neighbors under the constraint of H-bonding,
so the local environment of each molecule has to be taken
into account. This hierarchy is incorporated in our hierarchi-
cal two-state model.29 More specifically, we coarse-grain the
ζ field up to the first shell of nearest neighbors. The spa-
tial distribution of the coarse-grained field ζCG is shown in
Fig. 4(d), which this time shows a high degree of correlation
(correlation factor ≈0.53) with both the inverse translational
[Fig. 4(e)] and rotational [Fig. 4(f)] mobility field. It is clear
that the ζ field without coarse-graining [Fig. 4(b)] does not
have a good correlation with neither the translational nor
rotational mobility field [Figs. 4(e) and 4(f)], indicating the
fundamental deficiency of all previous two-state approaches
for dynamics.32–34,40,42 It is remarkable that the ζ field and
the coarse-grained ζCG field have a direct correlation with
local volume and mobility, respectively, at the molecular level.
This strongly indicates that the dynamics of a water molecule
is controlled by its local environment up to the first-shell
neighbors. In the following, we will make this correspondence
more precise, by showing that a hierarchical two-state model
of ζCG is able to quantitatively predict water’s dynamical
anomalies.

B. Two-state description of dynamic anomalies
1. Theoretical framework

Our hierarchical two-state model of dynamic anomalies
is obtained by dividing the molecules into two states in terms
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FIG. 4. Water’s local structures and their correlations to local density and mobility. (a) Typical snapshots of water’s local structures for ρ and S states. [(b)–(f)]
Different fields for a sample configuration for the TIP5P water at 1 bar and 250 K. All molecules are colored in red if the field is low or blue if it is high.
(b) ζ field. (c) Inverse local density field (6-N fs, where N fs is the number of first-shell neighbors). (d) ζCG field. (e) Inverse translational mobility field (1-
∆rmax(τ4)), where∆rmax(τ4) is the maximum distance one molecule travels during a time period of τ4. (f) Inverse rotational mobility field (1-∆φmax(τ4)), where
∆φmax(τ4) is the maximum angle one molecule rotates during a time period of τ4 (τ4: dynamic heterogeneity time scale. See also Appendix A). In (b)–(d),
a simple low-pass filter by performing running time average of each field over τ4 is utilized to remove thermal noise. In [(b)–(c)] and [(d)–(f)], s = 57% and
sD = 26% molecules with higher field are colored in blue, respectively. This difference between the static and dynamic order parameters is the consequence of
the hierarchical nature of the impact of local structural ordering on static and dynamic quantities. Panel (a) is reproduced with permission from Fig. 1 of Shi
et al., Proc. Natl. Acad. Sci. U. S. A. 115, 9444–9449 (2018). Copyright 2018 Proceedings of the National Academy of Sciences, USA. The data shown in other
panels were calculated by using a randomly selected configuration which is different from the one used in Fig. 1 of Ref. 29.

of the activation energy by using ζ coarse-grained up to the
first shell. We refer to these states with low (Eρa ) and high
activation energy (ES

a ) as dynamic ρ and S states, respectively.
The fraction of the dynamic S state is denoted by sD. A dynamic
quantity X is then expressed by the generalized Arrhenius law
as

X = X0 exp


Eρ,X
a + ∆EX

a · s
D

kBT


, (2)

where ∆EX
a = ES,X

a − Eρ,X
a is the activation energy difference

between dynamic S and ρ states, X0 is the prefactor, and kB

is the Boltzmann constant. This expression has a form similar
to that in Refs. 32 and 34. As discussed above, however, we
use sD instead of s in Eq. (2) unlike in Refs. 32 and 34, which
highlights the importance of coarse-graining.

A hidden assumption behind Eq. (2) is that the lifetime
of dynamic ρ and S states should be much shorter than the
characteristic dynamical time scale of water so that we can
treat the average of the activation energies as the effective
activation energy.34 Although this assumption is difficult to
verify experimentally, in simulations we can directly con-
firm it by the fact that the lifetime of dynamic states is
approximately two orders of magnitude shorter than water’s
reorientational time. Below we show evidence supporting this
assumption.

2. Local structure relaxation

Here we characterize the dynamics of water’s local struc-
ture spanning over a wide time range. By using the structural

descriptor ζ , we can define local structures for instantaneous
configurations. These structures evolve and transform between
each other with time. The dynamics of water’s local structures
might not be important for static properties, but essential for
water’s dynamics. In the two-state scenario, dynamic proper-
ties of each pure state follow the classical Arrhenius law. The
apparent non-Arrhenius behavior comes from an effective acti-
vation energy that varies with temperature and pressure [see
Eq. (2)]. If the lifetime of local structures is much shorter than
the dynamic time scale, then it is natural to write the effective
activation energy as a sum of two-state components. Having a
more ordered structure, the dynamic S state has a larger acti-
vation energy than the ρ state. Therefore the slowing down
of dynamics can be naturally interpreted by the Arrhenius law
with an effective activation energy increasing with the increase
of the concentration sD of the dynamic S state upon cooling.
An assumption behind this idea is that the lifetime of two states
should be much shorter than the dynamic time scale.32–34 The
time correlation function was used to characterize the time
scales in water. The kinetics of two states can be estimated
from the time correlation functions of coarse-grained structural
descriptor ζCG by

CζCG (t) =

〈
ζCG(t)ζCG(0)

〉
−

〈
ζCG

〉2

〈(
ζCG)2〉 − 〈

ζCG〉2
. (3)

Figure 5 displays the time correlation functions of struc-
tural descriptor ζCG, which show clear a two-step decay
at various temperatures. Similar to the self-intermediate
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FIG. 5. Time correlation function of coarse-grained structural descriptor ζCG

at 1 bar.

scattering function, the two-step decay indicates two modes of
local structure relaxation in water, with different time scales.
In order to see the relaxation directly, in Fig. 6(a), we plot the
time evolution of local structure index I(t) (1 for the dynamic
S state and 0 for the dynamic ρ state) of five randomly cho-
sen molecules from our simulation at 1 bar and 250 K. The
observation was performed for 0.5τ2. Clearly, during half the
rotational time scale τ2, the local structure fluctuates quite
fast. This fast mode may be decomposed into two components:

FIG. 6. Evolution of local structures of five randomly chosen water molecules
at 1 bar and 250 K. (a) Instantaneous local structures with a time resolution
of 20 fs. Local structure index I(t) takes 0 or 1, representing dynamic ρ and S
states, respectively. The values of I(t) were shifted upward to avoid overlap.
A threshold ζCG

c = 0.7 Å was applied for determining dynamic ρ and S states
for each molecule. If ζCG > ζCG

c , then it is assigned as the dynamic S state
and vice versa. (b) “Averaged local structures” with a time resolution of 2 ps.
A simple low-pass filter by performing rolling average of I(t) over 2 ps was
employed to obtain an “averaged local structure” index. The reorientational
time τ2 = 246.5 ps was determined by a stretched exponential fitting to the
reorientational time correlation function C2(t) at 1 bar and 250 K.

one comes from thermal fluctuations that can lead to switch-
ing between the two states separated by the threshold values
of the structural descriptors (ζ and ζCG) even without any
intrinsic change in the local H-bond network around a central
molecule and the other comes from high-frequency librational
motion, which leads to rearrangement of the H-bond network
at a short (subpicosecond) time scale. The former should not be
regarded as true switching between the two states, but the latter
should reflect intrinsic structural transformation. To illustrate
the latter process, we plot in Fig. 7 the temporal change in the
local structure around a randomly chosen water molecule dur-
ing 2.5 ps (�0.01τ2). It clearly shows that for both structural
descriptors (ζ and ζCG), the number of H-bond neighbors and
the number of first-shell neighbors indeed change during this
time period. The snapshots in the inset show a typical exam-
ple of how librational motion leads to the temporal change in
the H-bond network structure around the center molecule. All
these results clearly indicate that water’s local structure intrin-
sically fluctuates between the two states at a subpicosecond
time scale, which confirms our assumption that two states’
lifetime, defined by the fast mode, is much shorter than the
dynamic time scale τ2. This fast fluctuation is detected as
the fast decay mode of the time correlation function of ζCG

we observed in Fig. 5. If we filter out the fast fluctuation
by a low-pass filter, there remains the low-frequency struc-
ture fluctuation, as shown in Fig. 6(b). This indicates the
presence of long-lived local structures in the dynamic time
scale τ2, corresponding to the slow decay, as we observed in
Fig. 5. This low-pass filtering is effectively the same oper-
ation as a time analysis of the H-bond network employed
to find stable H-bonds.69 We note that a similar two-step
decay was also observed for non-coarse-graining structural
descriptor ζ .

3. Key time scales in water

Here we systematically consider all the relevant time
scales for both structural and dynamical properties. The struc-
tural time scale can be extracted from the time correlation
function of the ζCG field, introduced in Eq. (3). Decaying by
two steps, the time correlation function CζCG (t) defines two
time scales of local structure relaxation modes, which can be
estimated from a two-stretched-exponential fitting,

CζCG (t) = k exp


−
*.
,

t

τf
ζCG

+/
-

βf 
+ (1 − k) exp


−*
,

t
τs
ζCG

+
-

βs
,

where τf
ζCG and τs

ζCG are the time scales of fast and slow modes,
respectively.

As for dynamical time scales, the rotational motion is
usually described by a second Legendre polynomial of the
dipole-dipole time correlation function

C2(t) =
1
2

[
3〈µ(t)µ(0)〉2 − 1

]
, (4)

where µ(t) is the molecular dipole moment at time t. C2(t)
typically shows non-exponential decay, and the reorientational
time scale τ2 can be calculated from a stretched-exponential
fitting of C2(t),
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FIG. 7. Short-time local structure fluctuation around a randomly chosen water molecule during 2.5 ps (�0.01τ2) at 1 bar and 250 K (see also the Supplementary
Movie). The local structure index I for the static S state and ζ (in Å) were shifted downward by −2, and the local structure index I of the dynamic S state and ζCG

were shifted downward by −4 for clarity. A threshold ζ = 0.56 Å and ζCG
c = 0.7 Å was applied for determining static and dynamic S states, respectively. We note

that these choices of the thresholds allow us to detect locally favored structures individually, whose populations agree well with s obtained by decomposition of
ζ distribution (Fig. 3) and sD estimated by counting the number of ordered neighbors (Fig. 10). Insets are snapshots of the selected molecule (shown by balls)
and its surrounding neighbors (shown by sticks) up to the second shell (within 5.5 Å from the central one) at 0.6, 1.0, and 1.8 ps with H-bonds shown by red
dotted lines. The blue circles highlight one molecule whose librational motion at subpicosecond time leads to the change in the H-bond network structure near
the selected molecule.

C2(t) = a · exp

−

(
t
τ2

)β , (5)

where a is a constant and β is the stretching parameter.
Dynamic heterogeneity time scale τ4 defines another impor-
tant time scale in water, where dynamic heterogeneity (char-
acterized by χ4) maximizes (see Appendix A). In Fig. 8, we
plot τ4 with τ2 as a function of temperature and find that they
have almost the same time scale.

In Fig. 8, we compare all the extracted structural and
dynamic time scales as a function of temperature. At very low
temperatures, short structure relaxation times are not shown
because short-time motions were not recorded at low temper-
atures. From the plot, we can see that the slow mode relaxation
time τs

ζCG is roughly in the same time scale of τ2 and τ4. This
is consistent with the jump mechanism of water reorientation,
by which the rotation of water is coupled to the penetration

FIG. 8. Structural and dynamic time scales in TIP5P water at 1 bar. Reorien-
tational time scale τ2 was determined by a stretched exponential fitting to the
reorientational time correlation function C2(t). τ4 characterizes a time scale
of dynamic heterogeneity, where the four-point susceptibility maximizes. The
local structure relaxation is characterized by two time scales: τf

ζCG and τs
ζCG

for fast and slow relaxations, respectively.

of its first shell: a water molecule rotates through breaking
old H-bonds and forming new H-bonds with penetrated water
molecules.70 On the other hand, the fast mode (τf

ζCG ) shows
a much shorter time scale than the dynamic time scale by
about two orders of magnitude. Moreover, τf

ζCG is compara-
ble to the molecular libration time scale (∼0.01 ps), which,
along with its weak temperature dependence, indicates a link
of the fast structure relaxation to intermolecular vibration and
libration.

The time scales in water can thus be summarized as
τf
ζCG � τs

ζCG ∼ τ4 ∼ τ2. These time scale relations under-
pin the applicability of the two-state model to the dynamics of
water: On the one hand, the fast structure relaxation time τf

ζCG

allows an Arrhenius description of water’s dynamic proper-
ties with an effective activation energy [see Eq. (2)]. On the
other hand, as a prerequisite of dynamic heterogeneity, the slow
structure relaxation time τs

ζCG allows a link between local struc-
ture and dynamics. The latter is essential for understanding
the dynamic heterogeneity in water, which will be discussed
later.

4. Dynamic S state

As mentioned above, for the study of the dynamics, it is
crucial to include the properties of the local environment (first-
shell neighbors) in the description of the order parameter. In
other words, the definition of a dynamic state should involve
the local environment in which the water molecule is embed-
ded. It is thus natural to define dynamic states by using a coarse-
grained structural descriptor ζCG that includes the structure
information up to the third shell. In Fig. 9, we plot the coarse-
graining numbers of first-shell and H-bonded water as a func-
tion of ζCG−ζCG

c , where ζCG
c is a threshold above which water

is defined as the dynamic S state. We note that all the coarse-
graining was performed by taking an average over the first
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FIG. 9. Numbers of first-shell and H-bonded water as a function of ζCG. A
water molecule is defined as the dynamic S state if ζCG > ζCG

c : (a) 1 bar and
(b) 250 K. In (a), the curves for high temperatures were slightly shifted upwards
to reach a reasonable value of four at a high ζCG regime and the threshold ζCG

c
is independent on temperature. In (b), the threshold ζCG

c becomes pressure
dependent. In this plot, the numbers of first-shell and H-bonded water were
coarse-grained in the first shell.

shell. We can see that at a large ζCG regime, the number of first-
shell water equals the number of H-bonded water, indicating a
well-defined first shell structure. Instead, the number of first-
shell water exceeds the number of H-bonded water in the small
ζCG regime, suggesting the penetration of a water molecule
into the first shell. We find that ζCG

c does not have a sensi-
ble temperature dependence. The number of hydrogen bonded
molecules [dashed curves in Fig. 9(a)] falls on a master curve
when plotted against ζCG − ζCG

c (the only exception is the
curves at temperatures above melting, which require a slight
vertical shift to fall on the master curve). On the other hand,
ζCG

c shows some pressure dependence. This can be determined
by requiring that the number of H-bonded molecules is 4 at
high values of ζCG. Figure 9(b) shows that if this criterion is
employed, all hydrogen-bonded curves again fall on a master
curve. The master curve starts to decrease just at the threshold
ζCG

c , implying an important feature of the dynamic S state: it
keeps nearly four H-bonds with its neighbors, indicating high
tetrahedrality.

Besides coarse-graining, another way to define dynamic
states is detecting the structure of not only the molecule but
also its neighbors simultaneously. An effective method is
simply counting the number of S-state neighbors. We con-
firm that a S-state water protected by 3 or more S-state
neighbors can hardly rotate, but those protected by 2 or less
S-state neighbors can easily make a rotation. It is there-
fore natural to define the dynamic S state as the clustered
S state—S water with 3 or 4 S neighbors (s3 + s4), where
we define si as an S state having i S neighbors. This is
rationalized by the following microscopic consideration on

the jump mechanism of water reorientation. It is known70,71

that the rotation of water is coupled to the penetration of
its first shell by water molecules: a water molecule rotates
through breaking old H-bonds and forming new H-bonds
with penetrated water molecules. Thus, the presence of at least
two penetrating water molecules nearby, i.e., the presence of
more than two ρ states around the central S state, is necessary
for the quick rotation of the central water molecule. In order to
compare the two methods, we plot the fractions of the dynamic
S state detected by these two methods in Fig. 10. Clearly, the
two methods suggest almost the same temperature dependence
of sD. Moreover, the dynamic S states detected by these two
ways are heavily overlapped in real space, indicating the con-
sistency in the definition of dynamic states by coarse-graining
and cluster methods and thus the robustness of the estimation
of sD.

In Figs. 13(e) and 14(e), we plot dynamic sD together
with thermodynamic s, which is obtained by the decomposi-
tion of P(ζ) (see Fig. 3). Since the dynamic S state comprises
only those molecules whose neighbors are predominantly in
the static S state, we can see that the amount of the dynamic
S state is much less than that of the S state itself, but still
shows clear two-state features: it vanishes at high tempera-
tures and gradually approaches one at low temperatures. In
fact, we found that in both TIP5P and ST2 water, the fraction
of the dynamic S state can also be well described by Eq. (1)
(by replacing the parameters ∆E, ∆σ and ∆V by ∆ED, ∆σD

and ∆VD, respectively), as shown by the solid line in Fig. 10.

5. Dynamic bimodality as a result of two
states under the influence of neighbors

As shown above, the spatial coarse-graining of ζ up to
first-shell neighbors to define the dynamic order parameter
sD is of fundamental importance for a two-state description
of water’s dynamic anomalies. This comes from the intrinsic
difference between static and dynamic quantities: the former

FIG. 10. Fraction of the dynamic S state as a function of temperature at
1 bar for TIP5P water. The dynamics of water molecules depends on the
structure of not only itself but also its neighbors. There are two simple ways
to define the dynamic S state by considering the local environment of a water
molecule. (1) Dynamic S state can be defined as a coarse-grained S state (blue
diamonds) by using the threshold ζCG > ζCG

c . (2) Dynamic S state can also
be defined as a clustered S state (green squares) with itself, and 3 or more
neighbors are all static S states. The fraction of water molecules satisfying
both definitions is given by red circles in the plot. The solid line is the fraction
of the dynamic S state obtained from two-state fitting [Eq. (1)]. It can be seen
that both definitions give reasonable and consistent estimation of the dynamic
S state.
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can be defined instantaneously, whereas the latter can only be
determined as time passes. Due to the fast relaxation mode
of locally favored structures (Figs. 5 and 6), they change
the structure frequently during a dynamic time scale, e.g.,
τ4. However, thanks to the slow mode, the locally favored
structures survive during the dynamic time scale and are thus
able to control dynamics in a statistical way: the higher the
probability that a molecule can continue to be in the S state,
the larger the effective activation energy, and the slower the
motion. In Fig. 11(a), we show the survival probability of
the S state, P∗S, during τ4 for different initial local environ-
ments [ρ and si (i = 0–4) states]. Interestingly, we found that
these different initial structures are naturally divided by the
average probability 〈P∗S〉 (T ) into two groups: clustered (solid
blue symbols) and non-clustered (open red symbols) S states.

FIG. 11. (a) S-state survival probability P∗S as a function of temperature at 1
bar for different initial local environments [ρ and si (i = 0–4)] for TIP5P water.
si denotes the initial environment of a S state with i S-state neighbors. The
black lines represent the long-time average of P∗S , 〈P∗S〉 = s, which separates
the clustered and non-clustered S state. (b) Correlation map of translational
mobility (maximum translation distance ∆rmax(τ4)) and ζCG during the char-
acteristic time scale of dynamic heterogeneity, τ4, at 1 bar and 235 K for
TIP5P water. (c) Correlation map of rotational mobility (maximum rotation
angle ∆φmax(τ4)) and ζCG during τ4 at 1 bar and 235 K for TIP5P water. A
simple low-pass filter by running time average of ζCG over τ4 is utilized to
remove thermal noise. Panel (b) is reproduced with permission from Fig. S2
in Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115, 9444–9449 (2018). Copyright
2018 Proceedings of the National Academy of Sciences, USA.

The clustered S state (s3 + s4) that is protected by 3 or 4
S-state neighbors can survive longer than the average, whereas
the non-clustered S state without enough protection by S
neighbors cannot. As a result, the clustered and non-clustered
S states show essentially different dynamics. In Figs. 11(b) and
11(c), we can see that water’s dynamics indeed shows a clear
bimodal feature and well correlates with the coarse-grained ζ ,
in agreement with Figs. 4(d)–4(f). This result not only supports
the validity of two-state description of water’s dynamics but
also provides a fundamental understanding of the importance
of spatial coarse-graining.

6. Evidence for the unimportance of cooperativity

As mentioned in Sec. II, we have found that ignoring coop-
erativity (i.e., setting J = 0) still allows us to describe both
the thermodynamic and dynamic anomalies of water. This is
expected as all state points considered in this work are far-away
from the critical point.

In this section, we provide additional evidence by directly
measuring the degree of short-range order in the mixture.
As shown in Fig. 10, the definition of the dynamic S state
from S cluster (s3 + s4) is equivalent to that from the coarse-
grained structural descriptor ζCG. To check whether the dis-
tribution of these clusters is random or cooperative, we make
the following analysis. In a system of N water molecules, we
randomly assign n = s · N water molecules to the S state.
From these randomly generated concentration distributions,
we then compute the fraction of dynamic S states by count-
ing the molecules in the S state that are surrounded by at
least three nearest neighbors that also belong to the S state
(s3 + s4). In Fig. 12, we show that the fraction of s3 + s4

from these randomly generated configurations coincides with
that obtained from our simulations. Thus, we can conclude
that at ambient pressure, water tends to form a cluster of S
states mainly due to random packing rather than a coopera-
tive effect (which would contribute to the enthalpy of mixing
J). This evidence, together with the short correlation length
(Sec. IV E 3), suggests that in the temperature and pressure
ranges we studied in this paper, far from the hypothesized crit-
ical point, even if it exists, the cooperativity effect is indeed
negligible.

FIG. 12. Fraction of dynamic S states calculated from simulations and ran-
dom packing of TIP5P water at 1 bar. Solid black and red lines denote fractions
of thermodynamic and dynamic S states, respectively. Here the dynamic S state
is defined as clustered S states–S water with 3 (s3) or 4 (s4) S neighbors. Red
circles represent fraction of clustered S states estimated from random packing
(see text).
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FIG. 13. Water’s anomalies in TIP5P
water at 1 bar [(a), (c), and (e)] and
at 250 K [(b), (d), and (f)]. [(a) and
(b)] Specific volume as a function of
temperature and pressure, respectively.
[(c) and (d)] Reorientational time (τ2)
and inverse diffusion coefficient (1/D)
in log scale as a function of tempera-
ture and pressure, respectively (the error
bars at 226 K calculated from three inde-
pendent 11 µs trajectories are shown
by red color). In (a)–(d), dotted lines
represent the normal behaviors of the
ρ state. [(e) and (f)] Fractions of ther-
modynamic and dynamic S states as a
function of temperature and pressure,
respectively. The fractions of thermo-
dynamic and dynamic S states were
obtained from the original and coarse-
grained ζ , respectively, from micro-
scopic structures. Solid and dashed lines
are the two-state fits to thermodynamic
and dynamic order parameters, respec-
tively, which are also used to describe
the data in (a)–(d). Panel (c) is repro-
duced with permission from Shi et al.,
Proc. Natl. Acad. Sci. U. S. A. 115,
9444–9449 (2018). Copyright 2018
Proceedings of the National Academy
of Sciences, USA.

C. Common structural origin of water’s anomalies
1. Thermodynamic anomalies of TIP5P water

Figures 13(a) and 13(b) plot the temperature and pres-
sure dependences of specific volume (circle) together with the
two-state fits (solid line) at 1 bar and 250 K, respectively, for
TIP5P water. The two-state model (see Sec. II) well describes
the simulation data and provides a simple explanation of the
density anomaly: at high temperatures, the ρ state dominates
and thus the volume decreases upon cooling as normal liq-
uids [the dotted line in Fig. 13(a)]; upon further cooling, the S
state with a larger specific volume grows rapidly, thus causing
the density maximum. This is a direct consequence of high
correlation between ζ and the local volume [see Figs. 4(b)
and 4(c)]. The two-state fitting parameters, listed in Table II,
show that the S state has lower energy, smaller entropy, and
larger volume than the ρ state, in agreement with our anal-
ysis based on the microscopic structural descriptor ζ (see
Sec. IV A).

2. Dynamic anomalies of TIP5P water

In Figs. 13(c) and 13(d), we show that water’s reorien-
tational time (τ2) and inverse diffusion coefficient (1/D) can
also be well described by Eq. (2). Here we stress that the T,
P-dependence of sD is independently estimated and supported
by structural analysis (see Fig. 10), whose results are shown

in Figs. 13(e) and 13(f). Again, the dynamic ρ state behaves
normally (see dotted lines). In Fig. 13(c), we demonstrate that
water’s dynamical (both translational and rotational) slowing
down upon cooling can be explained by the hierarchical two-
state model without introducing any divergence or glassiness.
Equation (2) tells us that the dynamics should show crossovers
from the high-temperature Arrhenius behavior with the acti-
vation energy Eρ,X

a , where sD ∼ 0, to the low-temperature one
with the activation energy ES,X

a , where sD ∼ 1, through the
two-state regime. As shown in Fig. 13(c), both 1/D and τ2

indeed show such crossover behaviors. On the other hand, the
dynamic anomaly as a function of pressure shown in Fig. 13(d)
can be interpreted as the reduction of the dynamic S state, with

TABLE II. Two-state parameters for TIP5P water.

Dynamic

Thermodynamic (static) Rotation Translation

∆E (K) �3356 ∆ED (K) �5298
∆σ �13.1 ∆σD

�22.3
∆V (cm3/mol) 16.6 ∆VD (cm3/mol) 15.6
n 4.38 ∆Ea (K) 3388 2530
Ts= 1

2
255.5 Eρ

a (K) 2267 2219

TsD= 1
2

237.6
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a larger volume and a higher activation energy, upon com-
pression. Here we note that this two-state feature in dynamics
is consistent with a recent experimental finding of the pres-
ence of two distinct local structures from measurements of
water intermolecular vibrations and the structural relaxation
process.65

3. T, P-dependence of the order parameters

Now we discuss the temperature and pressure depen-
dences of the order parameters s and sD [Figs. 13(e) and
13(f)]. Thermodynamic s (circle) can be obtained from a two-
Gaussian fitting of the ζ distribution (Fig. 3), which agrees well
with the result of the two-state fitting to the volume anoma-
lies [Figs. 13(a) and 13(b), solid lines]. To describe dynamic
properties, as we mentioned above, we use a coarse-grained
structural descriptor ζCG defined as the mean ζ value within
the first shell and define the dynamic S state as those states
for which ζCG > ζCG

c (Fig. 9). By using this definition, as
shown in Figs. 13(e) and 13(f), we calculated the fraction of
the dynamic S state, sD (square), directly from microscopic
structures. We find that it is in excellent agreement with the
result independently estimated by two-state fitting to dynamic

anomalies (broken line). This clearly shows the validity of
the hierarchical two-state model. Similar to the interpreta-
tion of the Widom line as the s = 1

2 line (in the two-state
model language, the Schottky anomaly line) near which the
thermodynamic response functions maximize,46 we propose
a sD = 1

2 line where the maximization of dynamic fluctu-
ations is expected. TsD= 1

2
is approximately 20 K lower than

Ts= 1
2
, indicating the crucial role of coarse-graining in bridging

the thermodynamic and dynamic anomalies and inferring a
significantly different nature of thermodynamic and dynamic
quantities: the former (linked to static structures) can be deter-
mined locally as long as there is little cooperativity, whereas
the latter (defined by the movement of molecules) cannot be
estimated locally because of its intrinsic coupling to the motion
of neighboring molecules.

4. Water’s anomalies in ST2 water

In order to test the validity of our hierarchical two-state
scenario, all the calculations were repeated on another widely
used water model—the ST2 model (see also Appendix B). All
the behaviors shown above can also be seen and described by
the hierarchical two-state model in ST2 water (see Fig. 14).

FIG. 14. Water’s anomalies in ST2
water at 1 bar [(a), (c), and (e)] and at
280 K [(b), (d), and (f)]. [(a) and
(b)] Specific volume as a function of
temperature and pressure, respectively.
[(c) and (d)] Reorientational time and
inverse diffusion coefficient in log scale
as a function of temperature and pres-
sure, respectively (the error bars at the
lowest temperature are shown by red
color). [(e) and (f)] Fractions of ther-
modynamic and dynamic S states as
a function of temperature and pres-
sure, respectively. Panel (c) is repro-
duced with permission from Shi et al.,
Proc. Natl. Acad. Sci. U. S. A. 115,
9444–9449 (2018). Copyright 2018
Proceedings of the National Academy
of Sciences, USA.
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FIG. 15. Dynamical crossover in TIP5P water and real water. (a) A Widom line interpretation of dynamical crossover in TIP5P water: a crossover from the power
law above the Widom line (Ts= 1

2
line here) to Arrhenius law below the Widom line. (b) Hierarchical two-state scenario for the dynamical crossover in TIP5P

water: In the dynamic ρ-state regime, water has Arrhenius behavior; when entering the two-state regime, water shows non-Arrhenius (apparently “fragile”)
behavior; in the dynamic S-state regime, water exhibits Arrhenius (the so-called “strong”) behavior. (c) Two-state fitting to the temperature dependence of the
diffusion constant. Red square and black circles are taken from Refs. 81 and 82, respectively. The κT maximum and glass transition temperature are taken from
Refs. 12 and 83, respectively. The solid curve is the curve fitted by Eqs. (1) and (2). The fitting parameters are determined as Eρ,D

a = 1567 K, ∆ED
a = 2813 K,

∆ED = −2191 K, and ∆σD = −10.5 K. From the fitting result, we predict TsD=0.5 = 208 K, which is ∼20 K lower than κT maximum temperature,12 in agreement
with TIP5P and ST2 water. The diffusion coefficients were calculated at 1 bar and measured at atmospheric pressure (red square) and under vacuum (black
circle).

The success of our hierarchical two-state scenario in describ-
ing both the thermodynamic and dynamic anomalies in the
two popular water models as well as real water [see below
and Fig. 15(c)] strongly suggests the generality and validity
of our hierarchical two-state scenario. We list the two-state
parameters for ST2 water in Table III.

D. Crossover between the two states
and the apparent “fragile-to-strong” transition

Although many experimental measurements support
a power-law behavior of viscosity,72,73 diffusion,72,73 and
relaxation time15,16,72 of liquid water above the homoge-
neous nucleation temperature at low pressure, the calculated

TABLE III. Two-state parameters for ST2 water.

Dynamic

Thermodynamic (static) Rotation Translation

∆E (K) �4613 ∆ED (K) �6444
∆σ �16.1 ∆σD

�24.4
∆V (cm3/mol) 31.0 ∆VD (cm3/mol) 36.6
n 6.5 ∆Ea (K) 2615 1837
Ts= 1

2
286.5 Eρ

a (K) 2510 2510

TsD= 1
2

264.1

rotational relaxation time and diffusion constant from our sim-
ulations in a much wider temperature range fail to follow the
power law, in agreement with other simulation results (see, for
example, Refs. 8, 27, 28, 74, and 75). On the other hand, many
pieces of evidence supporting the Arrhenius behavior of water
near Tg have been consistently found in confined,9,76 low-
density amorphous,77,78 high-density amorphous,78 and vapor-
deposited amorphous water.77 A “fragile-to-strong” transition
below the homogeneous nucleation temperature was proposed
to interpret this unusual dynamic behavior of water.21,79,80 It
ascribes water’s unusual dynamics to either the glass transi-
tion or the second critical point. The former, based on either
MCT17–19,27,74 or Adam-Gibbs theory,21,80 can hardly explain
why the dynamical slowing down starts so far from Tg [see
Fig. 15(c)]. The latter, as shown in Fig. 15(a), interprets water’s
unusual dynamics as a crossover from a power-law to Arrhe-
nius behavior at the Widom line (Ts= 1

2
line here).8,27,28 This

interpretation, although consistent with the dynamical slowing
down far from Tg, suffers from three fundamental difficulties:
(1) the experimental power-law divergence temperature TMCT

'1.6Tg
73 does not obey the empirical rule TMCT '1.2Tg found

in many other glass-forming liquids; (2) the large difference
between TW and Tg leads to unrealistic prediction of either a
too long relaxation time at Tg = 136 K or a too high Tg (Tg/Tm

' 0.65–0.7) in water models [see Fig. 15(a)]; (3) the Widom
line scenario cannot explain the new experimental diffusion
data below TW [see Fig. 15(c)]. It is worth noting that even
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though MCT predicts an unusually high value of TMCT/Tg,
it correctly describes the two-step decay of the intermediate
scattering function and the onset of dynamic slowing down of
liquid water.17–19,27,74

On the other hand, our hierarchical two-state model pre-
dicts a dynamic crossover between two regimes of Arrhenius
behavior, centered at the sD = 1

2 line, as shown in Figs. 13(c),
14(c), and 15(b). There we can see that our hierarchical two-
state model not only quantitatively describes our simulation
results over a wide temperature range but also predicts a rea-
sonable rotational time scale (1000 s for TIP5P and 10 s for
ST2) at the glass transition temperature Tg = 136 K.83

Moreover, recent measurements on bulk water82 and pre-
vious experiments on confined water,22,24,26 both showed an
accelerated dynamic slowing down [convex at T ∼ 250 K
in Fig. 15(b)], followed by a decelerated one [concave at
T ∼ 210 K in Fig. 15(b)] upon cooling. As shown in Fig. 15(c),
the hierarchical two-state model almost perfectly describes
this unique (convex-to-concave) temperature dependence of
the diffusion constant measured experimentally,81,82 which
cannot be explained by other scenarios. Furthermore, the
fragile-to-strong transition should be associated with glass
transition by definition, but it takes place in a temperature
region too far away from the glass transition temperature Tg

∼ 136 K. These facts cast a strong doubt on the validity of this
interpretation.

Here, we propose an alternative explanation based on
the hierarchical two-state model: a structural crossover from
the dynamic ρ state to S state region leads to a dynamic
crossover between two Arrhenius behaviors, apparently emer-
gent as a “fragile-to-strong” transition21,79,80 [see Figs. 15(b)
and 15(c)]. In the hierarchical two-state scenario, liquid water
in the dynamic ρ-state regime has Arrhenius behavior; the
“apparent” fragile behavior of supercooled liquid water origi-
nates from the increasing weight of a more viscous dynamic S
state in a two-state mixture; further cooling into the dynamic
S state dominating regime leads to the saturation of the order
parameter sD (sD → 1), resulting in the deceleration of the
dynamic slowing down and the strong liquid (Arrhenius)
behavior.

Here we stress that this apparent fragile-to-strong transi-
tion cannot be described by normal glassy behavior linked
to glass transition and is a direct consequence of the two-
state behavior. We speculate that there may be a similar
two-state feature originating from the formation of locally
favored structures behind “apparent” fragile-strong transitions
in other glass-forming liquids such as silica (see, e.g., Refs.
84 and 85) and metallic glass-formers (see, e.g., Ref. 86).
When entering and leaving the two-state mixture regime,
centered at the sD = 1

2 line (TsD= 1
2
= 237.6 K for TIP5P,

264.1 K for ST2 water and 208 K for real water at ambi-
ent pressure), an Arrhenius-to-Arrhenius dynamic crossover,
known as an emergent fragile-to-strong transition, is pre-
dicted by the two-state scenario,34 consistent with exper-
imental observations in confined22,24,26 and bulk82 water.
Caupin and co-workers40,42 have recently proposed a different
two-state model by assuming a ρ state that follows Vogel-
Fulcher-Tammann (VFT) instead of Arrhenius behavior. This
analysis is based on the presence of a critical point at low

pressure (T c = 228.2 K and Pc = 0 MPa)87 and a diver-
gence of the dynamics (e.g., 1/D) at a finite temperature
(T = 147.75 K). These assumptions are, however, inconsistent
with recent experimental measurements and simulation results
that found neither a low-pressure critical point10,11,51,88–90 nor
divergent dynamics.77,78,82 Our model, which is built from
microscopic information, instead supports Arrhenius behav-
iors of both ρ and S states, in agreement with the data reported
experimentally82 [see Fig. 15(c)].

E. Dynamic heterogeneities as a two-state feature

We will now show that strong evidence for the hierarchical
two-state scenario comes from the study of the apparent glassy
behaviors of water (see Appendix A).

1. Discovery of the unusual dynamic
heterogeneity maximum

We first focus on the translational and rotational four-point
susceptibility χT,R

4 (t) characterizing the fluctuations of transla-
tional and rotational dynamics around the average, respectively
[Eq. (A1) in Appendix A]. χT,R

4 (t) has a distinct maximum at
a dynamic time scale τ4 (Figs. 22, 23, 26, and 27). For nor-
mal glass-forming liquids, χT,R

4 (τ4) usually increases mono-
tonically as approaching the glass transition temperature Tg.
Contrary to this glass phenomenology, for both TIP5P and ST2
water, it has a distinct peak in the narrow dynamic Schottky
(DS) band29 (green region) where sD ' 1

2 (Fig. 16), similar
to the maximization of the thermodynamic response functions
near the Widom (or Schottky) line.8,46 The maximization of
dynamic heterogeneity can also be seen from the behavior of
the stretching parameter β [Eq. (5)], which describes the devi-
ation of molecular dipole reorientation from a Debye process
(β = 1). Non-Debye behavior (β < 1) is usually attributed
to heterogeneous dynamics. Figure 16 shows that β reaches
a minimum at TsD= 1

2
, again confirming the maximization of

dynamic heterogeneity in the DS band.
We argue that this is a unique feature of the two-state

model, which we call the Schottky anomaly.30,46 The fact
that maximization of translational and orientational four-point
susceptibilities and minimization of the stretching parameter
occur in the narrow DS band where sD ' 1

2 strongly supports
the two-state behavior of supercooled water. By running sev-
eral independent long-time simulations, we confirmed that the
maximization of χT,R

4 (τ4) is not due to statistical errors, which
can be seen from the error bars shown in Fig. 16. The coinci-
dence of maximization of χT,R

4 (t)(τ4) and minimization of β
at TsD= 1

2
in both models, indicative of the two-state scenario,

strongly supports the observations.
Despite very long time simulation (33 µs for the TIP5P

model), due to the significant slowdown of dynamics, the data
at the lowest temperature still suffer from large statistical fluc-
tuations. The increase of χT,R

4 (τ4) at the lowest temperature
(226 K for TIP5P and 256 K for ST2 water) may come from
a general tendency of growth of dynamic heterogeneity with
decreasing temperature.91

Finally we stress that this feature cannot be explained by
the scenario based on glass transition, where χT,R

4 (t) should
increase monotonically when approaching Tg, and thus in
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FIG. 16. Dynamic heterogeneities in (a) TIP5P and (b) ST2 water at 1 bar.
Both translational (black squares) and rotational (red circles) four-point sus-
ceptibilities χT,R

4 (τ4) [Eq. (A1)] exhibit a peak in the dynamic Schottky (DS)

band (green region) where sD ' 1
2 [see Figs. 13(e) and 14(e)], providing

strong evidence of the two-state behavior. The stretching parameter β (blue
triangles), which is determined by fitting the stretched exponential function
[Eq. (5)] to the second Legendre polynomial of the time correlation function of
molecular dipole moment [Eq. (4)], also shows a minimum appearing around
TsD' 1

2
. These results confirm the maximization of dynamic heterogeneities

in the DS band, strongly supporting the two-state picture. Reproduced with
permission from Fig. 3 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115,
9444–9449 (2018). Copyright 2018 Proceedings of the National Academy of
Sciences, USA.

principle, no χT,R
4 (t) maximization should occur above Tg.

Furthermore, the absence of the peak at the static Widom line
indicates that there is little critical anomaly associated with
the Widom line since, if it exists, critical fluctuations should
be maximized there, which should give rise to the dynamical
heterogeneity maximum on the Widom line. Thus, the maxi-
mum of dynamic heterogeneity below the Widom line and far
above the glass transition supports our hierarchical two-state
model and runs against the scenarios based on the criticality
associated with the Widom line and the glass transition at least
at ambient pressure.

2. The violation of the Stokes-Einstein-Debye
relation caused by the two-state feature

In normal glass-forming liquids, rotational motion decou-
ples from translational diffusion below approximately 1.2Tg,3

well known as the breakdown of the Stokes-Einstein and
Stokes-Einstein-Debye relations (Dτ2 = 2a2/9, where a is
an effective hydrodynamic radius). This is a consequence of
glassy dynamic heterogeneity. However, as shown in Fig. 17,
the breakdown happens much earlier (∼2Tg) than 1.2Tg, given
that the melting point of the TIP5P model is very close to
real water. Here we show that this unusual behavior can also
be naturally explained by the hierarchical two-state scenario.

FIG. 17. Breakdown of the Stokes-Einstein-Debye relation in (a) TIP5P and
(b) ST2 water at 1 bar. Solid and dotted lines represent the two-state and indi-
vidual fast-water (dynamic ρ state) contributions, respectively, indicating that
the growth of the fraction of slow water (dynamic S state) upon cooling results
in the breakdown of the Stokes-Einstein-Debye relation in supercooled water.
The effective hydrodynamic radius a = 1.3 Å and 1.2 Å was estimated from
the high temperature data for TIP5P and ST2 water, respectively. Reproduced
with permission from Fig. 4 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115,
9444–9449 (2018). Copyright 2018 Proceedings of the National Academy of
Sciences, USA.

Applied to diffusive and rotational motions, Eq. (2) naturally
gives a reasonable explanation to the Stokes-Einstein-Debye
relation by

Dτ2 = D0τ0 exp


Eρ,τ
a − Eρ,D

a

kBT


· exp

[
∆Eτa − ∆ED

a

kBT
· sD

]

≈ D0τ0 exp

[
∆Eτa − ∆ED

a

kBT
· sD

]
, (6)

where D is the diffusion constant and τ2 is the reorientational
time. The second equation is valid only if the activation ener-
gies for rotation and diffusion equal in the dynamic ρ state
(Eρ,τ

a ≈ Eρ,D
a ), i.e., rotation is coupled to diffusion. This is true

since the Stokes-Einstein-Debye relation holds at high tem-
peratures, where sD ∼ 0. This is also confirmed by our fitting
result (Tables II and III). At high temperatures, the dynamic ρ
state predominates and, as a result, translational motion cou-
ples to reorientation very well. However, the activation energy
for reorientation is considerably higher than translation in the
dynamic S state (Tables II and III), so the reorientation will
slow down much faster than translation upon cooling, which
leads to the breakdown of the Stokes-Einstein-Debye rela-
tion [see Eq. (6)]. It can be seen clearly in Fig. 17 that the
ρ state follows the Stokes-Einstein-Debye relation quite well
and the decoupling behavior can be perfectly described by the
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prediction of the hierarchical two-state model [Eq. (6)],
strongly indicating that the anomalous breakdown mainly
comes from the growth of the dynamic S state upon cooling
and not from the glassiness. Here we stress that no more fitting
parameters are involved in the comparison of Eq. (6) and the
data in Fig. 17.

3. Dynamic correlation length

The spatial correlation of dynamic heterogeneity can be
described by92

g4(r) = 〈
1

4πr2N ρ

N∑
i,j

δ(r − |ri(0) − rj(0)|)wT
i (t)wT

j (t)〉

− 〈
Q(t)
N
〉2, (7)

where ρ is the number density, N is the number of particles
in the system, and ri(0) is the position of particle i at time
0. The definition of the overlap function wT

i (t) is given in
Appendix A. Then, the dynamic correlation length ξ4 can
be extracted by an envelope fit of g4(r) to an exponential
function,

f (r) = f0 exp(−
r
ξ4

), (8)

where f 0 is a constant. In the envelope fit, the first two peaks
of g4(r) were not included because they may be affected by
strong translational ordering. In Fig. 18, we show the cor-
relation function g4(r) as a solid curve and its envelope fit
with a dashed line, from which the correlation length can be
obtained. As shown in Fig. 19, the correlation length ξ4(T )
maximum is ∼6 Å at TsD= 1

2
in the DS band, corresponding

to 2 molecular size, which agrees well with a short structural
correlation length of ∼4 Å recently reported by femtosecond
x-ray experiment.12 The short correlation length suggests little
cooperativity or criticality in liquid water at ambient pressure,
in agreement with our above discussions in Sec. IV B 6. It also
confirms that the finite size effects, if any, should be negligible
in our systems.

In summary, the four-point susceptibility, stretching
parameter, and Stokes-Einstein-Debye relation all together
provide strong evidence for the two-state scenario, while they
run against the glass transition scenario and the scenario based

FIG. 18. Spatial correlation function g4(r) at the time scale of τ4 in TIP5P
water at 1 bar. The dashed line is an envelope fit to an exponential function.
The first two peaks were not included in the fit. Reproduced with permission
from Fig. S12 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115, 9444–9449
(2018). Copyright 2018 Proceedings of the National Academy of Sciences,
USA.

FIG. 19. Dynamic correlation length ξ4 as a function of temperature for
TIP5P water at 1 bar. The error bar shows the standard error of ξ4 calculated
from 3, 10, and 4 independent microsecond-long trajectories at 226, 230, and
235 K, respectively (see Table I for details). Reproduced with permission from
Fig. S13 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115, 9444–9449 (2018).
Copyright 2018 Proceedings of the National Academy of Sciences, USA.

on criticality associated with the Widom line. The two-state
scenario, along with the microscopic structural descriptor ζCG,
taking into account first-shell environment by coarse graining
can instead well explain the dynamic heterogeneity in water.
The dynamic heterogeneity of water in the T − P region stud-
ied here is simply a consequence of the dynamical coexistence
of ρ and S states [see Figs. 4(d)–4(f)].

V. DISCUSSION

Until now, we have demonstrated that the hierarchi-
cal two-state scenario can explain both thermodynamic and
dynamic anomalies of water, as well as its dynamic het-
erogeneities, in a coherent manner. From a structural point
of view, it provides an excellent description of the anoma-
lies in the region where critical effects are negligible. Under
ordinary conditions, far from the critical point, criticality is
expected to have negligible effects (e.g.,

Tρ max

TC′
− 1 = 0.3 and

Patm
PC′
− 1 = −0.9997). The absence of the effect of critical-

ity on water’s anomalies in the T − P range we studied is
supported by the absence of cooperativity in the formation
of locally favored structures (see Fig. 12), the short correla-
tion length (see Fig. 19), and the almost perfect fitting of the
T, P-dependence of s by Eq. (1) without cooperativity [see
Figs. 13(e) and 13(f) and Figs. 14(e) and 14(f)].

The hierarchical two-state model incorporates dynami-
cal effects in a purely static thermodynamic framework by
considering the activation barrier for motion and its link to
the coarse-grained structural order parameter. It explains the
dynamic anomaly as a continuous crossover from ρ-rich to
S-rich water upon cooling. Since this crossover depends only
on the fraction of the dynamic S state, without relying upon
glassy slow dynamics, it is different from previous explana-
tions based on the slowing down of dynamics near Tg. These
conventional scenarios are underpinned by MCT, predicting
a power-law divergence of the structural relaxation time (or
viscosity) towards TMCT or by the Adam-Gibbs theory that
predicts a VFT behavior.5 At ambient pressure, a recent mea-
surement of viscosity in a wide temperature range 239-373 K
rules out the VFT behavior and supports a power law with a
divergent temperature TMCT = 226 K.73 However, its location
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does not obey the empirical rule of TMCT ∼ 1.2Tg estab-
lished for many glass-formers. On the other hand, MCT well
describes the two-step decay of the intermediate scattering
function and the onset of non-Arrhenius dynamic behavior of
liquid water at low pressure.17–19,27,74 MCT is a theory that
explains the slow dynamics of supercooled liquid by a struc-
tural change in a liquid near Tg. So MCT seems to capture
the onset of the non-Arrhenius behavior in a weakly super-
cooled regime by detecting the (non-glassy) structural change
of water in the liquid in this temperature region. In relation
to this, it is interesting to note that, in this region, our predic-
tion and the power-law prediction are almost indistinguishable
in the functional form [see, e.g., Fig. 2(a) in Ref. 34]. At
the same time, however, MCT can explain neither the dif-
fusion data in a deeply supercooled region82 nor those at P
> 1500 bars.15 Furthermore, recent experiments showed the
absence of any singularities in water’s dynamics at ambient
pressure77,78,82 [see, e.g., Fig. 15(c)]. Here we note that the
diffusion results have been interpreted as a fragile (power
law)-to-strong (Arrhenius) transition. In reality, however, the
data clearly show an Arrhenius-to-Arrhenius crossover, in
agreement with our prediction based on the hierarchical two-
state scenario (see Fig. 15). All these pieces of evidence,
combined with the dynamic anomalies upon compressing
(see Figs. 13 and 14), which are difficult to explain by the
glass transition scenario, the maximization of χT,R

4 (t) at TsD= 1
2

and the breakdown of the Stokes-Einstein-Debye relation far
above 1.2Tg, clearly suggest that water’s dynamic anomalies,

FIG. 20. Hierarchical two-state scenario of water’s anomalies. (a) In the two-
state scenario, the full temperature range can be divided into three regimes:
(1) At high temperatures (ρ state regime), water is predominated by the disor-
dered ρ state and behaves like normal liquids; (2) in the supercooled regime
(two-state regime), water is mainly a mixture of ρ and S states, behaving
anomalously; (3) below the two-state regime (S state regime), water is mostly
in the S state and shows glassy behavior typical of strong liquids. (b) Fractions
of thermodynamic and dynamic S states as a function of inverse temperature at
1 bar for TIP5P water. (c) Reorientational time τ2 in log scale and four-point
susceptibility χ4(τ4) as a function of inverse temperature at 1 bar for TIP5P
water. At ambient pressure, dynamic S states grow rapidly upon cooling and
their fraction reaches a value of 0.5 at TsD= 1

2
, where χ4(τ4) maximizes, indi-

cating unique two-state behavior. When entering and leaving the two-state
regime, dynamic quantities show an Arrhenius-to-Arrhenius crossover, cen-
tered by the sD = 1

2 line. The two-state regime is far from the glass transition
temperature Tg, and as a result, the dynamic slowing down, dynamic het-
erogeneity, and Stokes-Einstein-Debye relation breakdown all start far away
from Tg.

FIG. 21. Schematic figure showing the role of criticality on water’s anoma-
lies. The effect of criticality associated with the second critical point (yellow
point) at (T c, Pc) may be limited in the critical regime shaded in red color.
Outside this region, criticality does not play any important role, and thus, a
simple two-state scenario without cooperativity should be valid there. Thus,
it is expected that the Widom line with criticality (red solid line) continuously
transforms to the (two-state) Schottky line without any criticality (orange solid
line). The blue line is the dynamic Schottky line where sD(T, P) = 1/2. We
also draw a coexistence line (pink solid line) of high-density liquid (HDL)
and low-density liquid (LDL) as well as spinodal lines (pink dashed lines),
which are the stability limit of HDL and LDL.

starting very far from Tg, do not originate from the glass tran-
sition. On the other hand, our two-state scenario not only
naturally explains the apparent “fragile-to-strong” transition
and the violation of the Stokes-Einstein-Debye relation far
above 1.2Tg but also distinctively predicts the maximiza-
tion of dynamic fluctuations below the Widom line, in good
agreement with experimental and simulation results.

Our hierarchical two-state scenario of water’s anomalies
is explained in Fig. 20 for TIP5P water. All the anomalies are
a consequence of the dynamical coexistence of ρ and S states.
We also show the role of the second critical point schematically
in Fig. 21. As shown in this figure, we argue that criticality
associated with the second critical point is important only in
the critical region shaded in red color, where the criticality may
induce apparent power-law divergences towards the Widom
line. However, outside this critical regime, there is little effect
of criticality and the Widom line with criticality transforms
continuously to the Schottky line without any criticality.

VI. CONCLUSIONS

Taken together, the above discussions suggest a unified
picture of water’s thermodynamic and dynamical anomalies,
as illustrated in Fig. 20. At high temperatures (ρ state regime),
water mainly consists of the disordered ρ state and behaves like
normal liquids. In a supercooled regime (two-state regime),
water contains two local structures with their populations vary-
ing rapidly with temperature and pressure. In this two-state
regime, water’s properties are mainly determined by the hier-
archical two-state model. Below the two-state regime and
approaching Tg (S state regime), glassiness should play a
more and more important role and eventually predominate
water’s dynamical behaviors near the glass transition point.
Water’s thermodynamic and dynamic anomalies locate in the
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two-state regime and therefore originate from the presence of
the underlying two distinct local structures.

Water-like dynamic anomalies in the form of fragile-to
strong transitions, which were pioneered by Angell and his
co-workers,21,23 have been seen in many glass-formers such
as silica (see, e.g., Refs. 84 and 85), metallic liquids (see, e.g.,
Refs. 86 and 93–96), and chalcogenides,97,98 and they are also
located far above the glass-transition temperature, as in the
case of water. Thus, we argue that these behaviors may also
be caused by local structural orderings and may not be related
to the glass transition. This may be reasonable since many of
these liquids have a tendency to form local structures30 such
as tetrahedral or icosahedral structures.99,100

The two-state feature provides water with a unique degree
of freedom, the fraction of locally favored structures. This
makes water unique from ordinary liquids: water can change
physical and chemical properties in a flexible manner, respond-
ing to the change of various conditions such as temperature,
pressure, other external fields, and the addition of solutes or
ions. This flexibility of water plays a crucial role in biological
and geological situations.

SUPPLEMENTARY MATERIAL

See supplementary material for movie depicting Fig. 7.
The movie shows the local structure fluctuation around a ran-
domly chosen water molecule during 123 ps (�0.05τ2) at
1 bar and 250 K.
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APPENDIX A: DYNAMIC HETEROGENEITIES

Dynamic heterogeneity describing the fluctuations of
dynamics over time and space is measured by four-point cor-
relation functions.101 A four-point susceptibility χT,R

4 (t) is
defined to characterize the degree of dynamic heterogeneity,

χT,R
4 (t) =

1
N

[〈
Q(t)2

〉
− 〈Q(t)〉2

]
, (A1)

where Q(t) is an overlap function that measures the degree of
overlap between two configurations,

Q(t) =
N∑
i

wT,R
i (t). (A2)

In order to measure the rotational and translational
dynamic heterogeneities separately, the overlap functions are
defined as wT

i (t) = δ(rc − ∆ri(t)) and wR
i (t) = δ(ϕc − ∆ϕi(t)),

respectively. Here, ∆ri(t) and ϕi(t) are the translational dis-
placement of oxygen and rotational angle of dipole moment
of water i during time t, respectively. rc = 1 Å and ϕc = 30◦

are set as threshold for translational and rotational motions,

FIG. 22. Translational four-point susceptibility χT
4 (t) at 1 bar for TIP5P

water. χT
4 (t) maximizes at a dynamic time scale τ4. The curves for 226,

230, and 235 K were averaged over 3, 10, and 4 independent trajectories.
Reproduced with permission from Fig. S7 of Shi et al., Proc. Natl. Acad. Sci.
U. S. A. 115, 9444–9449 (2018). Copyright 2018 Proceedings of the National
Academy of Sciences, USA.

FIG. 23. Rotational four-point susceptibility χR
4 (t) at 1 bar for TIP5P water.

χR
4 (t) maximizes at a dynamic time scale τ4. The curves for 226, 230, and

235 K were averaged over 3, 10, and 4 independent trajectories. Reproduced
with permission from Fig. S8 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115,
9444–9449 (2018). Copyright 2018 Proceedings of the National Academy of
Sciences, USA.

respectively. Both translational and rotational four-point sus-
ceptibilities χT,R

4 (t) maximize at the time scale τ4 (Figs. 22

and 23) and the peak heights χT,R
4 (τ4) as a function of tem-

perature both maximize at the dynamic Schottky line where
sD = 1

2 . This result demonstrates that not only translational but
also rotational dynamic heterogeneities maximize at TsD= 1

2
,

confirming the two-state feature of supercooled water.

APPENDIX B: ADDITIONAL RESULTS
FOR ST2 WATER

Figures 24 and 25 show the temperature and pressure
dependences of local structures in ST2 water, respectively. The
local structures of water were characterized by the structural
descriptor ζ , H-bond number, coordination number, and tetra-
hedral parameter q. In agreement with TIP5P water, ST2 water
also shows a clear two-state feature, with the S state having
higher order, more (four on average) H-bonds, and smaller
local density than the ρ state.

Figures 26 and 27 show the translational and rotational
four-point susceptibility χT,R

4 (t) in ST2 water, respectively.

χT,R
4 (t) maximizes at a time scale τ4. Similar to TIP5P

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-027845
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FIG. 24. Local structures of ST2 water at 1 bar for different temperatures.
(a) Typical snapshots of water’s local structure for static ρ and S states. The
dotted red lines represent H-bonds, and solid blue lines show the tetrahedral
structure. (b) Distribution of order parameter ζ , which shows a clear bimodal
feature. (c) Numbers of first-shell (solid lines) and H-bonded (dashed lines)
neighbors per water molecule as a function of ζ . (d) Tetrahedral parameter
q as a function of ζ . As illustrated in (a), the S state has higher order, more
H-bonds, and smaller local density than the ρ state. The arrows denote the
direction of increasing temperature. Panel (a) in this figure is reproduced with
permission from Fig. 1 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115,
9444–9449 (2018). Copyright 2018 Proceedings of the National Academy of
Sciences, USA.

FIG. 25. Local structures of ST2 water at 280 K for different pressures. (a)
Distribution of order parameter ζ . (b) Numbers of first-shell (solid lines) and
H-bonded (dashed lines) water as a function of ζ . (c) Tetrahedral parameter
q as a function of ζ . Two-state features remain even at high pressures. The
dashed arrows denote the direction of increasing pressure.

FIG. 26. Translational four-point susceptibility χT
4 (t) at 1 bar for ST2 water.

χT
4 (t) maximizes at a dynamic time scale τ4. Reproduced with permission

from Fig. S9 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115, 9444–9449
(2018). Copyright 2018 Proceedings of the National Academy of Sciences,
USA.

FIG. 27. Rotational four-point susceptibility χR
4 (t) at 1 bar for ST2 water.

χR
4 (t) maximizes at a dynamic time scale τ4. Reproduced with permission

from Fig. S10 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115, 9444–9449
(2018). Copyright 2018 Proceedings of the National Academy of Sciences,
USA.

water, the peak heights χT,R
4 (τ4) as a function of temperature

maximize at the dynamic Schottky line where sD = 1
2 , again

confirming the two-state feature of supercooled water.
In Fig. 28, we compare the diffusion coefficients of ST2

water calculated in the present work by a hybrid Monte Carlo
method, after a simple scaling in time, with those calculated

FIG. 28. Diffusion coefficient as a function of inverse temperature in ST2
water at 1 bar. Diffusion coefficients (D) calculated in the present work by a
hybrid Monte Carlo method, after a simple scaling in time, agree very well
with those calculated by molecular dynamics simulation.8 Reproduced with
permission from Fig. S14 of Shi et al., Proc. Natl. Acad. Sci. U. S. A. 115,
9444–9449 (2018). Copyright 2018 Proceedings of the National Academy of
Sciences, USA.
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by molecular dynamics simulation.8 The result shows that the
hybrid Monte Carlo method gives the right temperature depen-
dence of water’s dynamics. The same time scaling was also
applied to Figs. 14, 26, and 27.
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41M. A. Anisimov, M. Duška, F. Caupin, L. E. Amrhein, A. Rosenbaum, and
R. J. Sadus, “Thermodynamics of fluid polyamorphism,” Phys. Rev. X 8,
011004 (2018).

42P. M. de Hijes, E. Sanz, L. Joly, C. Valeriani, and F. Caupin, “Viscosity and
self-diffusion of supercooled and stretched water from molecular dynamics
simulations,” J. Chem. Phys. 149, 094503 (2018).

43M. J. Cuthbertson and P. H. Poole, “Mixturelike behavior near a liquid-
liquid phase transition in simulations of supercooled water,” Phys. Rev.
Lett. 106, 115706 (2011).

44Y. E. Altabet, R. S. Singh, F. H. Stillinger, and P. G. Debenedetti, “Ther-
modynamic anomalies in stretched water,” Langmuir 33, 11771–11778
(2017).

45E. Shiratani and M. Sasai, “Molecular scale precursor of the liquid–liquid
phase transition of water,” J. Chem. Phys. 108, 3264–3276 (1998).

46J. Russo and H. Tanaka, “Understanding water’s anomalies with locally
favoured structures,” Nat. Commun. 5, 3556 (2014).

47R. Shi and H. Tanaka, “Microscopic structural descriptor of liquid water,”
J. Chem. Phys. 148, 124503 (2018).

48R. Shi and H. Tanaka, “Impact of local symmetry breaking on the physical
properties of tetrahedral liquids,” Proc. Natl. Acad. Sci. U. S. A. 115,
1980–1985 (2018).

49H. Tanaka, “Two-order-parameter description of liquids: Critical phenom-
ena and phase separation of supercooled liquids,” J. Phys.: Condens. Matter
11, L159 (1999).

50H. Tanaka, “General view of a liquid-liquid phase transition,” Phys. Rev.
E 62, 6968 (2000).

51M. Yamada, S. Mossa, H. E. Stanley, and F. Sciortino, “Interplay between
time-temperature-transformation and the liquid-liquid phase transition in
water,” Phys. Rev. Lett. 88, 195701 (2002).

https://doi.org/10.1146/annurev.pc.34.100183.003113
https://doi.org/10.1038/24540
https://doi.org/10.1088/0953-8984/15/45/r01
https://doi.org/10.1088/0953-8984/15/45/r01
https://doi.org/10.1038/ncomms9998
https://doi.org/10.1021/acs.chemrev.5b00750
https://doi.org/10.1073/pnas.1700103114
https://doi.org/10.1073/pnas.1700103114
https://doi.org/10.1038/360324a0
https://doi.org/10.1073/pnas.0507870102
https://doi.org/10.1073/pnas.0507870102
https://doi.org/10.1021/acs.chemrev.5b00609
https://doi.org/10.1063/1.3506860
https://doi.org/10.1038/nature13405
https://doi.org/10.1126/science.aap8269
https://doi.org/10.1126/science.aao7049
https://doi.org/10.1038/207620a0
https://doi.org/10.1002/bbpc.19810850716
https://doi.org/10.1002/bbpc.19810850716
https://doi.org/10.1038/nature02409
https://doi.org/10.1103/physrevlett.76.2730
https://doi.org/10.1103/physreve.54.6331
https://doi.org/10.1103/physreve.60.5768
https://doi.org/10.1103/physrevlett.86.648
https://doi.org/10.1038/19042
https://doi.org/10.1063/1.1832595
https://doi.org/10.1063/1.1832595
https://doi.org/10.1126/science.1131939
https://doi.org/10.1103/physreve.79.040201
https://doi.org/10.1021/jz9003125
https://doi.org/10.1063/1.4930855
https://doi.org/10.1063/1.4941946
https://doi.org/10.1063/1.4975387
https://doi.org/10.1073/pnas.1807821115
https://doi.org/10.1140/epje/i2012-12113-y
https://doi.org/10.1103/physrevlett.80.5750
https://doi.org/10.1063/1.480609
https://doi.org/10.1209/epl/i2000-00276-4
https://doi.org/10.1088/0953-8984/15/45/l03
https://doi.org/10.1038/srep00713
https://doi.org/10.1063/1.4802992
https://doi.org/10.1063/1.4867287
https://doi.org/10.1063/1.4867287
https://doi.org/10.1063/1.4944986
https://doi.org/10.1063/1.4973546
https://doi.org/10.1073/pnas.1619501114
https://doi.org/10.1103/physrevx.8.011004
https://doi.org/10.1063/1.5042209
https://doi.org/10.1103/physrevlett.106.115706
https://doi.org/10.1103/physrevlett.106.115706
https://doi.org/10.1021/acs.langmuir.7b02339
https://doi.org/10.1063/1.475723
https://doi.org/10.1038/ncomms4556
https://doi.org/10.1063/1.5024565
https://doi.org/10.1073/pnas.1717233115
https://doi.org/10.1088/0953-8984/11/15/005
https://doi.org/10.1103/physreve.62.6968
https://doi.org/10.1103/physreve.62.6968
https://doi.org/10.1103/physrevlett.88.195701


224502-21 Shi, Russo, and Tanaka J. Chem. Phys. 149, 224502 (2018)

52B. Hess, C. Kutzner, D. van der Spoel, and E. Lindahl, “GROMACS
4: Algorithms for highly efficient, load-balanced, and scalable molecular
simulation,” J. Chem. Theory Comput. 4, 435–447 (2008).

53M. W. Mahoney and W. L. Jorgensen, “A five-site model for liquid water
and the reproduction of the density anomaly by rigid, nonpolarizable
potential functions,” J. Chem. Phys. 112, 8910–8922 (2000).

54F. H. Stillinger, “Improved simulation of liquid water by molecular
dynamics,” J. Chem. Phys. 60, 1545–1557 (1974).

55A. K. Soper and M. A. Ricci, “Structures of high-density and low-density
water,” Phys. Rev. Lett. 84, 2881–2884 (2000).

56Z. Yan, S. V. Buldyrev, P. Kumar, N. Giovambattista, P. G. Debenedetti,
and H. E. Stanley, “Structure of the first-and second-neighbor shells of
simulated water: Quantitative relation to translational and orientational
order,” Phys. Rev. E 76, 051201 (2007).

57A. Luzar and D. Chandler, “Effect of environment on hydrogen bond
dynamics in liquid water,” Phys. Rev. Lett. 76, 928–931 (1996).

58A. Luzar and D. Chandler, “Hydrogen-bond kinetics in liquid water,”
Nature 379, 55 (1996).

59J. R. Errington and P. G. Debenedetti, “Relationship between structural
order and the anomalies of liquid water,” Nature 409, 318–321 (2001).

60P.-L. Chau and A. J. Hardwick, “A new order parameter for tetrahedral
configurations,” Mol. Phys. 93, 511–518 (1998).

61G. Walrafen, “Raman spectral studies of water structure,” J. Chem. Phys.
40, 3249–3256 (1964).

62G. Walrafen, “Raman spectral studies of the effects of temperature on water
structure,” J. Chem. Phys. 47, 114–126 (1967).

63G. Walrafen, M. Fisher, M. Hokmabadi, and W.-H. Yang, “Temperature
dependence of the low-and high-frequency Raman scattering from liquid
water,” J. Chem. Phys. 85, 6970–6982 (1986).

64S. Woutersen, U. Emmerichs, and H. Bakker, “Femtosecond mid-IR
pump-probe spectroscopy of liquid water: Evidence for a two-component
structure,” Science 278, 658–660 (1997).

65A. Taschin, P. Bartolini, R. Eramo, R. Righini, and R. Torre, “Evidence
of two distinct local structures of water from ambient to supercooled
conditions,” Nat. Commmun. 4, 2401 (2013).

66J. A. Sellberg, S. Kaya, V. H. Segtnan, C. Chen, T. Tyliszczak, H. Oga-
sawara, D. Nordlund, L. G. Pettersson, and A. Nilsson, “Comparison
of x-ray absorption spectra between water and ice: New ice data with
low pre-edge absorption cross-section,” J. Chem. Phys. 141, 034507
(2014).

67C. Huang, K. T. Wikfeldt, T. Tokushima, D. Nordlund, Y. Harada,
U. Bergmann, M. Niebuhr, T. Weiss, Y. Horikawa, M. Leetmaa et al.,
“The inhomogeneous structure of water at ambient conditions,” Proc. Natl.
Acad. Sci. U. S. A. 106, 15214–15218 (2009).

68J. Russo and H. Tanaka, “Assessing the role of static length scales behind
glassy dynamics in polydisperse hard disks,” Proc. Natl. Acad. Sci. U. S. A.
112, 6920–6924 (2015).

69F. Sciortino and S. Fornili, “Hydrogen bond cooperativity in simulated
water: Time dependence analysis of pair interactions,” J. Chem. Phys. 90,
2786–2792 (1989).

70D. Laage and J. T. Hynes, “A molecular jump mechanism of water
reorientation,” Science 311, 832–835 (2006).

71F. Sciortino, A. Geiger, and H. E. Stanley, “Effect of defects on molecular
mobility in liquid water,” Nature 354, 218 (1991).

72R. J. Speedy and C. A. Angell, “Isothermal compressibility of supercooled
water and evidence for a thermodynamic singularity at -45◦C,” J. Chem.
Phys. 65, 851 (1976).

73A. Dehaoui, B. Issenmann, and F. Caupin, “Viscosity of deeply super-
cooled water and its coupling to molecular diffusion,” Proc. Natl. Acad. Sci.
U. S. A. 112, 12020–12025 (2015).

74P. Gallo and M. Rovere, “Mode coupling and fragile to strong transition in
supercooled TIP4P water,” J. Chem. Phys. 137, 164503 (2012).

75Y. Ni, N. J. Hestand, and J. Skinner, “Diffusion constant in supercooled
water as the Widom line is crossed in no man’s land,” J. Chem. Phys. 148,
191102 (2018).

76F. Mallamace, C. Corsaro, P. Baglioni, E. Fratini, and S.-H. Chen, “The
dynamical crossover phenomenon in bulk water, confined water and protein
hydration water,” J. Phys.: Condens. Matter 24, 064103 (2012).

77C. Gainaru, A. L. Agapov, V. Fuentes-Landete, K. Amann-Winkel, H. Nel-
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