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A B S T R A C T   

This paper reviews the classification schemes used for bottom-up energy system modelling and proposes a novel 
one as re-elaboration of the previous schemes. Moreover, this paper identifies that the main challenges of this 
research field rotate around the concept of resolution. A matrix of challenges in which four main fields are 
identified: resolution in time, in space, in techno-economic detail and in sector-coupling. These main fields are 
divided into different levels of resolution: low, medium and high. The use of a low resolution introduces errors in 
the modelling as demonstrated by different studies. Several existing bottom-up energy system models are 
reviewed in order to classify them according to the proposed approach and map them through the proposed 
matrix. 13 different models are analyzed in the category of bottom-up short-term and 9 as bottom-up long-term 
energy system models. The following mapping shows how several models reach a high level of resolution in one 
or more than one area. However, the ultimate challenge is the simultaneous achievement of high resolution in all 
these fields. The literature review has shown how this final aim is not reached by any model at the current stage 
and it highlights the gap and weaknesses of this branch of research and the direction versus which is important to 
work to improve this type of modelling.   

1. Introduction 

The mitigation of climate change through the reduction of anthro-
pogenic Green House Gas (GHG) emissions [1,2] is one of the greatest 
challenges of the international community. The energy sector divided 
into electricity, transport, heat and industry sectors covers almost 75% 
of the overall quantity [3]. With the final aim to mitigate CO2 emissions 
and strengthen energy security, a large number of regions and nations 
have approved strict future energy targets characterized by high pene-
tration of renewables and energy efficiency. 

At European level, the “2020 climate and energy package” was 
approved in 2007 [4], with the aim to reduce GHG emission by 20% 
(with respect to 1990), ensuring 20% of final energy consumption 
satisfied with RES and 20% annual energy savings (with respect to the 
Business-As-Usual, BAU, scenario). In 2014, more ambitious targets 
were set to be achieved before 2030 with the “2030 climate and energy 
framework” [5]: 40% cut in GHG emissions (with respect to 1990), 27% 
share of renewable energy in the total final consumption and 27% 

energy efficiency improvement (with respect to the BAU scenario). In 
the United States, California with the Clean Energy and Pollution 
Reduction Act – SB 350 [6] signed in 2015 had the aim to reduce GHG to 
40% below 1990 levels by 2030 and to 80% below 1990 levels by 2050. 
With the executive order B-55-18 [7] signed in 2018, California aims at 
achieving carbon neutrality no later than 2045. Another example is the 
case of New Zealand who signed in 2019 the Climate Change Response 
(Zero Carbon) Amendment Act [8] in which set the target of net zero 
emissions of GHG by 2050. Energy system modelling and energy plan-
ning are, hence, relevant research disciplines in the evaluation of future 
energy systems and in the process of supporting policy-makers in the 
definition of the energy targets and corresponding best energy 
strategies. 

Energy planning and scenarios generation have two main goals: to 
provide guidance and material for discussion about future energy sys-
tems and to support decision-makers in developing short and long-term 
energy strategies [9]. An added value is certainly transparency where 
not only assumptions, input data and model outputs should be readable 
but, also the numerical approach implemented in the model. 
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Over the last 20 years, the number of energy system models has 
significantly increased thanks to the increased computational capabil-
ities. As a consequence of the high number of bottom-up energy system 
models, it is important to carry out a literature review analysis to 
identify the most suitable model for the scope and also to avoid the 
duplication of already existing models. A classification scheme can 
support the identification of differences and similarities of the energy 
system models, hence assisting the process of selection of the proper one 
[10]. 

Numerous classifications of energy system models exist. Grubb et al. 
[11] in 1993 proposed a first classification of energy system models 
distinguishing between top-down and bottom-up approach, short-term 
and long-term and analyzing the sectoral coverage. Van Beeck [10] in 
1999 introduced a classification based on the identification of different 
features such as general and specific purpose, analytical approach, 
model structure, mathematical approach, underlying methodology, 
geographical coverage, sectoral coverage and time horizon. Hourcade 
et al. [12] in 2006 proposed a classification of energy models concen-
trating on the difference between bottom-up and top-down models and 
the need for hybrid integrated models. Tomaschek [13] in his PhD 
dissertation of 2013 introduced an elaboration of Van Beeck study. He 
proposed a classification of energy system models with a circular 
structure placing on the same level of importance the main character-
istics introduced by Van Beeck. Cao et al. [9] in 2016 starting from the 
approach of Tomaschek elaborated a checklist of transparency criteria 
for model-based scenario studies. 

In addition, there are several studies which deal with reviews of 
energy system models proposing additional characteristics to classify 
them. In fact, these studies introduce further practical aspects to facili-
tate the choice of the model for researchers and planners. Worrell et al. 
[14] in 2004 differentiated bottom-up energy system models based on 
the technology representation. This feature allows the distinction be-
tween explicit technology representation when the model describes 
actual characteristics of individual technologies and stylistic technology 
representation when the model catches the characteristics of a group of 
technologies. Jebaraj et al. [15] in 2006 presented a review of energy 
models identifying different categories of models: energy 
supply-demand models, energy planning models, optimization models, 
forecasting models, energy models based on neural networks and 
emission reduction models. Mundaca et al. [16] in 2010 proposed a 
review of bottom-up energy system models focusing on how these 
models include and implement energy efficiency of the household 

sector. Connolly et al. [17] in 2010 produced a study comparing 37 
different models through a survey process to the model developers. 
Their analysis highlighted additional features more useful from a prac-
tical prospective such as number of downloads, specific focus, 
renewable-energy penetrations simulated (100% electricity simulated 
vs. 100% renewable energy-system). Hall et al. [18] in 2016 analyzed 22 
different energy system models utilized in the United Kingdom. Lund 
et al. [19] in 2017 investigated the diversity of energy system models 
subdividing them based on the theoretical background. They examined 
the differences between simulation and optimization approaches at 
different levels: the mathematical approach, the role of politics and the 
role of modelers and planners. Lyden et al. [20] in 2018 presented a 
comparison of 13 different tools for community scale based on charac-
teristics of input data, supply technologies, design optimization, out-
puts, demand side management, storage and practical considerations. 
Ringkjøb et al. [21] in 2018 analyzed and compared 75 different energy 
and electricity system models with the final aim to help modellers in the 
choice of the right model for their purposes. 

Pfenninger et al. [22] in 2014 presented the challenges of the energy 
system modelling research field: resolution in time and space, uncer-
tainty and transparency, the integration of the increasing complexity of 
the energy sector, and the integration of social behavioural economics. 

In this paper, a new re-elaboration of the classification and chal-
lenges of energy system models is suggested as a result of the past pro-
posed schemes and the characteristics of newly released models. If 
compared to the existing presented literature, this paper aims at the 
achievement of a more detailed and structured approach on classifica-
tion and challenges of bottom-up energy system models. The challenges 
matrix presented in this paper in section 3 can serve as standardized and 
shared approach to compare different energy system models and in-
crease robustness of findings. Moreover, this matrix tool allows an 
improvement of the transparency in the comparison of the characteris-
tics of different energy system models towards the challenges of the 
research field. These are all relevant elements to identify the common 
findings and to provide robust evidence to the developed scenarios and 
transition pathways. This is a strong requirement to be able to better 
support energy and climate policy at regional and national level. Thus, 
the scope of the paper is not the presentation and comparison of a high 
number of different models, but the identification of a classification 
scheme and challenges in this research field. It is important to point out 
that this paper will focus only on bottom-up approach as it will be clear 
in the next section. 

The paper is structured as follows: in section 2 the proposed classi-
fication scheme of bottom-up energy system models is presented and 
applied to 22 different models, in section 3 the challenges of bottom-up 
energy system modelling are identified and organized within a matrix. 
Moreover, the 22 introduced models are mapped following this matrix 
criteria. The last section deals with the conclusions of the study. 

2. Energy system models classification 

In order to classify energy system models, a first distinction that can 
be made regards the analytical approach: Top-down versus Bottom-up 
models [23]. Top-down models are typically adopted by economists 
and public administrations. These models focus on connecting the en-
ergy system to other macro-economic sectors. They are usually charac-
terized by a simplified representation of the components and complexity 
of the energy system and are therefore not appropriate to identify 
sector-specific policies. Their application field is the evaluation of the 
impacts of energy and climate policies on socio-economic sectors as 
social growth, public welfare, employment etc. 

An opposite approach is provided by bottom-up models which 
analyze in detail the components and interconnections between the 
different energy sectors. These detailed models from a techno-economic 
point of view allow the user to compare the impact of different tech-
nologies on the energy system and to evaluate the best future 

Nomenclature 

GHG Green House gas 
BAU Business-As-Usual 
GDP Gross Domestic Product 
BSAM Business Strategy Assessment Model 
IAMs Integrated Assessment Models 
NEMS National Energy Modelling System 
VRES Variable renewable energy sources 
DSM Demand side management 
SO Single-objective 
MO Multi-objective 
LP Linear programming 
MILP Mixed integer linear programming 
DLR German Aerospace Center 
KTH Royal Institute of Technology 
IIASA Applied Systems Analysis 
DTU Technical University of Denmark 
UC Unit commitment 
SES Smart Energy System  
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alternatives to lower GHG emissions for the achievements of the energy 
targets. However, the bottom-up approach does not take into account 
the connections between the energy system and the macro-economic 
sectors, thus neglecting the impacts on these sectors. 

A category of top-down energy system models is identified by input- 
output methods. This type of models uses a matrix of input/output co-
efficients to analyze the macroeconomic impacts of a certain policy in 
the energy sector. An example is the approach of Oliveira et al. [24] who 
developed an input-output model to support policy makers through the 
study of the interactions between the energy sector and the whole 
economy of Portugal. Another category is econometric models. This 
approach relies on empirical data to test economic relationships be-
tween the energy sector and macro-economic indicators such as Gross 
Domestic Product (GDP), employment or gross value added. An example 
of this type is the E3ME model [25,26] developed by Cambridge 
Econometrics [27]. Another type of these models is the computable 
general equilibrium approach which simulates long-term scenarios with 
the assumption that the markets are at perfect equilibrium. GEM-E3 
model [28] adopts this approach and simulates the correlations be-
tween the economy, the energy sector and the environment. System 
dynamics is another technique that is used for top-down energy system 
models. It allows the evaluation of the correlations between energy 
sector and the whole economy through the use of feedback loops 
mathematically formulated through non-linear differential equations. 
An example of this approach is provided by Gravelsins et al. [29] who 
used system dynamics applied to energy transition combining 
techno-economic and socio-technical aspects. Another type of top-down 
energy system model is agent-based approach. Papadelis et al. [30] with 
this approach realized the Business Strategy Assessment Model (BSAM) 
to evaluate the dynamics of an energy-economic system focusing on the 
impact of different policies on the decision of private actors. Nikas et al. 
[31] used the BSAM model to inspect the role of prosumers in the resi-
dential sector. Sachs et al. [32] applied an agent-based model to assess 
energy-related investment decisions in the buildings sector. 

Recently, there have been some attempts to build energy models that 
could benefit from the advantages of both the mentioned approaches. 
Hybrid models are realized by combining top-down macro-economic 
models with at least one bottom-up model for each final sector. This can 
be done either by manually transferring the data and the parameters 
from one model to the other (soft-linking) or using automatic routines to 
do the same (hard-linking). Greening et al. [33] proposed a review of 
hybrid energy system models focusing on the integration of the 
macro-economic sectors into bottom-up energy system models. 

An example of hybrid models is identified by Integrated Assessment 
Models (IAMs) which are characterized by close loops between the 
following modules: climate, impacts, economy and energy. Nikas et al. 
[34] presented a review of these models classifying them based on 
system coverage, mathematical structure, model perspective, 
geographic coverage, forecasting period, endogenous/exogenous tech-
nological change, type of uncertainty treatment and factors. Doukas 
et al. [35] proposed a review of techniques such as portfolio analysis, 
multiple criteria decision making and fuzzy cognitive maps which allow 
IAMs to reduce the gap towards the correct assessment of specific as-
pects in climate policy. 

Economic-engineering models are also another example of hybrid 
models, which combine macro-economic principles with technology 
details. Gabriel et al. [36] presented the National Energy Modelling 
System (NEMS) which is used to calculate equilibrium between fuel 
prices and quantities in the United States energy system. Antonsiewicz 
et al. [37] coupled a bottom-up energy system model to inspect the 
optimal energy mix and a dynamic stochastic general equilibrium 
macro-economic model to assess the socio-economic impacts. Keramidas 
et al. [38] with the POLES-JRC model created an approach to integrate 
the energy sector with macro-economic evaluation and climate policy 
assessment. PRIMES model [39] is a general equilibrium model which 
integrates techno-economic details and constraints in economic 

modelling of behaviors. 
Moving to bottom-up models, a first distinction is made depending 

on the time horizon chosen. This feature subdivides these models into 
static and long-term approaches [40]. Static or short-term models use a 
short temporal horizon and usually analyze the energy system config-
uration and its future alternatives in a target year. Long-term models 
operate on a longer temporal horizon inspecting the evolution of the 
energy system until the target year. This implies including additional 
variables such as life-cycle, residual capacity, plant decommissioning 
and commissioning within the transition. To conclude, Static models 
differ from long-term models in the way the transition is endogenously 
modeled. Long-term approach endogenously models the entire transi-
tion while static approach concentrates on the final year. 

Another distinction within long-term models is given by the 
approach to the optimization problem [41] leading to perfect-foresight 
approach or myopic approach. Perfect-foresight approach is based on 
the assumption that the decision-makers have complete knowledge on 
the whole transition. Thus, they have full information on cost trends, 
consumption variation, decay of performance of certain technologies, 
future decommissioning of power plants, future improvement of the 
efficiencies of certain technologies, etc.. This approach is realized 
through the formulation of a unique optimization problem analyzing all 
the time-periods simultaneously. These models can also be classified as 
intertemporal models. The myopic approach is instead characterized by 
the time-horizon divided into a sequence of optimization problems 
where the output of the prior serves as input for the following. For this 
reason, these models can also be called recursive. The decider has not 
thus a complete information on the whole horizon, leading to decisions 
in a certain step sub-optimal with regards of what happens in the 
following steps. This last approach is more realistic as in reality the 
decisions are taken without a complete information about the future 
changes. However, the decider could be misguided in the first time-steps 
due to its limited knowledge and may not be capable to repair the early 
wrong decisions in the following steps. 

Fig. 1 shows the proposed classification of energy system models. 
Bottom/up energy system models are divided into static and long-term. 
Long-term ones are then split in perfect-foresight and myopic ap-
proaches. Bottom-up short-term, long-term perfect foresight and long- 
term myopic models can be subdivided further thanks to additional 
features and indicators. These features appear also in the previous 
studies showed above on energy system models classification. Here all 
these characteristics are aggregated, and some additional and specific 
elements are provided in order to better classify the models on quanti-
tative criteria. Their full explanation and definition follow. 

2.1. Energy sectors covered 

A model can concentrate on one specific sector of the energy system 
or include all sectors. Thus, a first indicator is represented by the energy 
sectors covered. In order to define energy sectors in energy system 
modelling is important to distinguish between the commodities such as 
electricity, heat, hydrogen, fuels and the demand sectors such as 
building, industry and transport sectors [21]. Commercial and residen-
tial buildings served by individual heating systems or district heating 
networks are included in the building sector. Agriculture is usually 
contained in the industry sector. However, different studies refer to the 
concept of sector-coupling as the linking between the electricity, heat-
ing, industry and transport sectors. An example of this approach is the 
study of Victoria et al. [42] who analyzed the role of storage in the 
decarbonization of the sector-coupled European energy system. Brown 
et al. [43] presented an open energy system model for Europe studying 
the benefits of flexibility options provided by sector-coupling technol-
ogies such as battery electric vehicles, power-to-gas and thermal storage. 
Therefore, in this paper, this latter approach in the subdivision of the 
energy sectors is used to refer to the concept of sector-coupling. 

Several different studies analyzed the advantages of the coupling of 
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the energy sectors. One of the first is Aalborg University [44] through 
the elaboration of the smart energy system concept through which has 
demonstrated the advantages of studying the interactions and synergies 
among different energy sectors to maximize efficiency of the system and 
reduce wastes [45,46]. Nastasi et al. underlined the benefits of the in-
terconnections between the thermal and electricity sectors through the 
use of hydrogen synthesis [47] and power-to-gas [48]. In Refs. [49] Lo 
Basso et al. demonstrated the benefits of the synergies between the 
thermal and electricity sectors including cogeneration power plants and 
heat pumps in the energy system. 

2.2. Geographical coverage 

It divides the modelling between single and multi-node approaches. 
A single-node energy system model does not have internal bottlenecks or 
constraints in the transport of any type of energy. A traditional type of 
energy that presents bottlenecks is electricity where the constraints are 
generated by transmission and distribution limits. Another example 
could be the distribution of natural gas or other hydrocarbons. A single- 
node energy system model, therefore, considers an ideal perfect trans-
mission system without bottlenecks or losses. The use of this type of 

models generates some simplifications and, as a consequence, some 
inaccuracies. These inaccuracies are usually limited when the model 
describes the energy system of local areas, but increase when applied to 
national or broader level [50]. 

2.3. Time resolution 

This is a particularly relevant indicator in energy system modelling 
and for this reason this section is more exhaustive and detailed than the 
others. First of all, it is important to highlight the terminology: horizon, 
period and simulation year. The horizon is the time frame on which the 
model is applied. It can be a future target year for short-term models (i.e. 
2030 or 2050) or a whole transition for long-term models (i.e. from 2020 
to 2050). For long-term models is important to define the periods on 
which is divided the horizon. Usually not every year is simulated by the 
model, but periods of 2, 3 or 5 years can be chosen to divide the whole 
horizon in lower number of years to be simulated. This is usually done to 
reduce the computational effort. The simulation year is the year matter 
of the analysis of the model. In detail, for short-term energy system 
models the horizon coincides with the simulation year. Long-term en-
ergy system models evaluate the simulation year different times among 

Fig. 1. Classification diagram of energy system models.  
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the horizon and depending on the choice of the periods. The model must 
match the energy demand and supply in each time-step in which is 
divided the simulation year. The time-step which divides the simulation 
year defines the time resolution of the model. 

The simulation year is divided in time-steps. In this regard, it is 
important to introduce the time-slice concept. A time-slice is a stylized 
temporal representation and it is defined as the number of time-steps in 
which is divided the simulation year [51]. Bottom-up energy system 
models have traditionally adopted a low number of time-slices to depict 
the simulation year. Usually, a single time slice per year or a small set of 
seasonal and daily time slices are considered. As proof of this, different 
studies using TIMES adopt the 12 time-slices approach (4 seasonal and 3 
diurnal: day, night, peak): TIMES-Canada [52], TIMES-Sweden [53] and 
the JRC-EU-TIMES [54]. Astudillo et al. [55] applied TIMES with 16 
time-slices per year (4 seasonal and 4 diurnal: day, night, morning peak 
and evening peak). Balyk et al. [56] presented TIMES-DK with 32 
time-slices per year (4 seasonal, 2 weekly and 4 diurnal). Another 
example is GENeSYS-MOD [57] which is an application of the 
open-source energy modelling system OSeMOSYS with 16 time-slices 
per year (4 seasonal, 2 weekly and 2 diurnal). This is mainly driven by 
two main reasons: i) increasing the number of time-steps or time-slices 
increase the computational burden and ii) in the past, the energy sys-
tem was mostly based on fossil fuels or nuclear power plants which 
production is mainly constant and not affected by fluctuations 
depending on the weather. 

The spread of renewable energy sources has brought an additional 
level of complexity. The introduction of variable renewable energy 
sources (VRES), storage, flexibility options and demand side manage-
ment (DSM) requires modelling techniques with higher time resolution. 
However, increasing the time resolution enlarges the computational 
cost. Hence a trade-off is necessary between increasing time resolution 
to depict more accurate VRES generation, storage options, DSM and 
lowering it to reduce computational time. 

Different authors have inspected the impact of time resolution. 
Deane et al. [58] have studied the advantages of soft-linking a power 
systems model with higher time resolution to an energy systems model 
(i.e. a dispatch model, no investment optimization is considered). The 
results showed that an energy systems model adopting a low time res-
olution could underestimate VRES curtailments and overestimate the 
use of baseload plant. 

Haydt et al. [59] analyzed the relevance of time resolution in 
mid/long-term energy planning models confirming the importance of 
time resolution not to overestimate the diffusion of VRES. They identi-
fied and compared three methods to balance demand and generation: 
the integral, the semi-dynamic and the dynamic method. The first is 
characterized by a low number of time-slices. The semi-dynamic is 
characterized by an intermediate number of time-slices selected by using 
representative days approach. For example, in their paper they used 
TIMES model with 288 time periods per year (three days per season and 
24 h per day). The dynamic method considers each hour of the year. 
Important differences appeared in the final results highlighting the 
importance of time resolution not to overestimate renewable resource in 
the planning of an energy system. 

Poncelet et al. [60] studied how temporal and techno-economic 
operational detail simplifications impact on the final results of 
bottom-up long-term energy system models. They demonstrated how 
improving temporal resolution should be prioritized compared to 
techno-economic operational detail. In addition, they also highlighted 
how the selection of the time-slices is very relevant. They demonstrated 
how some methods to choose time-slices such as the representative days’ 
method or the alternative version of the integral method can reduce the 
error introduced by the classical 12 time-slices approach saving 
computational time compared to the hourly time-step. 

From these studies, it is possible to deduce a classification for time 
resolution. Table 1 summarizes the different levels of time resolution 
with the corresponding categories in terms of the number of time-slices 

and the approach used for their selection. 
Following the classification introduced by Haydt et al. [59], the 

lowest time resolution is identified by a low number of time-slices and it 
can be defined as integral method. Particularly used is the 12 time-slices 
approach, corresponding to three time-slices per season. This case, as 
shown in the study of Poncelet et al. [60], presents a large generation 
mix error compared to the hourly time resolution approach especially 
when facing high penetration of renewables. The opposite extreme case, 
or as defined by Haydt et al. [59] the dynamic method, is the high time 
resolution that is represented by the use of an hourly time-step. The 
intermediate situation, or semi-dynamic method for Haydt et al. [59], 
adopts alternative approaches for selecting the time-slices that produce 
a lower generation mix error and at the same time allows to reduce the 
computational cost. An example presented by Poncelet et al. is given by 
the representative days and by the alternative version of the integral 
method. 

2.4. Methodology 

Another element that further divides the energy system model is the 
adopted methodology. This allows for the classification of the models in 
simulation, dispatch optimization and investment optimization models. 
A simulation model allows the testing of a certain configuration of the 
energy system and obtains the final dispatch together with indicators 
such as total annual costs, annual CO2 emissions, primary energy savings 
or excess electricity production. The dispatch carried out by simulation 
models is usually driven by a simple heuristic technique. This method 
does not guarantee to find the optimal dispatch but has the advantage to 
reach a sub-optimal solution in a very short computational time. A 
method that performs dispatch optimization instead is usually based on 
linear programming and realizes the dispatch following a merit-order 
logic. Investment optimization models deal with not only the annual 
dispatch of the energy system but also optimize the investments on ca-
pacity expansion. These types of models can be further subdivided in 
single-objective (SO) and multi-objective (MO) optimization approach 
[61]. 

2.5. Programming technique 

The last aspect that allows differentiation in energy system models is 
the programming technique or mathematical approach. Linear pro-
gramming (LP), mixed integer linear programming (MILP), dynamic 
programming and heuristic technique are the most adopted. LP is a 
method to find the arrangements of activities which maximize or 
minimize a certain objective subjected to some constraints [62]. MILP is 
an extension of linear programming with a higher level of detail [63]. 
Some or all variables are restricted to be integers and thus Yes/No or 
(0/1) decisions are allowed. Dynamic programming is adopted to ach-
ieve an optimal growth path through the subdivision of the problem in 
sub-problems for which an optimal solution can be easily achieved [64]. 
Some other models use a heuristic technique [65] that as mentioned 
allows solving the problem in a shorter computational time. Examples of 
models that are based on this technique are those where the dispatch is 
achieved thanks to predefined priorities between the different sources. 

Table 2 shows the list and characteristics of the reviewed bottom-up 
short-term energy system models. The majority of these models has been 
found thanks to the Open Energy Modelling (Openmod) Initiative 

Table 1 
Time resolution characterization.   

Total number of time-slices and selection approach 

Time 
resolution 

Low 1-32 time-slices 
Medium 36-288 time-slices (selection approach: representative 

days or alternative version of the integral method) 
High 8760 time-slices (hours of the year)  
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platform [66]. These models can be grouped into different sub-classes. A 
first numerous group is made up by models based on linear program-
ming or mixed integer linear programming. This type of models is 
usually characterized by a medium-high time resolution, by a 
multi-node approach and performs an operational optimization or a 
single-objective investment optimization to develop expansion planning 
scenarios. One example of this type is the Oemof framework [67–69] 
developed following an open-source philosophy by the Reiner Lemoine 
Institut [70] and by the Center for Sustainable Energy Systems of the 
Flensburg university of applied sciences [71]. Other examples of this 
type are the Calliope model [72] by ETH Zurich [73], PyPSA [74,75] by 
the Karlsruhe Institute of Technology [76], the commercial software 
PLEXOS [77] developed by Energy Exemplar [78], the gas market model 
GAMAMOD [79,80] by the Technische Universitat Dresden [81], 
DESSTinEE [82] by the Imperial College London [83], Ficus [84,85] by 
the Technische Universit€at München [86] and REMix [87] created by 
the German Aerospace Center (DLR) [88]. 

Another sub-class of bottom-up short-term energy system models is 
identified by simulation models based on heuristic technique. An 
example of this type is the EnergyPLAN software [44,46] distributed and 
designed by Aalborg University [89]. A review of applications of this 
software and used performance indicators is provided by Østergaard 
[90]. The energy demand in this model is covered by sources in an order 
determined by predefined and unchanged priorities. Bjeli�c et al. [91] 
and Mahbub et al. [92] have coupled the simulation software Ener-
gyPLAN to two different optimization algorithms in order to achieve 
investment optimization. Prina et al. [93,94] have linked the Ener-
gyPLAN software to a multi-objective optimization algorithm inte-
grating the energy efficiency of buildings within the optimization. 
Genesys [95,96] developed by Aachen University [97] also follows the 
same approach. The core of the program is a genetic algorithm which 
composes new systems randomly and evaluates the systems by simula-
tion. REMod, lastly [98,99], by Fraunhofer ISE [100] performs 
single-objective investment optimization using a modified 

Fig. 2. Scheme of Energy system models challenges. The matrix is composed of four different resolution fields and three levels of resolution.  
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multi-dimensional regula falsi approach. 
Table 3 shows the list and characteristics of the reviewed bottom-up 

long-term energy system models. The table shows the distinction be-
tween those following the perfect foresight approach and those based on 
the myopic approach. Among bottom-up long-term perfect foresight 
energy system models a first sub-class includes MARKAL/TIMES [101, 
102] developed as part of the IEA-ETSAP (Energy Technology Systems 
Analysis Program of the International Energy Agency) [103], OSe-
MOSYS [104,105] by the Royal Institute of Technology (KTH) [106], the 
open-source Temoa [107,108] by the North Carolina State University 
[109] and MESSAGE [110] by the International Institute for Applied 
Systems Analysis (IIASA) [111]. This family of models follows a LP 
modelling structure able to determine the capacity expansion over a 
horizon that usually covers 20–50 years. The model objective is the 
minimization of the present cost of energy supply by using energy 
technologies and commodities over the time horizon to meet the energy 
demands. In these linear programming models, the additions of tech-
nology capacity are used to cover end-use demands. This type of models 
implements sector coupling and a multi-node approach but due to the 
large computational effort uses a low time resolution usually identified 
by the 12 time-slices approach. 

Balmorel [112] developed by Technical University of Denmark 
(DTU) [113] follows the same technique based on LP but concentrates 
on the electricity and combined heat and power sectors. This allows 
increasing the time resolution at the cost of losing resolution on the 
sector coupling side. 

Within the reviewed bottom-up long-term myopic energy system 
models, it is possible to identify those models not performing the in-
vestment optimization in one single shot. Therefore, prices and costs 
trends of fuels or technologies are not considered by the optimization 
but are exogenous parameters of the iterative optimization problems 
done step by step. For each step, the optimization target is usually the 
minimization of the total annualized energy system cost. This is the case 
of the LUT energy system transition model [114] developed by the 
Lappeenranta University of Technology [115] that has been applied to 
numerous applications such as India [116] and Pakistan [117]. 

Mahbub et al. [118] presented a bottom-up long-term myopic model 
that integrates the EnergyPLAN simulation software and a 
Multi-objective evolutionary algorithm. The optimization target at each 
step is in this case the minimization of the total annualized energy 
system cost and the annual CO2 emissions. Prina et al. [119] starting 
from the coupling of EnergyPLAN to a multi-objective optimization al-
gorithm have realized a long-term perfect foresight model which im-
plements high time resolution. 

3. Challenges in energy system modelling 

In order to continuously improve energy system modelling, it is 
important to have a clear picture of the challenges of this research field. 
Pfenninger et al. [22] have examined four challenges of energy system 
modelling: 1) resolution in time and space 2) balancing uncertainty and 
transparency, 3) the integration of the increasing complexity of the 
energy sector, and 4) the integration of social behavioural economics. 

In this review concentrating on bottom-up energy system models, we 
propose a further processing of these challenges. Fig. 2 shows the 
identified four challenges for bottom-up energy system models. These 
rotate around the concept of resolution and are the following: resolution 
in time, in space, in techno-economic detail and in sector coupling. For 
each of these fields, three different levels of resolution are identified: 
low, medium and high. The result is a matrix with four columns, the 
different challenges’ fields, and three rows identifying the different 
levels of resolution. There are numerous models that achieve high res-
olution in one or more of these fields. However, the final challenge to 
improve rigor and accuracy of bottom-up energy system models is the 
simultaneous achievement of high resolution in all these fields. Next 
paragraphs will focus and explain the composition of this challenges’ Ta
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matrix. 
Resolution in time has been already a matter of discussion in section 

2.3. Following the classification proposed in this study (see Table 1), a 
low time resolution, or as defined by Haydt et al. [59] an integral 
approach, is characterized by a low number of different time-slices, 
usually in the order of 12, one per season and three per day (Day, 
night and peak). A medium time resolution, or as defined by Haydt et al. 
a semi-dynamic approach, is an intermediate solution that takes into 
account a number of time-slices usually between 36 and 288. For 
example, Pina et al. [122] have used a TIMES model with 288 time-slices 
(three day for season and 24 h per day) to show the increase of accuracy 
in the results of a long-term energy system model compared to the 
classical 12 time-slices approach. Poncelet et al. [60] have compared 
different time-slices selection approaches through the calculation of the 
generation mix error. A high time resolution, or as defined by Haydt 
et al. a dynamic approach, is achieved when the entire hourly distri-
bution of VRES over the year is used in the model. 

Space resolution is another relevant challenge of energy system 
models. The potential of VRES, their generation costs and generation 
profile deeply depend on their spatial location and by the availability of 
wind and solar radiation. It is also important to underline that the 
variation in time of their generation is usually lowered through the 
aggregation of production profiles located in different areas. Variability 
is in this way smoothed by spatially distributed generations [123]. Space 
resolution becomes higher at the increase of the number of different 
nodes in which is divided the energy system model. A low spatial res-
olution is characterized by single-node modelling. A high spatial reso-
lution corresponds to a larger number of nodes. Each country is thus 

characterized by more than one single node. An additional challenge in 
this direction is the integration of distribution grids into transmission 
multi-node models. 

Another challenge identified in Fig. 2 is the achievement of a high 
resolution in techno-economic detail. Poncelet et al. [60] showed that 
increasing resolution in time should be prioritized over 
techno-economic detail resolution. However, they also quantify the 
error consequence of a low resolution in techno-economic detail. When 
talking about techno-economic detail resolution, numerous research 
papers analyzed the impact of the integration of flexibility constraints 
and costs in energy system modelling (see Table 4). These studies mostly 
utilized high time resolution unit commitment (UC) models which 
integrate flexibility requirements of conventional power plants such as 
ramp constraints, decay of efficiency at partial load and start-up costs. 
UC models are usually mathematical optimization problems in which 
the generation covered by different power units has to match the de-
mand at the lowest costs. Their focus is almost completely concentrated 
on the electricity sector (see Table 4). Shortt et al. [125] realized a UC 
model based on a MILP and applied it to three different states (Finland, 
Ireland and Texas) to estimate the effects on the results of the imple-
mented flexibility constraints and additional costs. Similar approaches 
are those of Palmintier et al. [126] who used the ERCOT case study 
which covers majority of Texas, Kirschen et al. [127], Belderbos et al. 
[128], Palmintier [129], Zhang et al. [130]. They concentrate only on 
the electricity sector because this type of models is based on MILP to 
consider these constraints and, therefore, is computationally expensive 
[132]. Table 4 shows various studies which proposed methods to limit 
the computational effort. One example is obtained through the use of the 

Table 5 
Position of the reviewed short-term models towards the identified challenges of energy system modelling. 
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integer clustering technique applied at UC models. Adopting these 
techniques reduces the computational time, but even with these 
methods, the focus of the optimization problem remains on the elec-
tricity sector, thus not inspecting the flexibility given by the coupling of 
the electricity sector with other sectors of the energy system. In order to 
overcome this limitation, Welsch et al. [124] and Deane at al [58]. 
Introduced a method of soft-linking between the UC PLEXOS software 
and the TIMES model (with long-term energy system approach) which 
integrates the electricity, thermal and transport sectors. Nevertheless, 
the latter is adopted with a low number of time-slices that unlikely 
captures the variability of renewable energy sources on seasonal and 
daily bases. Prina et al. [131] realized through the EPLANopt model 
[133] a simplified model to include time-dependent ramp constraints, 
start-up costs and decay of efficiency at partial load of the natural gas 
combined cycles into an energy system model characterized by high 
resolution in time and in sector-coupling. However, this and the 
abovementioned approaches are characterized by low space resolution 
for the abovementioned computational problems. 

Some indicators of a low level of resolution in techno-economic 
detail are: i) power plants modeled as fully flexible power plants with 
a fixed efficiency, ii) storage that does not consider self-discharging and 
iii) in general a fixed model in the starting configuration of the energy 
system that does not allow a user to vary the number of production units, 
storage and energy demand. Some other indicators of a higher level of 
resolution in techno-economic detail are, as mentioned, power plants 
modeled with time-dependent ramp constraints, time-dependent start- 
up costs and decay of efficiency at partial load operation, primary, 
secondary and tertiary reserve and prosumer models. In fact, the diffu-
sion of geographically distributed renewable energy generation and 
electric storage has brought to the need to integrate in energy system 
modelling prosumers and energy communities. The abovementioned 
models simulate and optimize the energy system sources from the 
perspective of an omniscient decision maker, with the final aim of the 
best use of sources for the entire system (nation, region, etc.). Energy 
communities and prosumers add a level of complexity because introduce 

the need of a multi-level optimization model that optimize the use of 
sources for the energy community and corresponding prosumers, but 
also the use of sources at wider scale from the perspective of the 
omniscient decision maker. 

The last challenge that appears in Fig. 2 is the resolution in sector 
coupling. Lund et al. [134,135] elaborated the Smart Energy System 
(SES) concept highlighting the relevance of sector-coupling and there-
fore the synergies and interconnections between sectors. They also 
demonstrated how sector-coupling increases the overall efficiency of the 
system, introduces flexibility options and decreases the overall costs. 
The characteristics of a SES are 100% based on renewable energy system 
and includes synergies between different sectors and does not neces-
sarily raise the cost of the energy system compared to an energy system 
relying on fossil fuels. This concept has been largely dealt with and a 
high number of publications exists on the topic. For example Connolly 
et al. [136] demonstrated how using a SES approach a 100% energy 
system based on renewables in Europe is technically feasible. Mathiesen 
et al. [137] showed how focusing only on the power sector decreases the 
potential for VRES compared to a SES approach. Moreover, as 
mentioned before, one challenge of energy system models is the increase 
in techno-economic detail resolution and the inspection of the flexibility 
options of the electricity sector. However, the achievement of this 
challenge on the only power sector has limited impact. It is instead 
important to integrate a high resolution in techno-economic detail and a 
high resolution in sector coupling so to evaluate all the flexibility op-
tions of the energy system. Nastasi et al. [138] investigated all the 
possible electricity-driven heating technologies from low to high supply 
temperatures showing the corresponding advantages in primary energy 
consumption. 

It is important to identify a fifth challenge for energy system models 
not shown in Fig. 2. This is transparency of input and output data, 
documentation and software. Pfenninger et al. [139] state that the en-
ergy system models and data should be open i) to improve quality of 
science, ii) to create more effective collaboration between science and 
policy-makers, iii) to increase productivity and avoid unnecessary 

Table 6 
Position of the reviewed long-term models towards the identified challenges of energy system modelling. 
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duplication but learn from one another and iv) to establish transparent 
and relevant knowledge as a basis of societal debates. It is possible to 
identify three different levels of transparency that are mostly wide-
spread among reviewed energy system models.  

- A first level characterized by a low transparency is typical of those 
models that present the results and output data without providing a 
structured database of the input data, a documentation of all the 
math steps of the model and handling the model as a pure “black 
box” i.e. without providing the full source code. 

- A second intermediate level is characterized by medium trans-
parency. This is the case if output data are provided together with a 
structured database of input data and complete documentation of the 
math behind the model.  

- The third and last level, that can be called high transparency, is 
identified, in addition to the output and input data and the complete 
documentation, by the full source code of the model. 

The scope of energy planners is to present the results of energy sys-
tem modelling and scenarios generation to the policy-makers in the most 
complete and transparent way. In this regard, multi-objective optimi-
zation techniques show some benefits compared to the single-objective 
optimization methods. Single-objective optimization can reach one 
optimal solution in a single run while multi-objective optimization 
methods can find an entire set of optimal solutions, nominated Pareto 
front, i.e. they can identify the complete trade-off surface. A conse-
quence is that in order to obtain the same level of information multiple 
SO runs need to be executed. In order to do that, there is the need to 
transform additional objectives in constraints to the SO optimization. 
Another method to transform MO into SO approach is to assign weights 
to the different objectives to convert them into a single one. 

In this sense, when the SO optimization is adopted, the decision- 
maker must express preferences before the execution of the model, 
while in the MO approach the preferences can be expressed looking at 
results. When the person in charge to solve the technical problem is the 
decision maker himself, he is conscious of his inclinations towards an 
economic, environmental or societal objective and the problem can be 
reduced to SO. MO approach becomes very important when the person 
who has to solve the technical problem is not the decision-maker and has 
to present the results in the most transparent way to the policy maker 
[140]. 

Østergaard [141] showed how different optimization objectives 
produce different results in a SO problem and hence how the optimal 
solution is very sensitive to the chosen weights. This strengthen the need 
for a MO approach to produce a set of optimal solutions and to present 
them in the most transparent way to the policy makers. The policy 
makers looking at the Pareto front of optimal solutions from a 
techno-economic point of view will choose, based on their political in-
clinations, one future optimal scenario. At this point different modelling 
techniques based on the top-down approach need to be implemented to 
inspect the best energy policies to subsidize certain sources and push 
towards the energy mix found through bottom-up approach modelling. 
Regarding transparency, it is also important to mention the contribution 
of Doukas et al. [142] who proposed a new paradigm to shift from 
stand-alone use of models to truly integrative processes in which mul-
tiple actors and methods complement each other. 

Table 5 shows all reviewed bottom-up short-term models and their 
position towards the discussed ongoing challenges of energy system 
modelling. The current table shows the full theoretical potentialities of 
these models. For example, Oemof and Calliope can theoretically be run 
with high time resolution, high space resolution and high resolution in 
sector coupling and medium resolution in techno-economic detail. 
However, a simulation of this type would have a heavy computation 
burden and unlikely could be solved as it is. More likely, the time or 
space resolution would be reduced to have a feasible computational 
time. Therefore, the models have been mapped through the challenges 

matrix based on the introduced features of each level of resolution for 
each considered challenge field. 

The reviewed models show on average to have a high time and space 
resolution while need to be improved on the techno-economic detail 
resolution. About sector coupling resolution, it is possible to distinguish 
between models focusing on the only electricity sectors and other 
implementing full sector coupling. 

Table 6 shows all reviewed bottom-up long-term models and their 
position towards the discussed ongoing challenges of energy system 
modelling. Compared to previous short-term models it is clear that a 
high time resolution is harder to be achieved with high space resolution 
and sector coupling. The same consideration can be extended to techno- 
economic detail resolution. Moreover, for long-term energy system 
models it is important to consider the foresight approach in this reso-
lution balance. The table shows that perfect foresight approach com-
plicates the model computationally and high time resolution is very 
difficult to achieve. It is achievable lowering the resolution in sector 
coupling as shown by Balmorel [112] and eMix [121]. Mahbub et al. 
[118] and the LUT model [114,117] from Lappeenranta university have 
demonstrated that a high time resolution in long-term models is possible 
if a myopic approach is chosen instead of perfect foresight with all the 
already mentioned limits that this choice produces. 

A challenge that need to be mentioned in bottom-up energy system 
modelling is uncertainty [21]. The abovementioned models are all 
deterministic, thus based on historical data and without any randomness 
linked to the input data parameters. This is mainly driven by the fact that 
these models are usually too computationally expensive to carry out 
uncertainty. Moret et al. [143] developed a simplified multi-period 
MILP model for energy planning under uncertainty. Moret et al. [144] 
realized a robust optimization framework to account for uncertainties in 
the objective function and in the constraints of energy system modelling. 
Swider et al. [145] developed a stochastic electricity market model and 
applied it to Germany to estimate the integration costs of wind. Yue et al. 
[146] produced a review of different approaches on uncertainty in en-
ergy system modelling. They identified four different methodology to 
pursue this scope: stochastic programming, Monte Carlo analysis, robust 
optimization and modelling to generate alternatives. 

Some bottom-up energy system models were adapted to implement a 
stochastic approach. This is the case of the MESSAGE long-term model 
[147] and the stochastic version of the MARKAL model [148] applied to 
the case study of Qu�ebec. Others were specifically created to account for 
uncertainty. This is the case of the stochastic power system investment 
model EMPIRE [149] which is applied to the European power system to 
study future investments on generation technologies, storages and 
transmission infrastructure. SWITCH model [150] is a multiperiod sto-
chastic linear programming model which is used to find the least cost 
energy system over the course of multiyear investment periods. Another 
example is the SMART model [151], a stochastic multiscale model which 
accounts for uncertainty in wind generation, demands, prices and 
rainfall. Nikas et al. [34] analyzed in their already mentioned review 
also the modelling approach of different IAMs on uncertainty and the 
different uncertainty factors accounted by each model. 

Another challenge in bottom-up energy system modelling is the 
integration of behavioural economics [22]. The choices of individuals 
have an influence on energy demand and on the adoption of certain 
technologies at local level. At a broader level, the choices of commu-
nities and organizations have also an influence on energy demand and 
energy policies. Factors that are usually not considered in bottom-up 
energy system models. Energy system models usually focus on finding 
the best use of energy to minimize the total costs and sometimes also 
optimizing environmental objectives. This is done by the aggregation of 
the energy demands of the single individuals who, however, are not 
necessarily driven by the same objectives. This affect the uncertainty in 
energy system modelling. 

Good [152] analyzed the impact of behavioural economics in 
modelling demand response. Demand response in energy system 
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modelling is usually modeled assuming individuals as rational and 
active economic agents while in the reality they are strongly influenced 
by biases and preferences. The results show that preferences can impact 
demand response and therefore is important to appealing to them for 
soliciting demand response. Frederiks et al. [153] applied behavioural 
economics to inspect consumer decision-making in household energy 
use. Spandagos et al. [154] used a fuzzy model including behavioural 
economics to better characterize the factors driving consumer energy 
behaviour. These are all relevant examples of first important steps in the 
direction to integrate behavioural economics in energy system model-
ling and reduce the gap between the modelling and reality. Trutnevyte 
et al. [155] presented a review with different steps to integrate more 
insights from social sciences in energy system models: i) inspect the 
societal assumptions in existing models, ii) evaluate the quantifiable 
patterns to be integrated into models, iii) extensively validate modified 
and newly created models. Van Den Berg et al. [156] proposed an 
expanded range of approaches to account for lifestyle changes in IAMs. 

4. Conclusions 

Bottom-up energy system modelling as a mean to support energy 
planning has been the central topic of this paper. Starting from the 
existing classifications of this type of models, a novel classification has 
been proposed. A first distinction has been made between short-term 
and long-term models depending on the considered time horizon. A 
further subdivision of the latter models has been proposed between 
perfect foresight and myopic approach which are methods to handle the 
optimization horizon. After this tree-structure there are different char-
acteristics that identify these models. These features can be grouped in 
the following items: energy sectors covered, geographical coverage, 
time resolution, methodology and programming technique. 

The main challenges of this research field have been identified. The 
central concept is around the resolution theme. Four different fields 
have been recognized: resolution in time, in space, in techno-economic 
detail and in sector-coupling. In addition, a matrix identifying a low, 
medium and high level of resolution for these four fields has been 
proposed. 

The highest level of resolution in time is given by the hourly time- 
step while the lowest level of resolution is in the case of low number 
of time-slices, usually in the order of 12. Space resolution rises at the 
increase of the number of different nodes in which is divided the energy 
system model. A low level of resolution in techno-economic detail is 
given by the use of simplified components in the modelling such as 
power plants modeled as fully flexible power plants, storage that does 
not consider self-discharging and in general a fixed model in the initial 
configuration of the energy system. Some indicators of a high level of 
techno-economic detail are power plants modeled with time-dependent 
ramp constraints, time-dependent start-up costs and decay of efficiency 
at partial load operation, primary, secondary and tertiary reserve and 
prosumer models. The fourth challenge is the resolution in sector 
coupling. The level of resolution for this area increases with the amount 
of the sectors considered within the analysis. This is particularly 
important to exploit the synergies and flexibility options given by the 
coupling of different sectors such as electricity, gas, heat, transport and 
industry. 

A fifth challenge that has been taken into account is transparency. 
Trying to keep the same structure of the developed matrix, three levels 
have been identified: low, medium and high transparency. 

An additional challenge that has been mentioned is the accounting of 
uncertainty in bottom-up energy system modelling. At the current stage, 
the majority of the models of this type are deterministic and do not take 
into consideration uncertainty. 

Several existing bottom-up energy system models have been 
reviewed and classified according to the proposed classification. 13 
different models have been analyzed in the category of bottom-up short- 
term energy system models and 9 as bottom-up long-term ones. The 

following mapping has shown how several models reach a high level of 
resolution in one or more areas. However, it is shown how the real final 
challenge to improve accuracy of bottom-up energy system models is the 
simultaneous achievement of high levels of resolution in all the chal-
lenges areas. The literature review has shown how this final aim is not 
reached by any model at the current stage. 

The proposed challenges matrix introduced in this study is a first step 
in the direction of a shared reference tool to classify the bottom-up en-
ergy system models. Future works will concentrate on the quantitative 
evaluation of the errors introduced by a lower resolution modelling 
compared to a method implementing high resolution in all these chal-
lenges’ fields. It is also important to highlight how future review studies 
need to focus on the themes like uncertainty, behavioural economics and 
new technologies integration in energy system models. 
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