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Abstract

Multimedia forensics can be defined as the sci¢hattries, by only analysing a particular digital
asset, to give an assessment on such a contetud artiact information that can be useful to
address and support an investigation linked tsteme represented in that specific digital
document. The basic idea behind multimedia forengbies on the observation that both the
acquisition process and any post-processing opertave a distinctive imprint on the data, as a
sort of digital fingerprint. The analysis of suchragerprint may permit to determine image/video
origin and to establish digital content authenyicit

I ntroduction

Digital crime, together with constantly emergindta@are technologies, is growing at a rate that far
surpasses defensive measures. Sometimes a diggtgéior a video may be found to be
incontrovertible evidence of a crime or of a malemb action. By looking at a digital content as a
digital clue, Multimedia Forensic technologies mteoducing a novel methodology for supporting
clue analysis and providing an aid for making aslen on a crime. Multimedia forensic researcher
community aimed so far at assisting human invergay giving instruments for the
authentication and the analysis of such clues.éftebcomprehend such issues let firstly introduce
some application scenarios. Let’'s imagine a sibumaith which the action itself of creating a digital
content (e.g. a photograph) implies an illegalactelated to the content represented in the data
(e.g. child pornography). In such a case, tradiegaicquisition device that took that digital asset,
can lead the judge to blame the owner of the "gudevice for that action. Forensic techniques can
help in establishing the origin/source of a digiteddia, making the "incriminated” digital content a
valid, silent witness in the court. A similar apach can be used in a different circumstance, in
which a forensic analysis can help the investigaiatistinguish between an original multimedia
content and an illegal copy of it. Different typ#Efsacquisition devices can be involved in this
scenario, from digital cameras, scanners, cell-pepRDAs and camcorders till photorealistic
images or videos created with graphic renderingns&o€. In this context, the possibility of
identifying how that digital document was createalyrallow to detect illegal copy (e.qg. digital
cinema video recaptured by a camcorder). A moridimss digital crime is the one that attempts to
bias the public opinion through the publicatiortaxhpered data. Motivations can spread from
joking (e.g. unconvincing loving couple), to chamgithe context of a situation in which very
important people are involved, or to exaggeratiagasing the gravity of a disaster image. Image
forensic techniques can give a support in recoggi#i how and possibly where the picture has
been forged.

Forensic tools work without any added informatiting only features that can be evaluated are the
ones intrinsically tied to the digital content. Tihesic idea behind multimedia forensic analysis
relies on the observation that both the acquispimtess and any post-processing operation leave a
distinctive imprint on the data, as a sort of dibfingerprint. The estimation of such fingerprints
really suggests how to evaluate the digital cluminhg it into an actual evidence.

It is the aim of this chapter to present the pples and the motivations of digital forensics (i.e.
concerning images and videos), and to describentie approaches proposed so far for facing the
two basic questions: a) what is the source of galligontent? b) is such a digital content autreenti
or not? The chapter will be organized as it folloWwse first section will introduce the reader te th



basics of multimedia forensics; the different ajggtees for obtaining information from a digital
content will be presented, as well as the diveype of digital data that can be usually analyzed;
then, the possible application scenarios that esefit from forensic techniques will be described
and an overview over the intrinsic digital fingenps will be presented. The second and the third
sections will be devoted to the analysis of the@pal techniques exploited respectively for
identifying the acquisition device of digital imagand videos, and for assessing the authenticity of
digital images. Future trends will be suggestedsorde conclusions will be provided in the last
sections. Bibliographic references will complete dhmapter.

Multimedia forensics: principles and motivations

Multimedia forensics can be defined as the scidghattries, by analysing a digital asset, to gine a
assessment on such a content and to extract infiemtaat can be useful to address and support an
investigation linked to the scene representedanspecific digital document. Multimedia forensics
has to be able to develop efficient instrumentdeal with the disparate digital devices that can
generate images and, above all, with the diffepentessing tools that allows also an unskilled user
to manipulate digital goods. Hereafter two basigrapches are introduced, then the various kinds
of data that multimedia forensic tools could havéaice with are presented. After that, some
possible application scenarios where these techresaould be claim to operate are described and
finally a wide look to which are the possible dagitingerprints to be searched for in a multimedia
content is given.

Possible approaches

When digital images (videos) had to be protectetth@ir authenticity verified or, furthermore, their
provenance tracked, the solution generally wagagert in the original data an embedded, usually
unperceivable, information that permitted aftervgatim determine what was happened, in which
part of the content and, in particular applicatbases, by whom. This kind of techniques that can
be grouped under the namedogital watermarking (Barni, 2004), follow an “active” approach, that
is it is necessary to operate on the original daninwvhich has to be available from the beginning:
this requirement is almost always hard to be satlsEmbedding a watermark into an image, for
instance, (see Figure 1) can be accomplished hyiagsome specific slight modifications to the
original document according to the information contained in the watrk\W and ,often, to a
private keyK; after that the watermarked contépts obtained.
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Figure 1. Watermark embedding phase (left) and watermarlaetiem (right).



If an assessment has to be performed to checkniédong has happened on the watermarked
image, the detection phase is carried out by passitogether with the private kég (if the

algorithm is not blind the original image is needed), to the detector that give an answer by re-
extracting the waterma/ or by comparing a verification parameter with gae threshold.

For sake of completeness, also the cryptograplpomoagh should be included within “active”
method category. Such an approach uses digitahsignfor verifying author and time of signature
and authenticating message contents. A digitabsige is achieved by calculating a digest of the
digital data by means of a hash function and errgpt with a private key; such a signed digest is
stored together with the image and can be usetbtemlata integrity or to trace back to its origin.
There are some intrinsic weaknesses in this crypptgc approach. Firstly, the signal digest has to
be tied to the content itself, e.g. by definingapger format, and this makes impossible to use a
different format, or to authenticate the data afi&k conversion. Secondly, the digest changes as
soon as any modification is applied to the sigmalking impossible to distinguish malicious versus
innocuous modifications. Finally, cryptographiclarttication usually does not allow a precise
localization of tampering (Menezes,1998).

It is easy to understand that such a-posteriofuati@n can not be performed, for instance, on a
common digital content obtained through the Intefaedy. a video posted on YouTube, an image
published on a newspaper web-site and so on).Kligsof “active” technologies (Blythe, 2004)

can be adopted to manage data in a specific afipliceontext where additional information
casting is feasible but are not able to deal witlopen operative environment in which only a
detection step is possible.

On the contrary, in this situation a “passive” noetblogy would be useful; with the term “passive”
an approach which tries to make an assessmenhanwigg the digital content at disposal is to be
intended. It is straightforward to realize thastkind of investigation is harder and has to be
founded on the thorough analysis of some intrifesatures that should have/have not been present
and are not/are now recognizable inside the obdatata (Popescu, 2004 a). For sake of clarity:
when a photomontage, for instance, has been peztbtmalter the content of a digital photo, to
change the meaning of the represented scene, saces Df this operation are left somehow over
the “new fake” image. These traces, although urgreable, can result in the modification of the
image structure such as anomalous pixel valuesgequential interpolated values or strange
continuous flat values) but also in inconsisteneighin the image content itself such as anomalies
in the illumination direction or in the presencesbfiht disproportionate object size with respect t
the whole context. These are only some exampléseadnalysis approaches to be followed; further
and deeper details will be discussed in the nestiges.

Kinds of digital evidence and their characterization

Digital forensic tools are asked to recover crumidrmation by analysing digital evidences; their
intrinsic features related to the way these docuseave been created, stored and managed are
important elements to be considered from the viesy dnd, particularly, can determine which
investigation methodology is more appropriate.

Most of the digital data digital forensic has t@beith are images: a three-channelled bi-
dimensional array (single if grey level image)lisyau can get to try to give answers. First of il
images have been originated by a digital cameraifrg a real scene, it follows that its content,
besides presenting an intrinsic real structurd,ceihtain all the imperfections and alterations
induced by the specific acquiring sensor and byptieeessing block which generates the final
stored file. As evidenced in Figure 2, when an iemsgaken from real life, light is focused by the
lenses on the camera sensor which is a 2D arrf@Caf/CMOS which constitute the picture



elements (pixels). Such elements are hit by thégotsoand convert them into voltage signals which
are then sampled by an A/D converter.
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Figure 2. Acquisition process in a photo camera.

Anyway before reaching the sensor, the rays fragrstiene are filtered by the CFA (Colour Filter
Array) which is a specific colour mosaic that peso each pixel to gather only one particular
colour. The sensor output is successively demosdi@lke. interpolated) to obtain all the three
colours for each pixel and then this signal undesgadditional processing such as white balance,
gamma correction, image enhancement and so oniladteis stored to the camera memory in a
customized format, although, for commercial devid&EG format is usually preferred.

It is now easier to understand that the charatiesisf each operation and the properties of every
element, from the framed scene to the final imageihfluence the digital data. In literature, in

fact, there are techniques that have investigdegtesence of a specific CFA (Swaminathan, 2006
a) within the image texture to go back to the brahthe camera that had taken a certain photo and
other methods which have proposed to study the JRE@Gtization coefficients to verify if an

image had undergone a second compression thudingvagossible tampering (Lukas, 2003). On
the other side, many are the approaches baseca @mé#tysis of the anomalies left by the device
over the image such as scratches on the lensesxtidefpixels, etc.. In particular, attention has
been paid to the sensor noise and among all, derknd, shot noise, thermal noise and so on,
PRNU noise (Photo Response Non-Uniformity) is oh#ne most interesting for forensic
applications. PRNU presence is induced by intridgsconformities in the manufacturing process
of silicon CCD/CMQSs (Chen M., 2008). Such a nagsa 2D systematic fingerprint which
characterized each single sensor, that is two asr#rthe same brand and model will leave two
different traces on the digital contents they aegubo it is not properly a random noise because it
is a deterministic bidimensional template whickuperimposed to each taken image.

However images, needing a forensic analysis, candieonly still, but may also be part of a video
sequence; in this circumstance the data to beatedrhave a temporal dimension too that has to
be taken into account although most of the conata®rs made for digital photos regarding the
presence of PRNU noise pattern and the CFA retatéue acquisition phase, can be directly
extended to the case of videos (Chen, 2007 b; S®WdBdaini, 2007). It is anyway fundamental to
point out that the huge amount of available datastdfer different kinds of manipulations with
respect to static ones, in particular frames caskiped or interpolated and inserted to modify the
meaning and to alter the original duration of taguence. Furthermore a clip, coming from another
recording but of similar content, could be addeth®video in a not-annoying manner to change
the whole represented story. Forensic analysiscbs concentrated on aspects such as inter-frame
PRNU noise correlation and MPEG-X re-coding.

Another kind of images that can constitute a digitadence to be checked, in addition to those
ones acquired with a photo camera or with a canezprdight come from a scanning operation.



This means that a printed document (e.g. the agive@mmagazine or a real-life photo) located in a
flatbed scanner has been illuminated row by rova sliding mono-dimensional sensor array to
originate the digital data (Khanna, 2007 a). Tinalffile format is usually customizable but often i
JPEG or PNG. In this case, due to the diversityhefdevice and to the digitization process, other
elements, in addition to those already discusseddmeras, can be considered during the forensic
analysis to highlight possible traces of digitadetamisuse. For instance, the presence over the
image of a 1-D noise pattern, instead of a bidinwerad, could be an indicator of image origin and
what’s more, the direction (vertical or horizontaf)lsuch mono-dimensional periodicity could
evidence which has been the scanning manner. Anioifeeesting aspect to control could be the
existence of some pieces of dirt that were setilezt the scanner plate or of small scratches over
the scanner glass that during acquisition haverbedategral part of the image itself.

Finally it is worthy to spend some words on anotigpe of images digital forensic tools could have
to face with: these are computer-generated imadasy are the software that allow to create
digital photorealistic pictures that are undistiistpable with respect to those ones acquired by a
cameralittp://area.autodesk.com/index.php/fakeorfolthese systems offer the possibility to build
up a completely new image or to arrange a beli@vpbbtomontage merging parts of a real photo
with elements synthetically generated. To do teisnaich actual as possible various are the
instruments that are usable and the superimposfiartificial noise is only one of the shrewdness
a skilled user could put in practice to developfaise content. The basic idea to be followed when
dealing with this kind of images is to extract sfipant features which give an indication of the
intrinsic realism of the image.

Application scenarios

It is now interesting to consider which can bepbssible application scenarios for digital forensic
technologies and which could be the questions theygive answers to. Though in literature many
have been the fields where digital forensic toatsencall to operate, two are the basic categofies o
usage: “identification of the source” and “deteotaf forgeries”, these two aspects will be debated
in detail in the following sections of this chapter

With the term “identification of the source” itiistended the forensic procedure to determine which
is the origin where the digital image comes fromparticular, it is good to split this issue inteot
sub-cases. In the first sub-case the aim is togréze which is the device that has produced that
digital asset, that is if the digital content haei generated by a photo-camera (video-camera), by
scanner or was computer-generated. To achievéatiget, though different approaches exist, the
basic ideas are to search over the digital imag&dces of the specific acquisition process amd fo
the presence/absence of realistic characterisitbévthe digital data, this last mainly for
distinguishing a computer generated image. On tiher side, the second sub-case concerns with
the individuation, within a certain set of deviceswhich one has created that image. For example,
taken a group of photo-cameras (scanners or videwmas) try to discern which camera (brand and
model) has taken that picture. Usually to perfolnm purpose is necessary to previously extract
some information featuring each apparatus andghidene by constructing a sort of identifying
fingerprint through the analysis of a certain nundfedigital contents (training set) produced by
that device. Well-known procedures are based on $8iybport Vector Machine) or on noise
pattern correlation.

The second principal application scenario for digibrensic is the “detection of forgeries”; inghi
case it is required to establish if a certain imiggguthentic or has been artificially created by
means of a manipulation to change its content.alimeof this modification could be very disparate
ranging from commercial applications like to makeuatrue journalistic scoop or to realize a
pseudo-realistic advertisement clip, to some otharsh more crucial ones such as to alter the
judgement in a trial where the image has been #éedes digital evidence or to produce satellite
photos to assess that nuclear arms are stockeckiriaan territory. Anyway it is important to point



out that one of the main hurdles to this kind ddlgsis is the dimension of the forged part with
respect to the whole image size. On the contrary,not to underestimate that a mimicking action
often has to lead to a substantial alteration efrtieaning of the represented scene and this is not
always achievable with the exchange of a few pixels

Intrinsic digital fingerprints

Even if forensic technologies are usually applieddifferent purposes (as previously described),
actually it is possible to evidence how a commapregch is followed by almost all the forensic
algorithms proposed so far, regardless of theitieguipon for source identification or tampering
detection. In particular, digital forensics is bdea the idea that inherent traces (like digital
fingerprints) are left behind in a digital mediarithg both the creation phase and any other
successively process (Swaminathan, 2008). By iagashly on the analyzed data, without any
previously embedded information (passive approaok)without the knowledge of the related
original data (blind method), forensic techniquaptare a set of intrinsic information carried oyt b
the digital asset by means of different analysishods, i.e. statistical, geometric, etc.

Several kinds of digital fingerprints are takeroiaccount for the forensic analysis, a possible
classification of such fingerprints can be madelivyding them in three categories: digital traces
left by the in-camera processing and those lethleyout-camera processing and the fingerprints
related to the features of the framed scene. liicpédar it is to be intended:

* in-camera fingerprints: each component in a digitajuisition device modifies the input and
leaves intrinsic fingerprints in the final outpdtje to the specific optical system, color sensor
and camera software; furthermore, images and icpéar natural images, have general
characteristics, regardless of the content, suchh&sent noise or behaviour of the luminance
or statistical properties that can be seen asemdingerprint;

» out-camera fingerprints: each processing appliatigital media modifies their properties (e.g.
statistical, geometrical, etc.) leaving peculiactes accordingly to the processing itself.

Let us note that previous fingerprints are independff the content of the analysed data: e.g. the

trace left by a given camera is the same everiférént subjects have been acquired. On the

contrary there is a third fingerprint category ddesing features related to the content of the ienag
itself, namely:

» scene fingerprints: the world, the photo comingrfrtnas specific properties depending on the
content, like lighting properties, which characterthe reproduced scene.

After choosing the specific fingerprint, generdlhg procedure is to select some properties of the
considered fingerprint, to explore relative paramgtand to make a decision basing on either
classification or estimation procedures. In patécun the case of source identification thesedsa
are usually extracted and then compared with asdtatd possible fingerprints specific for each
kind/model/brand of acquisition devices, in ordelink the digital data to the corresponding
source. On the other hand, according to the purpbiegery detection, the idea is to detect non-
uniformity or breaking of such fingerprints withiihe considered data; specifically, the media is
usually block wise analysed and for each blockcti@sen fingerprints or, better, their properties or
parameters, are extracted and compared each titisepbvious that for the source identification
only the first category of traces, the in-camengérprints, will be taken into account, whereas for
integrity verification all the three categories danexploited.

Next sections will be devoted to the two main pggsodigital forensics is exploited for: acquisition
device identification and integrity verificationhat kind of digital fingerprint is taken into acedu
and how it is used for the specific aim will be dtdal for providing a general overview of the



principal approaches followed by multimedia foressin particular, in the next section, focused on
the source identification, the so-called in-canfargerprints are deeply analysed and their
characteristics exploited for acquiring informatawmout data origin. While the successive section
focuses on tampering detection, by starting froengpecific application of in-camera fingerprints

to such a task and then the usage of the othekitvds of fingerprints (out-camera fingerprints and
scene fingerprints) is debated.

Techniquesfor acquisition device identification

Techniques for device identification are focusedssessing digital data origin (images or videos).
In particular two are the main aspects to be studree first one is to understand which kind of
device has generated those digital data (e.g.rmecaa cell-phone, a digital camera, a camcorder
or they are computer-generated) and the secongsdaesucceed in determining the specific
camera or scanner that has acquired such a corgeagnizing model and brand (Figure 3).

‘ CAMERA: Minolta, Casio,
Canon, Nikon, FuijiiFilm

g MOBILE: Samsung, Sony,
—_— /o) Motorola, Nokia, Audiovox

= &
SCANNER: Microtek, Epson,
= - — 3 Canon, AcerScan

N\ SOFTWARE: 3D Studio Max,
L Maya

1

Figure 3. The source identification problem.

Digital images, can be stored in a variety of foisnauch as JPEG, GIF, PNG, TIFF, and the
format can be as informative as the image. For @@dPEG files contain a well-defined feature
set that includes metadata, quantization tablesrfage compression and lossy compressed data.
The metadata describe the source of the imagellysududes the camera type, resolution, focus
settings, and other features (Cohen, 2007). Besiles RAW format is used, the camera creates a
header file which contains all of the camera sg#tinncluding (depending on the camera)
sharpening level, contrast and saturation setticgsur temperature / white balance, and so on.
The image is not changed by these settings, theegiamply tagged onto the raw image data.
Although such metadata provide a significant amafimformation it has some limitations: they
can be edited, deleted and false information attmitamera type and settings can be inserted. So it
is important to provide a reliable source identfion regardless of the type of metadata
information ; such passive approach will be expglarethe following.

This section will be dedicated to the analysishef principal solutions exploited for identifyingeth
acquisition device of digital images and videoslerpg the general structure and sequence of
stages of image formation pipeline, grounding anghysics and operations of the device under
examination. These techniques aim at analysingetbpsrations in order to find a fingerprint for
the device (the so called in-camera fingerprimgerm of the presence of an identifying mark due
to the color filter array (CFA) interpolation, semsmperfections and lens aberration, In this secti
techniques based on the extraction, from imagempgelg to different categories (e.g. scanned
images, photos, video etc.), of some robust intrifesatures that are typical of a particular desice
classes will be explored. Generally these featca@sbe used to train a classifier (e.g. SVM); when
training is performed and whether features gragii@l characterization, the system is able to
classify the digital asset. Hereafter, it will bewn how all these techniques do not work only for



digital cameras but also for scanner and camcodeetification and also to distinguish between a
photographic and a computer graphic image.

Color Filter Array and Demosaicking

In digital cameras with single imaging sensors (tiost diffuse on the market) the Color Filter
Array (CFA) covers the CCD sensor. Several patternst for the filter array (see Figure 4), the
most common array is the Bayer CFA. Since the Cligdva only one color to be measured at each
pixel this means that the camera must estimatentbging two color values at each pixel, this
estimation process is known as “demosaicking”.

Figure 4. Examples of CFA patterns.

There are several commonly used algorithms forraaterpolation and each manufacturer employs
a specific algorithm for this purpose. Given anpotiimage/; the techniques for acquisition device
identification are focused on finding the colotdi array pattern and the color interpolation
algorithm employed in internal processing blocks dfigital camera that acquired imdge

One well-known approach (Swaminathan, 2006 a) ragesuo know the CFA used in a digital
camera based on the fact that most of commeramaézs use RGB type of CFA with a periodicity
of 2x2.

The imagd after the CFA sampling becomes:

e {I (x,y.c),if t(x,y)=c (1)

0,otherwise

wheret(x,y) is the CFA pattern ancl(colour) can be R, G and B.
Then the intermediate pixel values, correspondinipé points Wherés(x, y,c): 0 in(1) are

interpolated using its neighboring pixel values.

The digital forensic method proposed in (Swaminatl2®06 a) , for every CFA patterim a

search space, estimates the color interpolatiofficieats in different types of texture of the ineag
(smooth, horizontal gradient and vertical gradierdge regions) through a linear approximation.
Using the final camera outputand the assumed sample patterhis possible to identify the set of
locations in each color channellahat are acquired directly from the sensor arfég remaining
pixels are interpolated with a set of linear equagiin terms of the colors of the pixel captured
directly in each types of region. Then the algantleconstructs the input imagesing the

corresponding coefficients in each regions to obéstimated final output imagéfor all the CFA

patterns in the search space. At this point the @&i#ern that minimizes error betweleand lis

found by computing a weighted sum of the errorthefthree color channels.

The color interpolation coefficients estimated framimage and the proposed CFA can be used as
features to identify the camera brand utilizedaptare the digital image. So a support vector
machine (SVM) classifier is trained and then usediéntify the interpolation method concerning
different digital camera brands. The camera maelore difficult to detect because the color



interpolation coefficients are quite similar amaragnera models and hence it is likely that the
manufacturer uses similar kinds of interpolatiorthds. Furthermore, others limitations to the
method exist: only RGB CFA is considered and thes technique does not permit to
distinguishing Super CCD cameras because thogtaldigmeras do not employ a square CFA
pattern; moreover there is a misclassification adoilne smooth regions of the image, in fact
similar techniques, such as bicubic interpolatemound smooth region in almost all commercial
cameras are used.

As explained before, at each pixel location of AQ@fterpolated color image, a single color sample
is captured by the camera sensor, while the otir@icblors are estimated from neighboring ones.
As a result, a subset of samples, within a colanalel, is correlated to their neighboring samples.
This form of correlation is expressed by the lineadel:

f(xy)= ia f(x+u,y+v) )

uv=-N

In the above equationg,, are the coefficients of the model parametershurgithe number of

correlated pixel. Since the color filters in a C&#e typically arranged in a periodic pattern (see
again Figure 4), then a periodic correlation isadticed.

The probability maps of the observed data obtafrad the Expectation Maximization (EM)
algorithm can be employed to detect if a color imegthe result of a CFA interpolation algorithm

and the linear coefficients, , returned by the EM algorithm, can be used to disiish between
different CFA interpolation techniques (Bayram, 20Bayram, 2006).

When observed in the frequency domain, these prittiyabaps yield to peaks at different
frequencies with varying magnitudes indicating strecture of correlation between the spatial
samples. Then a classifier is designed on the basie two sets of features: the set of weighting
coefficients obtained from an image, and the peafitions and magnitudes in frequency spectrum.
This method does not work in case of cameras o$déhnge model, because they share the same CFA
filter and interpolation algorithm, and also fomgoressed image or modified image (gamma
corrected, smoothed) because these artefacts sspgrd remove the spatial correlation between

the pixels due to CFA interpolation.

Imaging Sensor Imperfections

This class of approaches for source matching atnteatifying and extracting systematic errors
due to imaging sensor, which appear on all imaggsieed by the sensor in a way independent by
the scene content.

There are several sources of imperfections ancriba influence the image acquisition process
(Healey, 1994). When the imaging sensor takestangiof an absolutely evenly lit scene, the
resulting digital image will still exhibit small eimges in intensity among individual pixels.

These errors include sensor’s pixel defects anqpanoise this last has two major components,
namely, fixed pattern noise and photo responseumifiormity noise (PRNU).

The defective pixels can be used for camera ideatibn as described in (Geradts, 2001). This type
of noise, generated by hot or dead pixels, is glpieanore prevalent in cheap cameras and can be
visualized by averaging multiple images from theieaamera. However, many cameras post-
processing remove these types of noise, thertia@bimique cannot always be used.

So, for a reliable camera identification, the itdeto estimate the pattern noise.

The fixed pattern noise (FPN) refers to pixel-tagbidifferences when the sensor array is not
exposed to light (so called dark current) and dijpends on exposure and temperature. The FPN
is used for source camera identification in (Kumsal999) but it is an additive noise and some



middle to high-end consumer cameras suppressaigs by subtracting a dark frame from every
image they take. On the basis of this considerapboto-response non-uniformity noise (PRNU),
that is the dominant part of the pattern noiseatural images, is usually searched for. The most
important component of PRNU is the pixel non-umidy (PNU), which is defined as different
sensitivity of pixels to light. The PNU is causeddtochastic inhomogenities present in silicon
wafers and other imperfections originated durirgggbnsor manufacturing process. As such, it is
not dependent on ambient temperature and appebesdiable over time. Light refraction on dust
particles, optical surfaces and properties of #raara optics, which also contribute to the PRNU
noise, are generally low spatial frequency comptseat characterizing the sensor and therefore
not usable for source identification. Finally trease component to be estimated and to be used as
intrinsic characteristic of the sensor (fingerpristthe PNU. It is also possible to suppresskind

of noise using a process called flat fielding (l4gall994), in which the pixel values are first
corrected for the additive FPN and then divideallat field frame obtained by averaging images
of a uniformly lit scene, but consumer digital caasedo not flat-field their images because it is
difficult to achieve a uniform sensor illuminatiorside the camera.

To continue the discussion, it's necessary to gimeathematical model of image acquisition
process. The digitized output of the seristan be expressed in the following form (before any
other camera processing occurs):

| =k(s+ p+r+d 3)

wheres s the signal if no other noise sources exiss, the random shot noiseis the additive
random noise (represented by the read-out noisg,agtdd is the dark current.

The factorkis close to 1 and captures the PRNU noise, whiemltiplicative noise.

Because details about the processing are not aleasjly available (they are hard-wired or
proprietary), generally is needed to use a singgifnodel that captures various elements of typical
in-camera processing. A more accurate model tailtve specific camera would likely produce
more reliable camera identification results atdbst of increased complexity.

The simplify sensor output model described in (lgyk#006 a) results in the following vector form:

|= 0" (Ja+ )y + 1]’ + 6, 4)

In equation 4Y is the incident light intensity on the sensoris the color channel gain ands the
gamma correction factor (typically~ 0.45). The gain factco adjusts the pixel intensity level
according to the sensitivity of the pixel in thel rgreen, and blue spectral bands to obtain the
correct white balance. The multiplicative fac " “is a zero-mean noise-like signal responsible for
PRNU. Finally, I7 is a combination of the other noise sources inolyithe dark current, shot
noise, and read-out noise, ¢d, s the quantization noise.

Assuming that either the camera that took the image®ailable to the forensic analyst or at least
some other (non-tampered) images taken by the eaaneravailable, the PRNU te /", can be
estimated from a set of N images taken by the canerimprove the SNR between the PRNU
term and observed ddtsa host signal rejection is performed by subtrac({pixel by pixel) the
denoised versiofly) of I, who can be obtained by using a denoising filsrally implemented
through wavelet based algorithm (Mihcak, 1999).

Z=1-I, (5)

Since the image content is significantly suppressede noise residual, the PRNU can be better
estimate fron¥ than from|, so Z is designated as the reference pattern and sasvas intrinsic



signature of the camera. To identify the sourcearanthe noise pattern from an image is correlated
with the known reference patterns from a set oferas The camera corresponding to the reference
pattern giving maximum correlation is chosen tdl#source camera that acquired that image.
This type of approach is used also for video soidertification (Chen, 2007 b) by estimating the
PRNU from a video segment and then calculatingtireslation with the reference pattern from a
different segment of a video clip. The method dégcr above shows poor performance when
digital image are cropped, scaled or digital magdito an improved method for source camera
identification based on joint estimation and detecof the camera photo response non uniformity
has been developed in (Goljan, 2008). The detéxtistained using the generalized likelihood
ratio test and has the form of a cross-correlati@ximized over the parameters of the geometrical
transform.

With regard to the identification between synth@hage and photographic image a method is
described in (Dehnie, 2006), based on the observé#tat in computer generated images occurs a
lack of the sensor’s pattern noise artefacts dulkdacoftware generation of the image.
Furthermore a technique based on PRNU estimatort|dissification of scanned and non-scanned
images, is outlined in (Khanna, 2007 a; Khanna 28Qbased on the difference in the dimension
of the sensor array (scanner sensor is a one diomahsensor array, see previous section). This
technique extracts a row reference noise pattem & single scanned image by averaging the
extracted noise (via denoising) over all rows drehta procedure like (Lukas, 2006 a; Chen 2007
a) is used, based on the computation of correldteiween the scanner reference pattern and the
noise pattern from an image.

Lens Aberration

Due to the design and manufacturing process, lgmeekice different kinds of aberrations in
images. Generally two of them are investigatedteesthe problem of source device identification:
lens radial distortion (Choi, 2006) and chromaberation (Lahn, 2007).

To reduce manufacturing cost, most of digital caasere equipped with lenses having almost
spherical surfaces that introduce radial distogion

The radial distortion causes straight lines indbgect space rendered as curved lines on camera

sensor and it occurs when there is a change isvease magnificatioll, with increasing distance

from the optical axis. The degree and the ordeoaipensation of such a distortion vary from one
manufacturer to another or even in different canneodels by the same manufacturer. As a result,
lenses from different cameras leave unique impontghe captured pictures.

The lens radial distortion can be written as:

ru=ra+kyrgkorg 5)

wherel, andly are the undistorted radius and distorted radiyse@s/ely. The radius is the

radial distancg x, + y, of a point &, y) from the center of distortion (the centre of arage). The

goal in the method proposed in (Choi, 2006) isnd the distortion parameteks andk, that

constitute the fingerprint to identify source cam#allowing the Devernay'’s straight line method.
However this method fails if there are no straigigs in the image and also if two cameras of the
same model are compared. Besides it is also pedsilaperate a software correction in order to
correct the radial distortion on an image.

The second type of aberration investigated to siblgesource identification problem is the
chromatic aberration. Chromatic aberration is thenmmenon where light of different wavelenghts
fail to converge at the same position of the fgtahe. There are two kind of chromatic aberration:
longitudinal aberration that causes different wamghts to focus at different distances from the
lens, while lateral aberration is attributed afediént positions on the sensor. In both cases,
chromatic aberration leads to various forms of cotgerfections in the image. Only lateral



chromatic aberration is taken into consideratiothenmethod described in (Lahn, 2007) for source
identification. Chromatic aberration causes mggahient between the RGB channels so the task is
to estimate the distorted parameters to compefmatiee distortion maximizing the mutual
information among the color channels. Then thesampeters are used in (Lahn, 2007) to identify
source cell phone through the use of a SVM classifi

Others Approaches

There are other approaches for source identificatging a set of suitable digital data intrinsic
features designed to classify a device model. Tfesgares can be statistical, geometrical and color
features.

In (Mehdi, 2006) a set of features are calculdiieely are composed by suitably chosen image
quality metrics (IQM) evaluated between an inpuagm and its filtered version using a low-pass
Gaussian filter, and integrated with color featyjdesviation from gray, inter-band correlation,
gamma factor), and wavelet coefficient statistidsese features are used to construct multi-class
classifier with images coming from different canseraut it is demonstrated that this approach does
not work well with cameras with similar CCD andetjuires images of the same content and
resolution.

Another group of selected features is based oaghemption that proprietary CFA interpolation
algorithm leaves correlations across adjacentlaitgs of an image. Binary similarity measures
(BSM) are metrics used to measure such a simildntgCeliktutan, 2005) the authors differentiate
between cell-phone camera models by using BSM ffiesiin conjunction with IQM features. In the
approach described in (Celiktutan, 2007), High-OMfavelet Statistic (HOWS) features are added
to the features used in (Celiktutan, 2005) to dggtish among various brands of cell-phone
cameras.

Other techniques exist to solve the classificapimblem between synthetic and “real” images. The
method in (Wang, 2006) proposes a wavelet basédt&tal model to extract features from the
characteristic functions of wavelet coefficienttbgrams. The previous approach is then extended
in (Dirik, 2007) by proposing new features to detbe use of Bayer color filter array during
demosaicking (Bayram, 2005; Bayram 2006). Theseifes are incorporated with the features in
(Lyu, 2005) that capture the statistical regulasitof natural images in terms of statistics of four
level discrete wavelet transform coefficients.

A new set of features is taken into account fonsea identification in (Gou, 2007) because,
generally, features are extracted without spedificaking the scanning process into consideration.
The same features, with the addition of color ipwéstion coefficients, are proposed to identify
images produced by cameras, cell-phone, scannérsoamputer graphics (McKay, 2008). These
features have been chosen in particular to disishigeamera form scanner because the CCD line
sensor in a scanner consists of three lines fdr ealor (red, green, blue), so in a scanner
acquisition process no color interpolation is nekede

Another set of features has been built in (Kha@88,7 b) for classifying scanner, computer
generated and digital camera due to the physi@bckeristic of the image sensor. In fact for a
scanner, the fixed component of the noise shouldelagly identical for all the rows of a scanned
image due to mono dimensional image sensor, anthéosame reason should be different for all
the columns. Then the statistics of row correlatiglhdiffer from those of column correlation.

Row correlation is defined as the correlation afteeow of the image with the estimated row
reference pattern calculated as average of the wbithe reference image over all rows. So the firs
order statistics (mean, median, mode, maximum andmam) and the higher order statistics
(variance, kurtosis and skewness) of the row catiel and column correlation are used to generate
the features vector for each image and also a mea$similarity among the rows or columns of
the reference pattern noise are considered (Kh&@ds, b) to design a SVM classifier.



Techniques for assessing image integrity

Information integrity is fundamental in a trialvardict must be returned after considering a set of
evidences and the authenticity of such proofs shbalassured before making a decision. On one
hand witnesses and their assertions constitutpeadiyevidence; on the other hand, concrete
objects, e.g. a weapon, represent another typeoof,so to speak “real” evidence. In this latter
category can be included all the information belngdo the crime scene, and such information
have been often captured and stored by meanstofgxéc If pictures are just representative of the
real world, then they can be considered as authewtilences. But, it is clear that the advent of
digital pictures and relative ease of digital im@gecessing makes today this authenticity
uncertain. In this scenario, an efficient assessmikthe integrity of digital information, and in
particular of digital images, plays a central role.

But, what does integrity mean? In a strong semmseinhage must be only the outcome of an
acquisition of a real world scene, without any ®ssively processing; in a wide sense, the image
must accordingly represent a real world scene &ad & some processing has been probably
applied, the “meaning” of the scene must not beradt.

Once evidence passes from the real world of thireersional objects to a digital image, we lose
the origin of information and we can not trust amgre what we are seeing, even if the content is
advertised as real. Several image processing &melsowadays easily usable for almost everybody;
let only consider that Adobe PhotoShop is alreambnked to many millions of users worldwide.
With such programs, a great deal of operation#osvad to affect digital photographic files: person
images can be moved in different contexts; objeatsbe deleted from scenes; particular details
can be cloned within the photograph; computer gcaphjects can be added to the real scene. All
these manipulations become more and more sophetitiaus making the alteration virtually
imperceptible; furthermore, establishing the auticéy of images is a key point for being able to
use digital images as critical evidence.

Digital forensics assume that images are intriflyicdaracterized by specific pattern due to the
creation process and to any other process sufédtedimage creation. To properly individuate
possible modifications, the image forensic appraamisiders that such intrinsic fingerprints inside
images are distinguishable due to the differentiagpmage processing, or that the original traces
have been altered due to a tampering, thus lokiig wniformity. So, different digital fingerprints
are taken into account and studying their charetites it is possible to verify if an image has
undergone some tampering and even detect the sdffeocessing. Referring to the wide sense
meaning of integrity (i.e. the digital photograghai congruous representation of the captured “real”
world), a lot of processing non-affecting the setitafe.g. JPEG compression or recompression,
brightness adjustment, gamma correction, etc.peagrroneously revealed as tampering.
Therefore, detection of image alteration does eotassarily prove malicious tampering, but surely
guestions about the content of the image and lietdarther analysis.

In the following, we are going to discuss the teahgical approaches proposed in literature so far
for verifying digital image authenticity; this disssion is structured again according to the
classification of digital fingerprints previouslytroduced in this chapter where the three kinds of
traces are categorized: in-camera fingerprintscfilesd for their exploitation in source
identification), out-camera fingerprints and scéngerprints. Specifically, in the first and third
case, forensic techniques search for some breakimgonsistencies of such traces, whereas in the
second case fingerprints are used for identifyisgecific processing. As already mentioned,
detection of image processing does not necesgaadlye malicious tampering, but surely proves
that some manipulation occurred after image creatio

Because of the great variety of existing methode®devoted to this purpose, we have decided to
provide only some hints of each analyzed technitjuellow the interested reader to get useful
information and to possibly deepen his study bioWing the bibliographic references.




In-camera fingerprint breaking

Basically, the acquisition process is analysedeualliarities left by some component of the chain
are considered as intrinsic fingerprints (in-canfergerprints) that characterize the kind or even
the model or brand of acquisition devices. In gattr, in the previous section three main
components (namely color filter array, sensorsland) are considered with their related
fingerprints, that are:

- the Color Filter Array (CFA) and its related demiokeng process;

- the sensor imperfection and its related pattersejoi

- the lens aberration and its related chromatic akierr.
On the basis of the previous analysis, we now clemgiow the traces left by such components can
be exploited for tampering detection.
In the case o€FA the correlations between pixels introduced bysiecific algorithm for the color
interpolation are analysed in order to verify i$le properties are broken in certain areas, thus
revealing possible tampering (Popescu, 2005 a; $wahan, 2008). The works in (Lukas, 2006 b,
Chen M., 2008) propose a method to detectdmaera pattern noise present in a given image: the
inconsistency of camera pattern noise in some nsgib digital image reveals the non integrity of
the content; the proposed approach requires dltearamera which produced the image or a set of
images produced by the same camera, thus makimgesualgorithm non blind. Regarding the lens
aberration, in (Johnson, 2006) the authors congidearticular thechromatic aberration that leads
to various forms of color imperfections in the irrawhen these alterations fail to be consistent
across the image, a tampering can be supposediappened.
Besides the above mentioned fingerprints, ther@ter in-camera traces that have been used for
integrity verification. Basically, also for suchgafithms a block-based analysis is computed for
evidencing the coherence/incoherence of the ertlgzarameters on the whole image.
The image irradiance (light energy incident onithage sensors) is related to the image intensity
(the final output image) by a non-linear camergoase function@RF), that is a characteristic of
each camera. The estimation of the CRF on differegibns of the analysed image and the
evaluation of consistency/inconsistency betweeh gstimated CRFs, provides a good method for
deciding if the image is likely to be authenticspticed (Ng, 2006; Lin, 2005; Hsu, 2006).
The last step of the acquisition process is us@alREG compression to reduce storage space of
the output image. Such a compression leaves ufiigqgerprints due to the particular quantization
matrix used by the specific camera, and serves‘faagile watermark” enabling the detection of
changes within the image. In (Fridrich, 2001) awharopose to detect possible manipulations by
investigating the compatibility of 8x8 pixel blocksth a given quantization matrix; whereas in
(He, 2006) an algorithm is developed for automédtidacating the tampered regions.
The discrepancy in the signal-to-noise raghR) across the image can also be considered as a sign
for possible tampering. Digital images have an ieheamount of noise introduced either by the
imaging process or digital compression, and suabise is typically uniform across the entire
image. If two images with different noise levels apliced together, or if small amounts of noise
are locally added to conceal traces of tamperiegcl changes in the SNR across the image can be
used as evidence of tampering (Popescu, 2004 a).
A different in-camera fingerprint regards the luamice non-linearity, introduced during the
acquisition chain in order to improve the perceptuglity of the output digital images; parameters
of this non-linearity are dynamically chosen angetel on the camera and the scene, but they are
typically constant on the image. The presence \aérsé distinct non-linearities across an image can
reveal the non integrity of the content. In (Pope2004 a) it is described how luminance non-
linearities introduce specific correlations in thaurier domain, and how these correlations can be
estimated and used for tampering detection.
Finally, another approach proposed in (Ng, 200Asmer that the camera lens often have an
optical low-pass property for the purpose of aliising; hence, when an image is spliced onto



another, it is likely that sharp edges are intr@dLinito the tampered content, and that such edge
transitions invalidate the low-pass behaviour. Spar@ameters, representing the optical low-pass
property, are extracted by means of statisticahodg and are used for image integrity verification.

Out-camera processing identification

A class of forensic algorithms have been proposedientifying some processing applied after
image creation, to reveal possible tampering opmersit

Firstly, for generating convincing digital imagederies, it is often necessary to resize, rotate,
stretch some portions of the manipulated images, lgading to apply a final resampling step.
Although a resampling process does not typicakhydeperceivable artefacts, it anyway introduces
specific periodic correlations between image pixety instance, when the image is upsampled,
some of the pixel values are directly obtained ftbmsmaller version of the image, and the
remaining pixels are interpolated and, thus, thgpear highly correlated with its neighbors. The
authors in (Popescu, 2005 b) show how to detetarede approximation of the applied resampling
rate in an image region. The approach relies onlé¢bection of the introduced correlation patterns;
since each pattern (based on the probability df esgmal sample to be correlated to its neighboring
samples) is not in a biunique relation with a reslamg rate, the matching could not be uniquely
identified. Another method for detecting interpaathas been proposed in (Gallagher, 2005),
where authors observe a periodicity in the varidooetion of the interpolated signal. Authors in
(Babak, 2008) analytically describe the periodigparties of an interpolated signal as well as its
derivatives, thus providing also a theoretical supfor the methods in (Popescu, 2005 b) and
(Gallagher, 2005). The method allows the direatregtion of the resampling parameters such as
the scaling factors, rotation angles and skewictpfa.

Another fundamental processing to be considerednspression. Image tampering usually requires
to make use of common photo-editing software: aegimages, often stored in JPEG format, are
manipulated by the editing tools and then theyevgaved using again the JPEG format; hence the
resulting tampered images have been wholly or ity dauble compressed. While double
compression does not necessarily prove maliciaupéang, it raises suspicions that the image
may be not authentic; as a matter of fact, douBEG identification has acquired special attention
in digital forensic literature, as it may serveaasuseful forensics clue. Double JPEG compression
often introduces specific correlations betweendilserete cosine transform (DCT) coefficients of
image blocks that are not present in single conseegnages. These correlations can be detected
and quantified by analyzing the double quantizagtiact of two JPEG compressions with different
quality factors. Such effect is identified in thehiition of periodic peaks and valleys in the
histograms of the DCT coefficients. Not only thegence of a double compression can be
estimated but also the compression quality thae een used (Lukas, 2003; Popescu, 2004 a) as
well as the specific doctored parts (He, 2006) ti@nother hand, the works in (Luo, 2006) and
(Fan, 2003) exploit the JPEG “blockiness” artefactsrder to detect a double compression. The
authors in (Luo, 2006) evaluate the Blocking Artef@haracteristic Matrix (BACM) of an image
which exhibits a symmetrical shape and regulaotyafsingle JPEG compression; they show how
this regularity can be destroyed by a successivetyaligned compression. Fan (2003) proposes a
method to determine whether a non compressed imagbeen previously JPEG compressed, and
further to estimate which quantization matrix hasrbused. The original intention of such an
approach was the removal of JPEG artefacts; howwan serve as an image forensic tool by also
revealing the presence of a double JPEG compresE@method assumes that if there is no
compression the pixel differences across blocksilshme similar to those within blocks (thus non
showing any blockiness artefacts) while they shdadlifferent due to block artefacts if the image
has been compressed. Finally, in (Fu, 2007) ilsis Bound that the distribution of the first digit

the JPEG DCT coefficients can be used to distirgaisingly JPEG compressed image from a
double compressed one. A single compressed imagparacterized by a distribution of its DCT



coefficients that follows the Benford’s law disuiiion; whereas, as soon as another compression is
applied, the coefficients do not follow this lawyarore.

One of the main common image tampering is splicinig.defined as a simple joining of portions
coming from two or more different images. In (N§O2 a) some image features, particularly
sensitive to splicing operations, have been exdrthanhd used for designing a classifier. A different
technique for detecting splicing searches for tles@nce of abrupt discontinuities in the image (Ng,
2004 b). Several other techniques estimate the rzarasponse function from different regions of
an image to detect splicing and possibly other mations (Hsu, 2006; Popescu, 2004 a). The
authors in (Chen, 2007) observe that the splicedjarmay be characterized by a number of sharp
transitions such as lines, edges and corners; héreefound a parameter as a sensitive measure of
these sharp transitions, and used it for splicieigction.

Another common tampering is object removal: an iengggion containing objects that have to be
erased, is replaced by another region of the saraga. This type of operation is called copy-move
or region-duplication. Since there is similar infation (e.g. texture, noise and color) inside the
same image, it is hard to identify these forgeviasvisual inspection. Furthermore, several post-
processing (such as adding noise, blurring, lossypression) may be performed on such tampered
images, thus making the detection of forgery sigaiftly harder. Works in (Fridrich, 2003; Luo,
2006; Popescu, 2004 b) are all based on block nmatcfirstly, the image is divided into small
blocks and some features are extracted for eadk;loen, by comparing such features for
different blocks, it is possible to identify dugied regions.

Several works in the tampering detection literatwyeo define the properties of a manipulated
image in terms of the distortions it goes througig using such analysis to present methods for
detecting manipulated images. In doing so, som&svassume that creating a tampered image
involves a series of processing operations; thepgse identifying such manipulations by
extracting certain salient features that would lfinguish such tampering from authentic data.
Image manipulations, such as contrast changes, gasamection, and other image nonlinearities
have been modeled and used to identify them (F20i@d1). More generally, in (Swaminathan, 2006
b), image operations, such as resampling, JPEG ressipn, and adding of noise, are modeled as
linear operators and estimated by linear image mesation. In the frequency domain a “natural”
signal has weak higher-order statistical correfetid’ he authors in (Farid, 1999) observed that “un-
natural” correlations are introduced if this sigisapassed through a non-linearity (which would
almost surely occur in the creation of a forgery).

Scene characteristic inconsistencies

Some works have proposed to use as fingerprintsghigproperties directly derived from the

scene. In particular, Johnson and Farid basewweks on the idea that splicing together different
images (that are the acquisition of different segmeeans likely to create a new content where light
inconsistencies are present.

In (Johnson, 2005; Johnson, 2007 c) the authorsidento estimate the direction of the light
source, both in a simplified case (Johnson, 2068)ia complex lighting environments (Johnson,
2007 c): if the image is supposed to be a composdf more images, hence the lighting direction

is computed more than once in different positiointhe image; by comparing such directions it is
possible to verify whether inconsistencies aregmethus revealing the suffered digital tampering.
Lighting direction can be also estimated by consndethat the light source produces specular
highlights on the eyes of people present in thaeecauthors in (Johnson, 2007 a) propose to
compute the direction of a light source by analgzime different highlights within an image, and by
detecting inconsistencies in lighting they are ableeveal possible tampering in some part of the
content. Furthermore authors evidence how it wbelghossible to measure from highlights also the
shape and the color of the light source (besiddsdation), and how these parameters could help in
exposing digital forgeries.



By considering specific images where eyes are ptese (Johnson, 2007 b) it is shown how to
estimate the camera’s principal point (i.e. the

projection of the camera center onto the imageg)l&nom the analysis of person’s eyes within an
image. Such a principal point depends on intriasid extrinsic camera parameters and it is
proposed to be adopted as a fingerprint, whosensistency across an image can be used as
evidence of tampering.

Future Trends

Although many of the digital forensic techniquespgmsed so far are bright and groundbreaking,
none of them by itself offers a stand alone sofufar the considered problem (i.e. the source
identification and the verification of informatiantegrity). Furthermore, the user intervention is
often desirable for validating the final resulist €xample, let us consider the estimation of image
tampering, that without any user intervention ig&impossible, since even if an out camera
processing is detected, often only a human integpoan decide if the purpose of the modification
is malicious or not.

The validation of digital forensic approaches fategrity verification, seems to be missing of a
common framework, regarding both image databasgpariormance measures, such as accuracy,
robustness, security.

An image database is fundamental for the evaluati@nproposed algorithm; furthermore, a
common dataset provides an unified platform forrds®arch community to compare various
algorithms. Actually, several datasets are avalétl the research community
(http://www.ee.columbia.edu/ln/dvmm/trustfoto/) tblnere are some open issues that call for a
benchmark dataset. For instance, the experimewtéds/ing the camera characteristics require a
dataset of images acquired by a diverse modelaroéca, at various acquisition settings.
Furthermore, in order to facilitate the evaluatidrthe image forgery detection techniques using the
images produced by the state-of-the-art image fgrgesation techniques, a dataset of these images
would be necessary. Therefore, further effort @dpcing and standardizing the additional
benchmark dataset is needed.

Most of the proposed digital tampering forensiditeques do not provide a clear measure of the
achievable performance in terms of accuracy arsfalarm rates. There is often a lack of rigorous
theoretical background and concept experimentguitber refine these methods, analytical results
have to be defined more clearly and appropriateated evaluation datasets have to be designed,
built and shared. The robustness to various comemndmmalicious image processing operations is
the most challenging issue that each image foredgarithm has to face with. Proposed methods
are often designed and tested to perform undetddrand not general conditions, and, moreover,
most techniques can be easily bypassed by a lmaggei processing software. Overcoming these
challenges requires the development of severallmogthodologies and thorough evaluation of
their limitations under more general and practseitings. Alongside of robustness, a different
analysis on performances of forensic algorithmseofrom the security point of view. By
increasing the possible solutions for forgery idferation, also malevolent people, aiming at
modifying digital content, increase their attentfon overcoming detection of tampering
processing. Hence, the analysis of forensic algmstfrom the security point of view would be an
interesting open issue to be addressed in theefutur

Another future trend to be considered is the imprognt of the use of image source imperfections
as fingerprint to solve the problem of source idemition. Review of the modern literature on this
argument shows that good experimental resultslatared but reliable identification seems
impossible if all the acquisition process and gosteessing steps are not taken into account, so
further investigations are necessary. Future rebesrould focus on definition of new model for
the acquisition process in order to better estirtteeanomalies left by intrinsic disconformities in



the manufacturing process of silicon sensor ofragra. Since this fingerprint is not a random noise
but a deterministic template, which is superimpadseelach taken image, should be necessary to
define and use new denoising filters that granstigression of the image content and take into
account the different kind of sensor device.

Conclusions

Nowadays, digital visual data have gained highviaatee in nearly every aspect of our life and
represent one of the main source of informatioh¢ha bias common opinion. In particular
scenarios, such as the forensic one, visual infoom&an be used as possible evidence in a trial
thus influencing the final verdict. In such a sttaas, it is fundamental to know the origin and the
history of such data in order to be assured thati@p coming from such information has not been
manipulated. In the last years, a new sciencetregf@as multimedia forensics, has been proposed
aiming at providing information on a digital asdgt,means of the analysis of intrinsic fingerprints
that characterize the data during its life. In jgatar, the analysis of these patterns may lead to
identify image and video origin and to establiskadategrity.

In this chapter, principles and motivations of thfforensics have been discussed and the main
approaches for obtaining information from a dig@ahtent has been presented. Almost all the
proposed techniques can be sketched as a forewsithat extracts, from the considered data, some
digital fingerprints, and that, by exploring someperties of such patterns, is able to make a
decision based on either classification or estiomgirocedure. In particular, the output of such a
tool can provide information on the acquisition idevthat has produced the visual content as well
as on the possible suffered tampering.

Even though multimedia forensics is still in itfancy, the research community is showing an
increasing interest for such technologies thusiteptb new exciting challenges for the solution of
many open issues in the next future.
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Key Terms and Their Definitions

multimedia forensic:

multimedia forensic can be defined as the scienagtties, by only analyzing a particular digital
asset, to give an assessment on such a contetud artiact information that can be useful to
address and support an investigation linked tsteme represented in that specific digital
document.

digital evidences:

during a trial a set of evidences are consideréarbeeturning a verdict; alongside of witnesses,
assertions, and concrete objects, nowadays ddatal representing the acquisition and the storage
of all the information belonging to the crime scémas to be considered as digital evidences.

data authenticity:
digital data can be assumed to be authenticsfprovable that it has not been corrupted after its
creation. In a strong sense, any processing meangtion, that is digital data to be authentic mus



be only the outcome of an acquisition processrebhworld scene without any successively
processing; but in a wide sense, authentic data awgsrdingly represent a real world scene and
even if some processing has been probably appieecheaning of the scene must not be modified.
Data authenticity also means that a digital obgotdeed what it claims to be or what it is clatme
to be.

digital fingerprints:

any digital asset is characterized by inherenepast specific of its life history; such patterns,
referred as fingerprints, come from the acquisitienice producing the data and/or the possible
processing suffered by the data.

sour ce identification:

given a digital asset, it is possible to tracedbeice that has produced the data. In particular, b
focusing on visual data, source identification ref® the recovery of the type of used imaging
devices between digital cameras, scanners, moboesputer graphic technologies, or the specific
model or brand of such devices.

tampering:

a tampering operation can be defined as a partisulaset of image processing, voluntarily applied,
aiming at counterfeiting the meaning of the tamgetata or at least at getting something to appear
different from what it is really.

pattern noise:

a reference pattern noise is a particular digitejdrprint left over a digital image during

acquisition. Such pattern is due to the manufaaguprocess and can be extracted from the images
using a denoising filter.



