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Introduction: scienti�c context and

motivation

This Ph.D thesis is comprised of three self-contained, but related essays, correspond-

ing to the three di�erent chapters, on the causal mediation analysis. Causal media-

tion analysis is a statistical framework used to study causal mechanisms. In such a

context, a mechanism is de�ned as a process in which a causal variable of interest,

known in literature as treatment, a�ects an outcome through one or more intermedi-

ate variables, called mediators, that lie in the causal pathway between treatment and

outcome. This methodology has been developed above all in sociology, psychology

and epidemiology. Surprisingly, few studies used this approach in economics, despite

the great importance in knowing causal mechanisms of policy interventions and of

economic phenomena. In fact, the main limit of the traditional policy evaluation

approaches is that the causal e�ects can be estimated but without knowing nothing

about the causes of the e�ects. In other words, we can estimate how large is an im-

pact and if it is positive or negative, but we cannot know what is due that impact,

leaving the causal e�ect as a "black box".

This thesis tries to make new developments in this direction. First of all, we try to use

this approach in the economic �eld: causal mediation analysis is an important tool

with a great potential, that permits to go deeper with the analysis and know more

about economic phenomena. It is no more su�cient to know if a policy intervention

worked or not, but it's becoming more and more important to know "why", in order

to design more e�cient policies. Secondly, we propose a new estimator trying to go

beyond the limits imposed by structural models: until a few years ago, researchers
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used predominantly structural equation models to study causal mechanisms. Only re-

cently, some researchers moved towards new approaches, like counterfactual methods

and quasi-experimental designs. Following these studies, we propose a new estimator

that takes advantage of Regression Discontinuity Design (RDD) to solve the limits of

the traditional mediation framework. Thirdly, we propose an interesting application

to validate this model. In particular, we estimate the EU 2007-2013 Regional Policy

on the 2006-2015 GDP per capita growth rate at NUTS 3 level, investigating if part

of this e�ect is driven by Research and Development (R&D). The results suggest that

the EU Regional Policy has a positive and signi�cant impact on the per capita GDP

growth rate, estimating a total treatment e�ect of 9.4%. A little part of this e�ect,

1.5%, is driven by R&D investments, con�rming to be a mechanism of transmission

of EU Regional Policy, even if not statistically signi�cant.

To conclude, the idea of this thesis is to give a contribution to causal analysis in

order to have better interpretations of the results and, then, to better know the

phenomena that surround us. After a critical survey of the literature reported in

the Chapter 1, the aforementioned issues are directly faced in chapter 2 and 3.

Chapter 1: Causal Mediation Analysis in Economics: objectives, assump-

tions, models

The aim of mediation analysis is to identify and evaluate the mechanisms through

which a treatment a�ects an outcome. Its goal is to disentangle the total treatment

e�ect into two components: the indirect e�ect that operates through one or more

intermediate variables, called mediators, and the direct e�ect that captures all other

possible explanation for why a treatment works. This paper reviews the methodolog-

ical advancements in causal mediation literature in economics, in particular focusing

on quasi-experimental designs. It de�nes the parameters of interest under the coun-

terfactual approach, the assumptions and the identi�cation strategies, presenting

the Instrumental Variables (IV), Di�erence-in-Di�erences (DID) and the Synthetic

Control (SC) methods.

.
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Chapter 2: Identi�cation of causal mechanisms through an RD approach

Causal Mediation Analysis has important implications, because it helps to better

understand the policy makers' decisions. However, the identi�cation process is not

easy and analyzing causal mechanisms requires stronger assumptions than evaluating

the classical average treatment e�ect. The main problem consists in the endogeneity

of the mediator with the consequence that the simple randomization of the treat-

ment does not imply the randomness of the mediator. Several methods have been

developed, based on di�erent set of assumptions and with di�erent strategies for the

estimation. In this chapter we propose a new identi�cation strategy for the estima-

tion of the direct and the indirect e�ect, through an implementation of a Regression

Discontinuity Design. In this chapter, we present two di�erent models. The �rst one

follows the traditional identi�cation strategy based on linear equation models. The

second model follows the most recent literature based on non-parametric identi�ca-

tion procedures. We show the consistency of this last estimator, validating the results

through a Monte Carlo simulation study.

.

Chapter 3: Causal Mediation Analysis in Economics: an empirical ap-

plication

Given the increasing share of the EU budget devoted to Regional Policy, several

studies have tried to identify the impact of structural funds on the economic growth.

In this chapter, we estimate the impact of EU 2007-2013 Regional Policy on the

2006-2015 economic growth rate, measured by per capita GDP. For this purpose, we

implement the estimation strategy developed in chapter 2. In addition to that, we

exploit the geographical distribution of the funds, using a Spatial Regression Dis-

continuity Design. Thanks to this new estimator, we are able also to estimate the

indirect e�ect of the Policy. In particular, we focus on R&D as a channel of transmis-

sion: the estimator tells us how much of the total e�ect is due to R&D investments.

Firstly, the results show the positive average impact, con�rming the importance of

vii



Regional Policy as a tool to counteract the crisis. Secondly, the results suggest also

that, among treated regions, i.e. regions de�ned Objective "Convergence", the ones

investing an high intensity of funds in R&D grow more the ones not investing in

this priority theme. These �ndings con�rm R&D to be an important driver for the

economic recovery.
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Chapter 1

Causal Mediation Analysis in

Economics: objectives, assumptions,

models

1.1 Introduction

Causal analysis has prooved to be a powerful approach to measure the causal e�ects

of a variable of interest on the outcome. Causal analysis answers questions like: �Are

public subsidies e�ective?� or �Are these e�ects positive or negative?�. Nevertheless,

this kind of analysis cannot answer to another important question: �Why are these

treatments e�ective?�. As pointed out by Gelman and Imbens (2013) not only the

"e�ect of a cause", i.e. the treatment e�ect, seems relevant in many problems, but

also "the cause of the e�ect", i.e. the mechanisms through which the total e�ect

materializes. To use the words of Imai, Tingley and Yamamoto (2015): �A standard

analysis of data [. . . ] can only reveal that a program had such impacts on those who

participated into it. It means that we can quantify the magnitude of these impacts,

we can know how much a treatment a�ects an outcome, but these estimates tell us

nothing about how. We know something about the causal e�ects, but nothing about

causal mechanisms�.
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To overcome these limits a solution can be found in the causal mediation analysis,

i.e. a formal statistical framework that can be used to study causal mechanisms.

Following the de�nition given by Imai, Tingley, Yamamoto (2013) a mechanism is a

process where a causal variable of interest, that is a treatment, in�uences an outcome

through an intermediate variable, the mediator, that lies in the causal pathway be-

tween the treatment and the outcome variables. Studying causal mechanisms permits

to know something more about social and economic policy implications than the to-

tal e�ect alone. This allows policy makers to optimize decisions, making them more

e�cient. The main �elds in which mediation has been developed are psychology and

sociology. For instance, Brader, Valentino and Suhay (2008) go beyond estimating

the framing e�ects of ethnicity-based media cues on immigration preferences and

ask: �Why the race of ethnicity of immigrants, above and beyond arguments about

the consequences of immigration, drives opinion and behavior?�. That is, instead of

simply asking whether media cues in�uence opinion, they explore the mechanisms

through which this e�ect operates. Consistent with earlier work suggesting the emo-

tional power of group-based politics (Kinder and Sanders, 1996), the authors �nd

that the in�uence of group-based media cues arises through changing individual lev-

els of anxiety.

Another example is in the electoral politics literature. Gelman and King (1990) found

the existence of a positive incumbency advantage in the election. A few years later,

in 1996, Cox and Kats lead the incumbency advantage literature in a new direc-

tion by considering possible causal mechanisms that explain why incumbents have

an electoral advantage. They decomposed the incumbency advantage into a �scare

o�/quality e�ect� and e�ects due to other causal mechanisms such as name recogni-

tion and resource advantage.

Mediation is playing an increasing important role also in educational studies. Fol-

lowing the words of A. Gamoran �the next generation of policy research in education

will advance if it o�ers more evidence on mechanisms so that the key elements of

programs can be supported and the key problems in programs that fails to reach

their goals can be repaired� (A. Gamoran, 2013, President of the William T. Grant-

Foundation). Also in a recent special issue of the Journal of Research on Educational
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E�ectiveness focused on mediation and it has been noted that �such e�orts in media-

tion analysis are fundamentally important to knowledge building, hence should be a

central part of an evaluation study rather than an optional `add-on' � (Hong, 2012).

We can �nd some empirical researches in the educational �eld like in Bijwaard and

Jones (2018), who study the impact of education on mortality via cognitive ability,

or Heckman, Pinto and Savelyev (2013), who study the e�ect of Perry Preschool

Program through cognitive and non cognitive mechanisms.

Surprisingly, in economics, mediation analysis has been much less contemplated,

notwithstanding it has interesting and important implications. We can �nd few ex-

amples in Simonsen and Skipper (2006), who evaluate the direct e�ect of mother-

hood's wage, Flores and Flores-Lagunes (2009), who evaluate the direct e�ect on

earnings of the Job Corps program through work experience. Other contributions

are given by Huber (2015), who used causal mediation framework to decompose the

wage gap using data from the U.S. National Longitudinal Survey of Youth 1979, or by

Huber, Lechner and Mellace (2017), who investigate whether the employment e�ect

of more rigorous caseworkers in the counselling process of job seekers in Switzerland

is mediated by placement into labor market programs. The common approach used

to study causal mechanisms in economics is structural equation model (SEM), see

for instance the seminal work by Baron & Kenny (1986). But, as demonstrated by

Imai, Keele, Tingley and Yamamoto (2011), SEM is not the appropriate method to

study and to identify causal mechanisms. They showed that structural models rely

upon untestable assumptions and are often inappropriate even under the validity

of those assumptions. In particular, conventional exogeneity assumptions alone are

insu�cient for identi�cation of causal mechanisms1, while it can be a su�cient con-

dition for identi�cation of the classical average treatment e�ect. In addition to that,

the mediator could be interpreted as an intermediate outcome: in such a model we

should control for a large set of covariates (pre and post treatment), risking to have

di�erent results depending on the covariates chosen and then increasing the sensitiv-

1Structural models are misused also in the traditional causal analysis, because of the presence
of strong assumptions to justify the causal interpretation of mathematical results. See for example
James, Mulaik and Brett (1982), Pearl (1998) and many others.
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ity of the estimates. Therefore, the use of mediation in economics can be useful and

e�cient, and this is the main motivation of this essay.

To overcome these problems, relaxing the structural restrictions, over the last decades,

some authors have moved mediation analysis in the potential outcome framework.

Some examples are Robins and Greenland (1992); Pearl (2001); Petersen, Sinisi and

van der Laan (2006); VanderWeele (2009); Imai, Keele and Yamamoto (2010); Hong

(2010); Albert and Nelson (2011); Tchetgen Tchetgen and Shpister (2012); Vanstee-

landt, Bekaert and Lange (2012) from many others. As in the classical treatment

analysis, using the counterfactual approach, rather than structural models, allows us

to formalize the concept of causality without making assumptions on the functional

form of the parameters and, then, to have more �exible identi�cation procedures.

Moreover, in this kind of models, it is not necessary to know the entire set of co-

variates that could a�ect the design. Most of this literature handles identi�cation

by assuming that the treatment and the mediator are conditionally exogenous given

observed characteristics, an assumption known as Sequential Ignorability. Neverthe-

less, this assumption sometimes is hardly satis�ed, above all in economics, because

of the presence of post-treatment confounders, that can confound the relations be-

tween variables. To handle this problem, recently some researchers have used quasi-

experimental designs inside the mediation framework. These procedures are partic-

ularly attractive in this context also because the gold standard of causal analysis,

i.e. randomization of the treatment, is not a su�cient condition for the identi�cation

of causal mechanisms, a requirement that make the counterfactual approach more

appropriate than structural models.

Causal mechanism is an important issue to better understand why a policy works

and go beyond the limits of this approach is one of the aim of the current research

�elds. Mediation analysis seems to be one of the �ttest frameworks to describe these

relations and many researchers have developed new methods or have readapted the

classical ones to go deep with the analysis. This is a promising methodology in eco-

nomics because it permits to study causal mechanisms and to analyze the causal steps

between treatment and outcomes and, then, it permits to give a causal interpreta-

tion to the changes that occur in between. In addition to that, these new methods

4



that are emerging allow to do this kind of analysis without making too restrictive

assumptions, a key issue in economic studies; mediation turns out to be a precious

tool for policy makers. Thus, following the words of Imai, Keele and Yamamoto, also

economics is trying to open his black box2.

This paper reviews the methodological advancements in causal mediation literature

in economics, in particular focusing on quasi-experimental designs, a recent perspec-

tive in the mediation panorama. The remainder of this paper is organized as fol-

lows: section 2 shows the counterfactual approach in mediation analysis and de�nes

the parameters of interest; section 3 analyzes the assumptions required in media-

tion analysis; section 4 focuses on quasi-experimental designs, in particular showing

instrumental variables (IV), di�erence-in-di�erences (DID) and synthetic control ap-

proaches; section 5 concludes.

1.2 Counterfactual approach

1.2.1 De�nition of counterfactual mediation framework

Most recent research in mediation analysis uses counterfactual approach commonly

exploited in causal inference, basing on the potential outcome framework proposed

by Neyman (1923) for randomized experiments and then generalized to observational

studies by Rubin (1974).

According to the main literature, formally we denote with D a binary treatment,3

with M the mediator variable, that is assumed to have a boundary support and may

be discrete or continuous, and with Y the outcome of interest. In this framework the

potential outcome is de�ned as Y (d′,m) and the potential mediator is M(d) with

d, d′ ∈ {0, 1}. We can write the realized outcome and mediator values as:

2Imai, K., L. Keele, D. Tingley, T. Yamamoto (2011): "Unpacking the black box of causality:
learning about causal mechanisms from experimental and observational studies", American political

science review, 105(4), 765-789.
3We here focus on binary treatment indicator for simplicity, but the methods can be extended

easily to non-binary treatment, see for instance Imai, Keele & Tingley, 2010a.
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Yi = Di · Yi(1) + (1−D)i · Yi(0)

Mi = Di ·Mi(1) + (1−D)i ·Mi(0)

where the subscripted i is the unit observation.

It is easy to see that for each unit i only one of the two potential outcomes or me-

diator states is observed. Thus, also in mediation analysis we have to face the so

called missing values problem (Holland, 1986). Because of the presence of two driver

variables we must also take into account the potential presence of an interaction

between them, making the analysis more challenging.

The goal of mediation analysis is to decompose the total treatment e�ect of D on

Y into the indirect and the direct e�ect. The �rst one re�ects one possible expla-

nation for why treatment works, explicitly de�ning a particular mechanism behind

the causal impact and it answers the following counterfactual question: what change

would occur to the outcome if the mediator changed from what would be realized

under the treatment condition, that is Mi(1), to what would be observed under the

control condition, that is Mi(0), while holding the treatment status at d?4 The sec-

ond one, the direct e�ect, represents all other possible explanations through which a

treatment a�ects an outcome and it corresponds to the change in the potential out-

come when exogenously varying the treatment but keeping the mediator �xed at its

potential value Mi(d). These methods assess what portion of the e�ect of the treat-

ment operates through a particular intermediate variable and what portion operates

through other mechanisms in order to prescribe better policy alternatives. Finally,

mediation analysis is the set of techniques by which a researcher assesses the relative

magnitude of these direct and indirect e�ects.

4See for instance Keele, Tingley and Yamamoto, 2015
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1.2.2 De�nition of parameters

Using the potential outcome notation, we can de�ne three quantities of interest, see

for instance VanderWeele (2015):

1. CDE(m): [Yi(1,m) − Yi(0,m)] is the controlled direct e�ect and it expresses

how much the outcome would change between treated and control groups but

keeping �xM = m. It quanti�es the e�ect not mediated byM , but it is de�ned

for every strata of m. If the e�ect changes across di�erent level of m, then we

are in presence of an interaction e�ect between D and M on Y .

2. NDE(d): [Yi(1,M(d))−Yi(0,M(d))] is the natural direct e�ect and it expresses

how much the outcome would change if the treatment was exogenously set from

1 to 0 but, for each individual, the mediator was kept at the level it would have

taken in treatment status d. It captures what the e�ect of the treatment on the

outcome would remain if we were to disable the pathway from the treatment

to the mediator.

MD Y

Figure 1.1: Natural direct e�ect

3. NIE(d): [Yi(d,M(1))−Yi(d,M(0))] is the natural indirect e�ect and it expresses

how much the outcome would change if the treatment were set equal d but the

mediator were changed from the level it would take if D=1 to the level it

would take if D=0. It captures the e�ect of the treatment on the outcome that

operates through the mediator.
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MD Y

Figure 1.2: Natural indirect e�ect

These e�ects are de�ned at the unit level, implying that they are not observed for each

observation i with the consequence that we cannot directly identify them without

stronger assumptions. The reason is that they are de�ned with respect to multiple

potential outcomes for the same individual and only one of those potential outcomes

is observed in reality. So, we use the population averages for the identi�cation of

all the e�ects of interest. Basing on the potential outcome framework (Glynn 2012;

Imai, Keele, Yamamoto 2010; Pearl 2001; Robins & Greenland 1992), we can identify

these quantities of interest to disentangle the average total e�ect (ATE) given by

∆ = E[Y (1)− Y (0)]. First, we de�ne the average indirect e�ect (ACME)5 as:

δ̄(d) = E[Y (d,M(d))− Y (d,M(1− d))] ∀ d ∈ {0, 1} (1.1)

The ACME corresponds to the change in mean potential outcome when exogenously

shifting the mediator to its potential values under treatment and non treatment state

but keeping the treatment �xed at D = d . Note that only one component of the

right side equation is observable, whereas the other one is by de�nition unobservable

(under treatment status d we never observe the value of M that it naturally would

have under the opposite treatment state, i.e. M(1− d)).

In the same way, we de�ne the average direct e�ect (ADE) as:

θ̄(d) = E[Y (d,M(d))− Y (1− d,M(d))] ∀ d ∈ {0, 1} (1.2)

5Also known as Average Causal Mediation E�ect.

8



It represents the average causal e�ect of the treatment on the outcome when the

mediator is set to the potential value that would occur under treatment status d.

It can be easily shown that ATE can be rewritten as the sum of the natural direct

and indirect e�ect de�ned on the opposite treatment status:

∆ = E[Y1 − Y0]

= E[Y (1,M(1))− Y (0,M(0))]

= E[Y (1,M(1))− Y (0,M(1))] + E[Y (0,M(1))− Y (0,M(0))] = θ̄(1) + δ̄(0)

= E[Y (1,M(0))− Y (0,M(0))] + E[Y (1,M(1))− Y (1,M(0))] = θ̄(0) + δ̄(1)

We obtaine these results simply adding and subtracting the counterfactual quantity

E[Y (0,M(1))] after the second equality, and adding and subtracting E[Y (1,M(0))]

after the third equality. More in general, we can write this result as:

∆ = δ̄(d) + θ̄(1− d) ∀ d ∈ {0, 1} (1.3)

Obviously, neither e�ect is identi�ed without further assumptions: only one of Y (1,M(1))

and Y (0,M(0)) is observed for any unit, because both outcomes cannot be observed

at the same time as stated in the fundamental problem of causal inference. The coun-

terfactual quantities Y (1,M(0)) and Y (0,M(1)) are never observed for any individ-

ual, because we never observe the potential value of M de�ned under the opposite

treatment state, but we only know the factual M that follows a particular treatment

state. To face this identi�cation issue we need to de�ne a proper set of assumptions.

1.2.3 Controlled direct e�ect versus natural direct e�ect

An important advantage of the counterfactual notation is that it allows for the po-

tential presence of heterogeneity. Such heterogeneity is important both in practice

and theory, as it is often the motivation for the endogeneity problems that concerns
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economists (Imbens and Wooldridge, 2009). In structural models the e�ects are as-

sumed to be constant, implying that the e�ect of various policies could be captured

by a single parameter. In mediation this heterogeneity is even more important, be-

cause it implies not only that the direct e�ect of the treatment on the outcome could

be di�erent across individuals, but also that this e�ect can be di�erent for di�erent

values of the mediator. With the counterfactual notation, then, the presence of non

linearities and interactions is not a problem, because we don't need to specify the

functional form and we don't need to model the relations between variables. But if

the e�ect of the treatment is the same for the entire population, meaning that it

doesn't change for di�erent level of the mediator, then there is no interaction be-

tween treatment and mediator. In this particular case, CDE(m) = CDE(m′), for

m 6= m′, implying that the controlled direct e�ect is equal to the natural direct one,

CDE = NDE (Baron & Kenny, 1986). Formally:

δ̄(1) = δ̄(0) = δ̄

θ̄(1) = θ̄(0) = θ̄

In this situation, the di�erence between the total e�ect and the controlled direct

e�ect gives the indirect e�ect, or more formally: ∆− θ̄ = δ̄.

Usually, in empirical analysis the controlled direct e�ect and the natural direct e�ect

do not coincide and then the di�erence between the total e�ect and the controlled

direct e�ect does not generally give an indirect e�ect (Kaufman et al., 2004; Van-

derweele, 2009) because there may simply be interaction between the e�ects of the

exposure and mediator on the outcome, not guaranteeing the additional linearity

functional form of the e�ects.

1.3 Assumptions

1.3.1 Classical Assumptions

Usually, in economics we can't manage a controlled experiment. In this situation we

must rule out the presence of confounders. But, in mediation analysis, because of
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the particular structure of the variables' relations, it is important to point out what

kind of confounders we have.

Consider a classical mediation framework, in which X is a set of pre-treatment ob-

servable covariates and W is a set of post-treatment observable confounders, like in

�gure 1.3.1.

DX Y

M
W

Figure 1.3: Mediation framework with: D=treatment; M=mediator;

Y=outcome; X=pre-treatment covariates; W=post-treatment con-

founders

For example, suppose we want to assess whether a program of subsidies (D) increases

�rms' productivity (Y ) and whether the share invested in R&D (M) may mediate

part of this e�ect. In this example, investments in R&D may be a potential mediator

because is a�ected by subsidies treatment and in turn may a�ect, at least partially,

productivity outcome. But to interpret this association as a causal e�ect, we need

to think carefully about and control for variables that may be confounders of the

treatment-outcome relationship (X) and/or of the mediator-outcome relationship

(W ). For example, there might be a �rms' size or �rms' performance variables (X)

that a�ect the participation in the program (D) and the �rms' productivity (Y ) or

other factors, such as the quality of administration or the presence of a network (W ),

that a�ect both the level of investments in R&D and productivity. It is important

to note that these W confounders could be a�ected by the treatment itself.

In such a context, we need to distinguish two situations: the identi�cation of con-
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trolled e�ects and the identi�cation of natural e�ects. Following VanderWeele (2015)

to estimate the CDE we need two assumptions:

� A1. There must not be confounders between treatment and outcome relation-

ship

� A2. There must not be confounders between mediator and outcome relationship

For the satisfaction of the �rst assumption is su�cient to randomize the treatment,

but even with randomized treatment the second assumption might not hold. If we

refer to the previous example, to satisfy A1 we need to adjust for common causes

of the exposure and the outcome - for example information about �rms' size or

�rms' performance or any other factor (X) that can confound this relation in the

analysis; or we can give subsidies randomly, implying the same distribution of X for

treated and non-treated �rms. At the same time, to satisfy A2 we need to adjust for

common causes of the mediator-outcome relation - for example information about

administration's quality or other factors (W ) that can confound this relation. In

this case, we need to think carefully to all possible post-treatment confounders and

include them in the analysis, because the randomization of the treatment is not a

su�cient condition to control for W .

To identify natural direct and indirect e�ects we need two more assumptions. In

particular:

� A3. There must not be confounders between treatment and mediator relation-

ship

� A4. There must not be confounders a�ected by the treatment between mediator

and outcome relationship

Also in this case, to satisfy A3 is su�cient to randomize the treatment, but again

for the fourth assumption this is not enough. In particular, A4 is a strong assump-

tion, because it requires that there is nothing on the pathway from the treatment

to the mediator that also a�ects the outcome. This assumption is more plausible

if the mediator occurs shortly after the treatment (VanderWeele and Vansteelandt,

12



2009). If we consider again the previous example, the size of the �rm could be a

confouder of the treatment-mediator relation and then it must be included in the

set of covariates (X) or we can randomly assign D. But if we consider A4, we have

to take into account possible factors that could be a�ected by the treatment and

that in turn a�ect the mediator and/or the outcome. For example, �rms that receive

subsidies could have more bene�ts (tax, bureaucratic) that could in turn a�ect R&D

investments and productivity. The problem with this assumption is that, even if we

have in mind these factors before the analysis, we can't have the exact measure of

these confounders, because we don't know before the value that they will take after

the treatment.

Another example could be the e�ect of a job training program (D) on the probability

to �nd a job (Y ). It could be possible that the program is designed in two steps:

the �rst part of the program in which we can �nd di�erent activities and a second

part in which there is, for example, a PC course (M). In this kind of design, we

can study how much the probability to �nd a job increases thanks to the PC course

and/or thanks to the other components of the job training program. Also in this

case, to correctly identify the direct and the indirect e�ect we must be sure to satisfy

the previous four assumptions. In other words, we have to control for all possible

pre-treatment confounders, like gender, age, education, kind of job, how long the

individual is unemployed and so on, and we have to control for all possible post-

treatment confounders, eventually a�ected also by the treatment, like the previous

knowledge of PC, attitude and so on.

It is important to note that assumptions 1-4 implicitly imply an assumption of tem-

poral ordering (Cole & Maxwell, 2003). If the temporal ordering assumptions were

not satis�ed, then neither would the no unmeasured confounding assumptions, and

then the association would not represent the causal e�ect. For this last assumption

it is important to use panel data to measure the various factors at di�erent time:

such framework consisting of an initial treatment, an intermediate mediator, a �nal

outcome and, possibly, observed covariates. Di�erently, with cross sectional data,

we cannot determine the direction of causality or the relative magnitude of the two

possible directions that causality may operate and we cannot distinguish between
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mediation and confounding (see, for instance, Baron & Kenny, 1986). In addition, it

is important to have in mind a strong theory to give the right causal interpretation.

Another issue is that when the treatment, the mediator and the outcome vary over

time, we have to control for the prior values of these variables to make no confound-

ing assumptions more plausible and to rule out the possibility of reverse causality

(Vanderweele, 2015): even if we know the temporal ordering, it is possible that prior

values of the variables serve as the most important confounding variables.

1.3.2 Identi�cation under Sequential Ignorability

The key insight is that under randomized designs ATE is identi�ed, but direct and in-

direct e�ect are not. Even in the presence of a double randomization of the treatment

and the mediator the e�ects of interest are not identi�ed without further assump-

tions. In fact, even if both treatment and mediator are exogenous, and then the

conventional exogeneity assumption is satis�ed, simply combining the e�ect of T on

M and the e�ect of M on Y is not su�cient for the identi�cation of the indirect

e�ect. The assumption called "Sequential Ignorability" is a partial solution to this

problem and so far the most used. There are di�erent interpretations of this assump-

tion, with di�erent implications and di�erent formalizations. The most used version

and maybe the most �exible is the one given by Imai, Keele and Yamamoto (2010).

Formally, it is expressed as:

{Yi(d′,m),Mi(d)} ⊥ Di|Xi = x (1.4)

Yi(d
′,m) ⊥Mi(d)|Di = d,Xi = x (1.5)

where:

Pr(Di = d|Mi = m,Xi = x) > 0 (1.6)

∀ d ∈ {0, 1} and m,x in the support of M,X6

6Imai, Keele, Tingley and Yamamoto (2011) wrote this common support assumption as: 0 <
Pr(Di = d|Xi = x) and 0 < P (Mi = m|Di = d,Xi = x) for d = 0, 1 and all x and m in the support
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The �rst part of the sequential ignorability assumption, equation (4), is the classi-

cal conditional independence of the treatment, also known as no-omitted variable

bias, conditional exogeneity or unconfoundedness, see for instance Imbens (2004).

By equation (4), there are no unobserved confounders jointly a�ecting the treatment

and the mediator and/or the outcome given X, meaning that we can consistently

identify the e�ect of D on Y and D on M . In non-experimental designs, the valid-

ity of this assumption hinges on the richness of pre-treatment covariates, while in

experimental designs, this assumption holds if the treatment is either randomized

within strata de�ned by X or randomized unconditionally7. The second part of se-

quential ignorability assumption, equation (5), states that there are no unobserved

confounders jointly a�ecting the mediator and the outcome once we condition on D

and X. It means that there are no unobserved confounders between mediator and

outcome, ruling out the presence of post-treatment confounders not captured by X.

This is a strong assumption because randomizing both treatment and mediator does

not su�ce for this assumption to hold; in addition to this, it is more plausible if

treatment and mediator are measured at a short distance, as we mentioned in the

previous subsection. The last part of sequential ignorability, equation (6), is the com-

mon support assumption. It states that the conditional probability to receive or not

receive the treatment given M and X, recalling the propensity score literature, is

larger than zero8. By Bayes' theorem, this version of common support implies that

Pr(Mi = m|Di = d,Xi = x) > 0 if M is discrete or that the conditional density of

M given D and X is larger than 0 if M is continuous. The main implication of the

equation (6) is that conditional on X, the mediator state must not be a deterministic

function of the treatment, otherwise no comparable units in terms of the mediator

are available across di�erent treatment states (Huber, 2019). In other words, there

must be di�erent values ofM once we condition on D and X, in order to compare dif-

ferent mediator states inside the same group de�ned by the treatment status. Under

sequential ignorability (equations 4-6), it is possible to identify causal mechanisms,

of X and M.
7In this case, the stronger version of the assumption {Yi(d′,m),Mi(d), Xi} ⊥ Di is satis�ed.
8In the classical causal analysis to identify the ATE we face the weaker common support as-

sumption: Pr(Di = d|Xi = x) > 0
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in particular, we can get the nonparametric identi�cation of the counterfactual quan-

tity E[Yi(d,M(d′)|Xi = x], proved by Imai, Keele and Yamamoto (2010), implying

the nonparametric identi�cation of the average natural direct (ADE) and the aver-

age natural indirect e�ect (ACME). In the standard causal mediation analysis the

nonparametric identi�cation of the counterfactual quantity is the following:

E[Yi(d,Mi(d
′))|Xi = x] =

=

∫
E(Yi(d,m)|Mi(d

′) = m,Xi = x] dFMi(d′)|Xi=x(m)

=

∫
E(Yi(d,m)|Mi(d

′) = m,Di = d′, Xi = x] dFMi(d′)|Xi=x(m)

=

∫
E(Yi(d,m)|Di = d′, Xi = x] dFMi(d′)|Xi=x(m)

=

∫
E(Yi(d,m)|Di = d,Xi = x] dFMi(d′)|Di=d′,Xi=x(m)

=

∫
E(Yi(d,m)|Mi = m,Di = d,Xi = x] dFMi(d′)|Di=d′,Xi=x(m)

=

∫
E(Yi|Mi = m,Di = d,Xi = x] dFMi(d′)|Di=d′,Xi=x(m)

=

∫
E(Yi|Mi = m,Di = d,Xi = x] dFMi|Di=d′,Xi=x(m)

where, assuming a continuous mediator, the �rst equality follows from the law of iter-

ated expectation; equation (4) is used to establish the second, the fourth and the last

equalities; equation (5) is used to establish the third and the �fth equalities, while

the sixth equality follows from the fact that Mi = Mi(Di) and Yi = Yi(Di,Mi(Di)),

also known as observational rule (T. VanderWeele, 2015) or consistency assumption

(Imai, Keele, Tingley and Yamamoto, 2011).

Sequential ignorability used in the counterfactual analysis is crucially di�erent w.r.t.

the classical exogeneity assumption used in the structural models. In particular, as

we said before, to identify causal mechanisms, and then the indirect e�ect that goes

from T to Y through M , is not su�cient randomize both treatment and mediator.

Di�erently, if we use structural models, it is required to satisfy only the exogene-
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ity assumption, meaning that it's su�cient the double randomization of T and M .

Nevertheless, the resulting estimation is consistent only if there is not heterogeneity

e�ect. In particular, in the �rst case we can identify the causal mediation e�ect (T

→ M → Y) in which we are interested in, while in the second case we can just iden-

tify the causal e�ect of the mediator (T → M and M → Y). These two quantities

coincide only in the absence of heterogeneity. Under exogeneity assumption and in

the absence of heterogeneity, then, we can consistently estimate only CDE, because

in this particular case this quantity is equal to NDE. The interesting fact is that, in

the presence of heterogeneity, the exogeneity assumption still holds if treatment and

mediator are randomized, but the correlation between the error terms of M and Y

is di�erent from 0, implying biased estimations of the e�ects, that structural models

are not able to capture.

1.3.3 Other interpretations of Sequential Ignorability

The main limit of this result is that the nonparametric identi�cation works only

if we don't condition on post-treatment confounders, implying that the set of pre-

treatment observable confounders must be su�cient to control for them, requirement

not always credible. This issue has been addressed by Robins (2003). In his fully ran-

domized causally interpreted structured tree graph model (FRCISTG), he used a

di�erent version of sequential ignorability: the �rst part is the same of equation

(4), while equation (5) is replaced by Yi(d
′,m) ⊥ Mi(d)|Di = d, Zi = z,Xi = x,

where Z is a vector of post-treatment confounders. This is an important practical

advantage because permits to control for observable variables that could confound

the relationship between the mediator and the outcome. But it comes at the cost

of adding the parametric assumption of non-interaction between direct and indirect

e�ect: Yi(1,m) − Yi(0,m) = Bi, where Bi is a random variable independent of m.

This condition has two implications: (i) absence of heterogeneity; (ii) the same value

of the direct e�ect regardless the level of the mediator, i.e. the independence be-

tween the direct and the indirect e�ect. Therefore, it exists an important trade-o�: if

we condition on post-confounders, we need to assume a non-interaction assumption
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to identify natural e�ects, which is very restrictive condition and it doesn't permit

a nonparametric identi�cation. On the other hand, if we don't condition on post-

treatment confounders, but assuming that all the X's are su�cient to control for

them, we can identify the e�ects nonparametrically without any parametric restric-

tions.

Another formalization of Sequential Ignorability is given by Pearl (2001). In partic-

ular, in his Theorem 1 and Theorem 2 for the identi�cation of the average natural

direct e�ect and in Theorem 4 for the identi�cation of the average natural indirect

e�ect, he used a di�erent set of assumptions arriving anyway at the same expression

of ADE and ACME given by Imai, Keele and Yamamoto (2010). It is important to

note that sequential ignorability implies Pearl's assumptions, while the converse in

not always true, but in practice, the di�erence is only technical. Another advantage

of sequential ignorability is that it is easier to interpret than Pearl's assumptions, in

which we have an independence between two potential quantities9. This di�culty in

the interpretation is pointed out also by Pearl himself: "Assumptions of counterfac-

tual independencies can be meaningfully substantiated only when cast in structural

form"10. In contrast, in the second part of sequential ignorability, eq. (5), we have

the observed value Mi(d) independent of potential outcome, in other words Mi is

e�ectively randomly assigned given Di = d and Xi = x, a concept that is easier to

understand.

A further version of sequential ignorability is given by Petersen, Sinisi and Van der

Laan (2006). They split equation (4) into two parts: Yi(d,m) ⊥ Di|Xi = x and

Di ⊥ Mi(d)|Xi = x, while equation (5) is the same11. This is just a mathemati-

cal di�erence, because in experimental designs, in which treatment is randomized,

equation (4) is equivalent to them. To identify the natural direct e�ect they also

assume that the potential value of mediator under non-treatment state is indepen-

dent of the potential outcome. Formally, E[Yi(d,m)−Yi(0,m)|Mi(0) = m,Xi = x] =

E[Yi(d,m)−Yi(0,m)|Xi = x], meaning that the potential value of the mediator under

9The assumption given in Pearl(2001) is: Yi(d
′,m) ⊥Mi(d)|Xi = x

10See Pearl (2001), pag. 416
11In particular, they use Yi(d,m) ⊥ Di|Xi = x and Di ⊥ Mi(d)|Xi = x to identify controlled

direct e�ect and they add equation (5) to identify natural direct e�ect.
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non treatment state,Mi(0), doesn't give us any additional information on the e�ect of

the treatment. This additional assumption is necessary to identify the counterfactual

quantity Y (d,M(0)). Anyway, if treatment is randomized this last assumption is not

necessary for the nonparametric identi�cation given by Imai, Keele and Yamamoto

(2010), making their sequential ignorability a preferable solution once again.

1.4 Quasi-experimental designs

As mentioned in the previous section, most recent research in mediation analysis

considers more general identi�cation approaches based on the potential outcome

framework, commonly used in treatment evaluation (Rubin, 1974) to overcome the

limits of structural models. The gold standard of this approach is the randomness

of the treatment, a condition that is easily met in experiments. When treatment or

mediator cannot be determined exogenously, the only way to estimate the param-

eters of interest and give them a causal interpretation is to use quasi-experimental

designs, in which endogeneity can be controlled under particular assumptions. Medi-

ation analysis borrowed these methods from causal literature in order to identify and

estimate causal mechanisms, but, nowadays, there are only few studies using these

approaches. We can �nd some examples in Instrumental variables (See for example

Robins and Greenland, (1992); Geneletti (2007); Imai et el. (2013); Powdthavee et al.

(2013); Burgess et al. (2015); Jhun (2015); Frölich and Huber (2017)), Di�erence-in-

di�erences (see Deuchert, Huber and Schelker (2018); Huber and Steinmayr (2017))

and synthetic control (see Mellace and Pasquini (2019)), while, at the best of our

knowledge, there are not still studies using regression discontinuity design12. In the

next section we will discuss some of them.

12See M. Angelucci, V. Di Maro (2010): they provide a practical guide for the identi�cation of
treatment e�ect on eligibles and the indirect e�ect on ineligibles based on conditional independence,
RD and IV assumptions
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1.4.1 Instrumental variables

Recently, part of the literature tried to study causal mechanisms through instru-

mental variables (IV) methods (see Robins and Greenland (1992); Imai et al. (2013)

from many others). The reason is that, in some empirical applications, sequential

ignorability is not a credible assumption to rule out the presence of post-treatment

confounders and an instrument could be an important tool to solve the problem

of the mediator's endogeneity. In other cases, also the treatment is not exogenous

even after conditioning on a set of pre-treatment covariates and a second instrument

could be used for this kind of endogeneity. We can �nd two di�erent ways in which

mediation analysis with IV has been dealt. Some authors identi�ed direct and in-

direct e�ects through structural models. For example, Powdthavee, Lekfuangfu and

Wooden (2013) studied the impact of education on subjective well-being (SWB)

through the mediator income. They used di�erent timing of education laws across

states of Australia and shocks in personal income (such as lottery wins etc.) as instru-

ments respectively of treatment and mediator. Assuming the independence between

instruments, they estimate the direct and indirect e�ect using the structural equation

model (see Baron & Kenny, 1986), inside a 2SLS framework. Other studies used two

instruments and a parametric identi�cation such as Burgess et al. (2015) and Jhun

(2015). Ten Have et al. (2002) used treatment-covariates interactions as instruments

for the mediator, but imposing the absence of the treatment-mediator, mediator-

covariate and treatment-covariate interactions in the outcome model, implying an

identi�cation based on strong structural restrictions. The limit of this structural

methods is that they don't allow for the existence of a heteorgeneous e�ect between

direct and indirect e�ect.

The second way in which mediation analysis with IV can be studied is using the

potential outcome framework. An important contribution is given by Chen, Chen

and Liu (2017), who studied the gender of the second born on the �rst born educa-

tion outcome, through the sibling size (also interpreted as fertility choice) mediator.

In their study, they assume a randomized sibling gender and they use a twinning

indicator at the second birth as instrument for the mediator (following the studies of
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Rosenzweig and Wolpin (1980); Black, Devereux and Salvanes (2005); Angrist, Lavy

and Schlosser (2010)). Their IV estimates give a causal interpretation limited only to

complying families, whose sibling size would rise with twinning at the second birth,

i.e. M(Z = 1) > M(Z = 0), but, on the other hand, allowing for heterogeneous

e�ect, i.e. interaction between treatment and mediator. In particular, they found

that having a younger brother lowers the potential sibling size of a �rst-born girl

to a degree that the positive indirect e�ect cancels out the negative direct e�ect on

her education outcomes, resulting in a near zero total e�ect. These results o�er new

evidence about gender bias in family settings that has not been detected in the previ-

ous literature. This was possible thanks to the decomposition of the total e�ect and

thanks to the presence of heterogeneity captured by the interaction between sibling

size and sibling gender. A second contribution using the potential outcome approach

is given by Frölich and Huber (2017). They used a counterfactual framework and

join a nonparametric identi�cation using two di�erent instruments respectively for

treatment and mediator, allowing, then, for the endogeneity of them. In addition,

both instruments and mediator can be discrete or continuous. The main advantage

of their result is that they identify natural and controlled e�ects for all treatment

compliers, overcoming the limit of identi�cation only of the controlled direct e�ect

for subpopulations de�ned on compliance in either endogenous variable (see Miquel,

2002). They applied this method on two empirical studies. One of them is about the

e�ect of education on the social life outcome through income. Treatment is instru-

mented by an increase in the UK minimum school leaving age in 1971 from 15 to

16 years (see also Oreopoulos, (2006) and Brunello et al., (2013)), while the annual

individual income is instrumented by windfall income (Lindhal, (2005) and Gardner

and Oswald, (2007)). They found a positive e�ect of education on social life func-

tioning, but disentangling the total e�ect on compliers (LATE) showed a positive

direct e�ect, while the indirect e�ect is close to 0 and not signi�cant. They then

conclude that education a�ects social functioning, but through di�erent mechanisms

than income (Huber and Frölich, 2017).
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1.4.2 Di�erence-in-di�erences

The �rst contribution that deals the identi�cation of direct and indirect e�ect using a

di�erent framework than sequential ignorability and instrumental variables approach

is given by E. Deuchert, M. Huber and M. Schelker (2018). They disentangle the total

e�ect basing on a di�erence-in-di�erences (DID) approach within subpopulation or

strata (Frangakis and Rubin, 2002) de�ned upon the reaction of a binary mediator to

treatment, implying the presence of four subpopulations: always takers, never takers,

compliers and de�ers (see for instance Angrist, Imbens and Rubin, 1996). In particu-

lar, they identify the direct e�ect on always takers and never takers, whose mediator

doesn't react to treatment, i.e. treatment doesn't change the mediator's state, cor-

responding to the controlled direct e�ect, and then they identify the indirect e�ect

and the direct e�ect on compliers, whose mediator reacts to treatment. The main

assumptions that they use are the classical random treatment assignment; the sec-

ond one is the monotonicity assumption that comes from the local average treatment

e�ect (LATE) literature (see Imbens and Angrist, 1994; Angrist, Imbens and Rubin,

1996), ruling out the presence of de�ers. The last important set of assumptions is the

common trend assumptions, which come from the DID literature, but now de�ned

across strata. This fact permits to control for post-treatment confounders and it al-

lows for di�erences in the e�ects of unobservable confounders on speci�c potential

outcomes across strata, as long as these di�erences are time constant. As discussed

in this paper, the identi�cation of the e�ects of interest under principal strata in

mediation has been criticized for not permitting a decomposition of direct and indi-

rect e�ect on compliers in a DID framework and focussing on subgroups that may

be less interesting than the entire population (VanderWeele 2008). But thanks to

previous set of assumptions the authors identify the e�ects on compliers and they

present an empirical application in which the e�ect on subgroups is relevant for po-

litical decision making13. A second critique is about confusion made in the literature

between mediation and principal strati�cation causal e�ects (VanderWeele 2012). In

13The empirical application is about the Vietnam draft lottery in the US (1969-1972) on political
preferences and personal attitudes. The mediator of interest is military service during the Vietnam
War.
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particular, it is important to note that E[Y1 − Y0|M(1) = 1,M(0) = 0] is the total

causal e�ect of treatment on the outcome for the compliers subgroup and it doesn't

always correspond to the mediated e�ect. To notice this fact, we can observe that this

e�ect can be nonzero even if the intermediate variable has no e�ect on the outcome,

meaning that M is not a mediator. This happens whenever M is a surrogate for the

e�ect of the treatment on the outcome: surrogacy concerns whether the e�ect of a

treatment on an outcome can be predicted by the e�ect of a treatment on an inter-

mediate variable, whereas mediation concerns whether the e�ect of treatment goes

to the outcome through the mediator. A good surrogate may be often a mediator,

but it need not be (Vander Weele, 2012). Principal strati�cation is a good frame-

work to capture surrogacy, while natural e�ects (Pearl 2001, from many others) are

the appropriate concept to study mediation. An intuitive example is given by Lind-

say Page (2012), who provides evidence that Career Academies program (D) had a

substantial e�ect on subsequent earnings (Y ) those for whome the program would

change exposure to the world-of-work (M) but not those for whome it would not

change exposure to the world-of-work. In her analysis, she used a Bayesian approach

to principal strati�cation and she used covariates to attempt to predict which prin-

cipal stratum di�erent individuals belong to. But, even if these assumptions hold,

it could happen that there are still some unmeasured confounders of the mediator-

outcome relationship, like motivation (U), that make M a surrogate rather than a

mediator, like in Figure 1.4.2.

MD Y

U

Figure 1.4: Principal strata causal e�ect with no mediation

A possible solution is to study mediation with principal strata approach, but adding
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the sequential ignorability assumption to rule out the potential presence of post-

treatment confounders.

1.4.3 Synthetic control

To the best of our knowledge, the only contribution that uses synthetic control

method (SCM) to study causal mechanisms is given by Mellace and Pasquini (2019).

The main advantage of this method is that it estimates total causal e�ects, even

in presence of only one treated unit and few control units (Abadie et al. (2010)).

They develop a generalization of SCM that allows disentangling the total e�ect into

its direct and indirect component de�ning a Mediation Analysis Synthetic Con-

trol (MASC). The procedure that they use consists in re-weighting control unit

post-intervention outcomes by choosing weights that minimize the distance between

treated and control in pre-intervention observable characteristics as well as in post-

intervention values of mediator. This allows to mimic what would have happened to

the treated in the absence of the intervention if her mediator were set to her poten-

tial mediator under treatment (Mellace and Pasquini, 2018). In particular, they use

a dynamic factor model with interactive �xed e�ects as in Abadie et al. (2010).

1.5 Conclusions

Mediation analysis is a promising methodology in economics, because it allows to

study causal mechanisms of transmission of a policy without making unreliable and

often restrictive assumptions: it permits to know not only if a policy is working or

not, but also why, going into a deeper level of analysis. In the literature, there are

not many economic applications and this could be due to technical di�culties and

to the absence of clear methodological developments. We reviewed the pillars of this

methodology, presenting current results and advancements and providing that it's a

validated method, that can be used to investigate the changes that occur between

inputs and outputs, answering the opened questions of economic studies. Causal me-

diation analysis is the statistical tool to understand causal mechanisms and it may
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bring to an improvement in the power of quantitative analysis of economic phenom-

ena.

This paper provides a survey of methodological developments in causal mediation

analysis in economics, with a speci�c focus on quasi-experimental designs. We pre-

sented several methods, often used by economists and statisticians, that are clearly

useful and fruitful for economic causal analysis. In the �rst part, we de�ned direct

and indirect e�ects, both formally and mathematically. Next, we discussed the main

assumptions needed for the identi�cation of the counterfactual quantities of interest,

with particular attention to the sequential ignorability assumption. In the fourth sec-

tion we reviewed the main studies that use quasi-experimental designs, a new frontier

in this �eld, discussing in particular instrumental variables, di�erence-in-di�erences

and synthetic control approaches.
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Chapter 2

Identi�cation of causal mechanisms

through an RD approach

2.1 Introduction

In economics causal analysis is a fundamental instrument to study the average e�ect

(ATE) of a policy or, more in general, the e�ects of a treatment on an outcome of

interest. But, in the last decades, many studies are going beyond the ATEs, study-

ing the causal mechanisms through which the treatment transmits the e�ects to the

outcome. In this case, the researchers want to disentangle the total e�ect into a

direct e�ect of the treatment on the outcome and into an indirect e�ect, that op-

erates through one or more intermediate variables, called mediators, that lie in the

causal pathway between treatment and outcome. This kind of analysis has important

and interesting implications, because it helps to better understand the policymak-

ers' decisions and to implement changes in the policies' designs to make them more

e�cient. However, even in experimental designs, the causal mechanisms are not easy

to identify. The main problem is that analyzing causal mechanisms requires stronger

identifying assumptions than evaluating the classical ATE. First of all, the random-

ization of the treatment does not imply the randomness of the mediator, as discussed

in Robins and Greenland (1992). The consequence is that the total e�ect cannot be
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disentangled by simply conditioning on the mediator, because this generally intro-

duces selection bias coming from variables in�uencing both the mediator and the

outcome (Rosembaum, 1984). For this reason, several methods have been developed,

based on di�erent sets of assumptions and with di�erent strategies for the estima-

tion. In particular, while earlier works often relied on tight linear speci�cations, as

in Judd and Kenny (1981) and Baron and Kenny (1986), more recent studies focus

on nonparametric and semiparametric identi�cation, allowing for nonlinearities and

heterogeneity in the e�ects of interest, as in Pearl (2001), Robins (2003), Vander-

Weele (2009), Imai, Keele and Yamamoto (2010) and Huber (2014), among many

others.

The main contribution of this paper is to show the identi�cation and the estimation

of the natural direct and indirect e�ects with an implementation of a Regression Dis-

continuity Design (RDD) to solve the problem of the endogeneity of the mediator.

Thanks to the presence of a continuous, observable forcing variable Z that generates

variation in the state of the mediator, we can rule out the presence of unobservable

and observable post-treatment confounders that jointly a�ect the mediator and the

outcome. In particular, we explain two di�erent models in wchich Z has a di�erent

role, relying on two di�erent sets of assumptions. In the �rst Model, Z is a�ected

by the treatment and in turn deterministically a�ects the mediator.1 Under these

structural relations only a parametric identi�cation is possible, recalling the linear

structural equation model of an in�uential article by Baron and Kenny (1986). In

the second model, Z is an exogenous variable, but still deterministically a�ects the

mediator.2 Under these relations, we have a non-parametric identi�cation and then a

more �exible framework, in which we do not need the speci�cation of the functional

form and, at the same time, the heterogeneity of the e�ects is allowed. In both cases,

then, we use a sharp RDD, see for instance Trochim (1984), Imbens and Lemieux

(2008), Lee (2008), Lee and Lemieux (2010), with the consequence that we have only

1We could think about treatment like a job training program in which there are PC lectures.
Z is a PC test score to measure the knowledge after the training and the mediator is a PC course
that people have to attend only if they do not get the su�ciency at the test.

2Following the example in the previous footnote, there are not PC lectures in the job training,
but the rule to attend the PC course is the same.
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compliers as population of reference.

So, it is the �rst study that uses RD method to solve the problem of the endogeneity

of the mediator and then it is the �rst methodological contribution that join these

two literatures.3 Moreover, there are very few studies using quasi-experimental de-

signs to disentangle the total treatment e�ect: an important contribution is given by

E. Deuchert, M. Huber and M. Schelker (2018), who use a di�erence-in-di�erences

approach for disentangling the total treatment e�ect, providing an empirical applica-

tion based on the Vietnam draft lottery. Secondly, the estimation procedure is easy

to implement, basing on a local regression to get the e�ect of the treatment on the

outcome weighted by the treatment propensity scores that are straightforward to im-

plement by a probit (or logit) estimation to get the potential values of the mediator.

The estimation is computed in a bandwidth de�ned by z̄.

The remainder of this paper is organized as follows. Section 2 de�nes the parameters

of interest. Section 3 presents model 1 and discusses the identifying assumptions,

the parametric identi�cation and gives a graphical interpretation. Section 4 presents

model 2 with its assumptions, the non-parametric identi�cation and the graphical

interpretation. Section 5 shows the estimation procedure and in section 6 we present

a simulation study which shows the behavior of the estimators. Section 7 concludes.

2.2 De�nition of parameters

The aim of mediation analysis is to decompose the average treatment e�ect (ATE)

of a binary treatment D on the outcome Y into a direct e�ect and into an indirect

e�ect that operates through an intermediate variable, the mediator M, that lies in

the causal pathway between treatment and outcome. Estimate these two e�ects is

not too easy in empirical designs, because of the presence of post confounders that

could occur after the treatment, see for instance Imai, Keele, Tingley and Yamamoto

(2011). Even in the presence of a double randomization respectively of the treatment

and the mediator, we cannot identify a mechanism (Imai, Tingley and Yamamoto,

3An intuition about using RD to study indirect e�ects is given by Angelucci and Di Maro (2015).
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2013). To solve this problem we use a continuous and observed forcing variable Z 4

that can induce an exogenous change in the mediator state, depending if Z exceeds

a known cuto� point z∗, recalling the regression discontinuity (RD) literature (Lee,

2008; Lee & Lemieux, 2010).

2.2.1 Parameters of interest

To de�ne the parameters of interest in this new setting that combines mediation

framework and RD design we make use of potential outcome notation, see for instance

Neyman (1923) and Rubin (1974). We denote by Y (d′,m) and M(d) the potential

outcome and the potential mediator state, with d, d′,m ∈ {0, 1}. Furthermore, we

denote by Z = z∗ the cuto� point at which the mediator state changes sharply,

according to the following deterministic rule: Mi={1[Z≥ z∗]}, where the subscripted

i is the individual observation. We have two important implications thanks to this

rule.

The �rst one is that, because of the status ofM depends deterministically on Z, there

is no an error term in the selection into M , implying the absence of unobservable

factors that could create the presence of Always takers, Never takers and De�ers in

the behavior of M with respect to Z. In our sharp setting, we have only Compliers5,

meaning that who is above (or below6) z∗ will have M = 1 (M = 0) and vice versa.

In this way we can identify the potential value of the mediator, because we know

for that population (Compliers) what would be the value of M under the opposite

treatment status, simply looking at the control group.

The second key point is that, because we take only individuals just above and below

the threshold, de�ned as z̄ ∈ [z∗−ε, z∗+ε] according to the RD literature, the value of

the mediator is like randomized in this window, meaning that units in our population

of interest will have comparable observables and unobservables characteristics.

In this context, we can locally de�ne our parameters of interest as:

4In literature known also as "running" variable.
5The compliance is de�ned with respect to the forcing variable Z rather than to the treatment.
6The interpretation depends on the de�nition of the score.
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θ(d) = E[Y (1,M(d))− Y (0,M(d))|Z = z∗], d ∈ {0, 1} (2.1)

θ(d) is the average natural direct e�ect (Pearl, 2001)7 for the population near the

threshold and it expresses how much the mean potential outcome would change if

the treatment was set from 1 to 0 but the mediator was kept at the potential level

it would have taken in treatment status equal d. It captures what the e�ect of the

treatment on the outcome would remain if we were to disable the pathway from the

treatment to the mediator for the local population.

In the same way, we can de�ne the local natural average indirect e�ect as:

δ(d) = E[Y (d,M(1))− Y (d,M(0))|Z = z∗], d ∈ {0, 1} (2.2)

δ(d) corresponds to the change in mean potential outcome for the population near

the threshold when exogenously shifting the mediator to its potential values under

treatment and non-treatment state but keeping the treatment �xed at D = d to

switch o� the direct e�ect.

It can be easily shown that the ATE, even for the local population, is the sum of the

natural direct and indirect e�ects de�ned upon opposite treatment states, like in the

traditional mediation framework, but looking only at the individuals just above and

below the cuto� point:

∆ = E[(Y1 − Y0)|Z = z∗]

= E[Y (1,M(1))− Y (0,M(0))|Z = z∗]

= E[Y (1,M(1))− Y (0,M(1))|Z = z∗] + E[Y (0,M(1))− Y (0,M(0))|Z = z∗]

= [θ(1) + δ(0)|Z = z∗]

= E[Y (1,M(0))− Y (0,M(0))|Z = z∗] + E[Y (1,M(1))− Y (1,M(0))|Z = z∗]

= [θ(0) + δ(1)|Z = z∗]

(2.3)

7Robins and Greenland (1992) and Robins (2003) denominated these parameters as "pure" direct
and indirect e�ects.
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where the third equality comes from adding and subtracting the quantity E[Y (0,M(1))]

and the �fth equality comes from adding and subtracting the quantity E[Y (1,M(0))].

The main problem with this analysis is identifying the counterfactual quantities

E [Y (d, M (d' )], never observed for each individual and hardly identi�ed in non-

experimental designs with the classical assumptions. A second issue is that only one

of Y (1,M(1)) and Y (0,M(0)) is observed for any unit, which is known in literature

as the fundamental problem of causal inference (Holland, 1986).

Identi�cation of direct and indirect e�ect hinges on exploiting exogenous variation

in the treatment and the mediator, as follows in the next section.

2.2.2 Natural and controlled e�ects

Another parameter taken into account from the mediation literature is the controlled

direct e�ect (CDE). Formally:

γ(m)? = E[Y (1,m)− Y (0,m)], for m in the support of M (2.4)

and it expresses how much the mean potential outcome would change if the mediator

were �xed at a particular value m uniformly in the population but the treatment

was exogeneously changed from 1 to 0. Usually it is easier identify this parameter

because it is not necessary to know the potential value of the mediator and then the

analyst needs less assumptions. At the same time, for the policy implications most

of the time is useful to know the natural e�ects. Unfortunately, the CDE is equal

to NDE only if there is no interaction e�ect between treatment and mediator to the

outcome and, then, in the absence of heterogeneity.

But, as before, we menage a local direct e�ect, de�ned just for the population near

the threshold:

γ(m) = E[Y (1,m)− Y (0,m)|Z = z∗], for m in the support of M (2.5)

The main implication of this local analysis is that, because we are in a sharp RD,

meaning that M is deterministically determined by Z, everyone is complier in our
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population of interest, implying that the CDE �xing the value ofm at 0 is equal to the

NDE �xing the potential value of M at the value it would have under treatment state

equal 0, fomrally: [γ(m=0)|Z=z∗] = [θ(0)|Z=z∗]. In fact, the direct e�ects re�ect

the di�erence in the outcomes between treated and non-treated groups, mantaining

a �xed level of M. But, at the threshold, we know that the entire population under

analysis is complier, so everyone who has Z ≤ z∗ has M=0 and this permits to

identify not only Y (1, 0) but also Y (1, M (0)), because we know for everyone what

would be the potential mediator de�ned on the opposite status of the treatment.

If in reality the behavior is like in the threshold we can identify the natural e�ects

because, in this setting, the CDE coincides with the NDE. It would no longer be

true if we were in a Fuzzy RD context, because we would have the presence of Never

Takers, Always takers and De�ers. In this case the CDE is no longer equal to the

NDE, because the populations of referement will be di�erent, and we couldn't know

the potential value of the mediator simply looking at the value of Z.

In our framework the parameters of interest are:

NDE(d) = E[Y (1,M(d))− Y (0,M(d))|Z = z∗] ∀ d ∈ {0, 1} (2.6)

NIE(d) = E[Y (d,M(1))− Y (d,M(0))|Z = z∗] ∀ d ∈ {0, 1} (2.7)

In the next sections, we will discuss two di�erent models.

2.3 Model 1

We consider a �rst general model in which a random binary treatment D a�ects

the outcome Y and the forcing variable Z. This last one deterministically a�ects

the mediator M, inducing a sharply change in the mediator state depending on the

particular value of Z, and in turn it a�ects the outcome Y. In this model a causal

e�ect between Z and Y is allowed, because to estimate the e�ects of interest we have

to look just at the population near the threshold de�ned by Z=z̄, controlling, then,

for the direct e�ect of the forcing variable on the outcome. So, in this model, Z is a

continuous, observed and endogenous variable.
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The general model is given by:

Y = φ(D,Z,M, u)

M = 1[Z ≥ z∗]

Z = ξ(D, v)

D = λ(ε)

where φ, ξ, λ are linear functions and u, v, ε are unobservable components. In the

model's notation we did not include the set of covariates X for sake of simplicity.

The general outcome equation is:

Y = φ{D(ε), Z[D(ε), v],M [Z(D(ε), v)], u}

2.3.1 Identifying assumptions of Model 1

For the �rst model, we assume that the forcing variable Z is function of the treat-

ment D. To identify our parameters of interest, the �rst assumption we need is the

classical conditional independence of the treatment, see for instance Imbens (2004):

ASSUMPTION 1. Conditional randomness of the treatment:

{Y (d′,m),M(d)} ⊥ D|X = x, ∀ d, d′,m ∈ {0, 1}

By assumption 1 we state that there are no unobserved confounders between treat-

ment and mediator and/or outcome conditioning on pre-treatment covariates X, im-

plying the independence of the potential outcome and the potential mediator from

D. With this assumption we can identify the direct e�ect from D to Y and the e�ect

from D to M. In non-experimental data, the plausibility of this assumption depends

on the richness of variables available. In experimental data, this assumption holds if

the treatment is randomized within strata de�ned on X.8

8If treatment is randomized unconditionally, the stronger assumption {Y (d′,m),M(d)} ⊥ D
holds as well.
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ASSUMPTION 2. Continuity of the potential outcome at the threshold:

E{Y (d′,m)|Z,X} is continuous in Z = z∗

This assumption states that in the counterfactual quantities there is no discontinuity

due to selection bias and that conditioning on Z and X, M is like randomized at

the threshold, implying then the absence of unobserved confounders jointly a�ect-

ing the mediator and the outcome, if we condition it on the set of pre-treatment

covariates and on the value of the threshold, recalling the assumptions' RD litera-

ture. It means that near the threshold we can correctly identify the e�ect of M on

Y. The di�erence with the classical mediation framework is that now we have to

look at a local population. Looking at the threshold also permits to don't take into

account the relation between Z and Y, implying an exlusion restriction for Z, such

that corr(Z, Y ) = 0|Z = z∗. In this way the indirect e�ect is not confounded for the

local population. Assumption 2 is violated if unobserved pre-treatment confounders

a�ect both M and Y directly, or if unobserved post-treatment variables in�uence M

and Y and are not fully determined by X and/or D.

ASSUMPTION 3. Perfect compliance of the mediator:

P (M = 1|Z = z∗+) = 1

P (M = 0|Z = z∗−) = 1

This assumption comes from the Sharp RD design (SRDD) and it states that the

mediator is deterministically and fully determined by the value of Z, meaning that

the e�ect of D goes to M only through Z, implying an exclusion restriction w.r.t. the

treatment. In particular, every observation with a score just above z∗ will have M=1

and every observation with a score just below z∗ will have M=0.9 It is important

to note that there is no error term, implying the presence only of Compliers in our

population of interest. In other words, for this population, we know for sure what

will be the value of the mediator, simply looking at the score of Z.

9This deterministic law can be written as: Mi = 1[Z ≥ z∗].
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ASSUMPTION 4. Homogeneity e�ect:

We can add a parametric assumption of e�ect homogeneity:

θ(0) = θ(1) = θ

δ(0) = δ(1) = δ

This assumption states that direct and indirect e�ects do not vary as functions of

treatment status. In other words, the direct and indirect e�ects are independent

of each other and the direct e�ect is constant regardless the level of the mediator

and the indirect e�ect is constant regardless the level of the treatment removing the

possibility of non-linearity, see for instance VanderWeele (2015). This assumption is

necessary for the identi�cation strategy, as we explain later. Assumptions 1-4 imply:

ASSUMPTION 5. Conditional indipendence between treatment and forc-

ing variable Z:

Z(d) ⊥ D|X = x, ∀ d ∈ {0, 1}

This assumption holds thanks to assumption 1 and 4. Without the parametric as-

sumption this would no longer be true. This assumption states that if there are no

confounders between treatment and mediator, then there are no confounders between

treatment and Z if at the threshold the entire e�ect of D goes toM through Z. This

implies that we can correctly identify the homogeneous e�ect from D to Z.

2.3.2 Parametric identi�cation of Model 1

By Assumptions 1-5, we can parametrically identify model 1. According to the liter-

ature, the parametric (linear) estimation implies the absence of interactions between

the e�ect of D and M on Y and it imposes additivity between the observed and
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unobserved terms, implying that the e�ects are constant across individual character-

istics.10 So, by Assumption 4, we can rewrite a parametric, but less �exible, model

like:


Y = β0 + β1D + β2M + u

M = 1[Z ≥ z̄]

Z = α0 + α1D + v

This system recalls the linear structural equation model (LSEM), see for instance

Baron & Kenny (1984).

Assuming β0 = α0 = 0 for sake of simplicity, and solving the system, we can rewrite

the linear outcome equation as:

Y = β1D + β2(Z) + u

Y = β1D + β2[α1D + v] + u

Y = D(β1 + β2α1) + [β2v + u] (2.8)

where, in (2.8), β1 represents the direct e�ect of D on Y, β2α1 is the indirect e�ect

that goes from D to Y through Z and M if Z ≥ z∗, otherwise the indirect e�ect

will be null. It is worth to note that, in this setup, the total e�ect is given simply

by summing the direct and indirect e�ect. In the classical policy analysis we observe

only one coe�cient for D that can be unbiased if correctly speci�ed but it can't

explain the "causes of the e�ect" but only the "e�ects of the causes".

We can identify these e�ects because by Assumption 1 the direct e�ect is uncon-

founded; always by Assumption 1 and 5 we can still correctly estimate the e�ect

from D to Z ; by Assumption 3 we know that M is deterministically determined

10The model can be augmented adding the interaction term between mediator and treatment.
This, at least, allows for an heterogeneity in θ(d) and δ(d) w.r.t. d
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by Z, implying unconfoundedness of M ; even if the corr(u,v)6=0 it doesn't matter

because we have to look at the threshold by Assumption 2; then, because we are in

a LSEM we can estimate the indirect e�ect simply multiplying every single causal

parameter. We can't obtain a non-parametric identi�cation because without the ho-

mogeneity assumption we are not able to correctly estimate the e�ects, because of

the correlation between D and v when we condition on a particular state of treat-

ment and on the value of Z. Because of this correlation, Assumption 5 does not hold

and the non-parametric identi�cation is impossible to get.

2.3.3 Graphical interpretation of Model 1

The �rst Model can be represented like in �gure 1: it illustrates the framework based

on a direct acyclic graph, in which the arrows represent causal observable e�ects and

the dashed arrows represent unobservable e�ects. We didn't take into account the

set of covariates X for ease of exposition.

Z

M

v

D

Y u

Figure 2.1: Model 1

This causal diagram satis�es Assumotions 1-5. In particular, it shows the e�ects that

can be parametrically identi�ed for the local population. An important point is that
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actually Z is a post-confounder variable because it is caused by the treatment and in

turn it causally a�ects bothM and Y , but, because we are interested only on the local

population, �xing Z = z̄, we can correctly estimate the causal e�ect that goes from

D to Y through Z and M , allowing also for a correlation between the error terms of

the forcing variable and the outcome, respectively u and v. The limit of this setup is

that �xing both the treatment and the forcing variable we can't nonparametrically

identify the e�ects, because even if we have had the randomization of the treatment,

we would have had selection bias for the estimation of the e�ects.

2.4 Model 2

We consider a second general model in which the treatment D a�ects the outcome

and the mediator, but now the forcing variable Z 11 is not a�ected by treatment

but still deterministically a�ects the mediator, like in �gure 2.2. In particular, D

is randomly assigned and Z is an exogenous variable, implying a zero correlation

between the error terms of these two variables. So, the mediator is a function of the

treatment and it sharply changes state depending on the value of Z. The general

model is given by:

Y = φ(D,M,Z, u)

M = ζ(D,Z)

Z = ξ(v)

D = λ(ε)

where φ, ζ, ξ, λ are unknown functions and u, v, ε are unobservable components. We

did not include in the model's notation the set of covariates X for ease of exposition,

but the assumptions discussed later on are more plausible after conditioning on

observable characteristics.

The general outcome equation is given by:

Y = φ[D(ε), Z(v),M(D(ε), Z(v), u)]

11The forcing variable Z must be always a continuous and observable variable.
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2.4.1 Identifying assumptions of Model 2

If we are in a framework in which Z is an exogenous forcing variable we need a dif-

ferent set of assumptions for the identi�cation of the e�ects of interest. In particular,

in addition to assumptions 1 and 2 we have:

ASSUMPTION 7. Conditional indipendence between treatment and forc-

ing variable:

Z ⊥ D|X = x

meaning that now Z is not a function of the treatment and it is still orthogonal to

the treatment conditional on X. But now, this assumption holds even without the

homogeneity assumption required in Model 112, because we don't have correlation

between v and ε. This means that we can identify the e�ects even if they are not

constant across units, allowing for a more �exible design.

Assumptions 1 and 7 imply:

ASSUMPTION 8. Conditional randomness of the treatment at the thresh-

old:

{Y (d′,m),M(d)} ⊥ D|Z = z∗, X = x ∀ d, d′,m ∈ {0, 1}

This assumption is implied by Assumption 7. This one permits to have a non-

parametric identi�cation of the natural e�ects, because now we don't have correlation

between treatment and the error term of Z and then we have the independence be-

tween treatment and the potential outcome at the threshold. Assumption 8 is weaker

than assumption 1, because now the treatment can be randomized only at the thresh-

old.

ASSUMPTION 9. Compliance of the mediator:

Pr(M = 1|Z+, D = 1) = 1

12See Assumption 4
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Pr(M = 0|Z−, D = 1) = 1

Pr(M = 0|D = 0) = 1

In this model the mediator is a deterministic function of D and Z. In particular, in

the treated group we can observe two di�erent values of M depending on the cuto�

point z∗. On the contrary, in the control group we observe just the mediator status

equal zero. This implies that we cannot identify all the parameters of interest, but

still we can identify some e�ects under analysis.

ASSUMPTION 10. Common support:

0 < Pr(D = d|Z = z̄, X = x) < 1, ∀ d ∈ {0, 1} and x in the support of X

By assumption 9, the conditional probability to receive or not receive the treatment

given Z and X is between 0 and 1, meaning that we can observe a particular value

of Z and X both in the treated and non treated group. This assumption is stronger

than the standard common support in policy evaluation.13 By Bayes' theorem, As-

sumption 9 also implies that 0 < Pr(Z = z̄|D = d,X = x) < 1, meaning that

conditional on X, the forcing variable must not be a deterministic function of the

treatment , otherwise no comparable units would be available across treatment states.

2.4.2 Non-Parametric identi�cation of Model 2

Now, Assumption 1 and Assumption 7 imply Assumption 8 and this allows for a

local non-parametric, and then more �exible, identi�cation of the natural e�ects. In

particular, we can identify the counterfactual quantity E[Y (d,M(d′))]:

130 < Pr(D = d|X = x) < 1, for each value of X there is a positive probability of being both
treated and untreated.
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E[Y (d,M(d′))|Z = z̄] =

=

∫∫
E[Y (d,m)|M(d′) = m,Z = z̄, X = x] dFM(d′)|Z=z̄,X=x(m) dFx|Z=z̄(x)

=

∫∫
E[Y (d,m)|M(d′) = m,D = d′, Z = z̄, X = x] dFM(d′)|Z=z̄,X=x(m) dFx|Z=z̄(x)

=

∫∫
E[Y (d,m)|D = d′, Z = z̄, X = x] dFM(d′)|Z=z̄,X=x(m) dFx|Z=z̄(x)

=

∫∫
E[Y (d,m)|D = d, Z = z̄, X = x] dFM(d′)|D=d′,Z=z̄,X=x(m) dFx|Z=z̄(x)

=

∫∫
E[Y (d,m)|M = m,D = d, Z = z̄, X = x] dFM |D=d′,Z=z̄,X=x(m) dFx|Z=z̄(x)

=

∫∫
E[Y |M = m,D = d, Z = z̄, X = x] dFM |D=d′,Z=z̄,X=x(m) dFx|Z=z̄(x) (2.9)

=

∫∫
E[Y |M = m,D = d, Z = z̄, X = x] · Pr(D = d′|M = m,Z = z̄, X = x)

Pr(D = d′|Z = z̄, X = x)

dFM |Z=z̄,X=x(m) dFX|Z=z̄(x)

=

∫
E[Y |M = m,D = d, Z = z̄, X = x] · Pr(D = d′|M = m,Z = z̄, X = x)

Pr(D = d′|Z = z̄, X = x)
dFM=m,X=x|Z=z̄(m,x)

=E

[
E
[
Y |M = m,D = d, Z = z̄, X = x

]
· Pr(D = d′|M = m,Z = z̄, X = x)

Pr(D = d′|Z = z̄, X = x)

∣∣∣∣∣Z = z̄

]
(2.10)

The �rst equality follows from the law of iterated expectations and from replac-

ing the outer expectations by integrals, the second from Assumption 1 and 7, the

third from Assumption 2, the fourth from Assumtion 1 and 7 again, the �fth from

Assumption 2, the sixth from Assumption 1, the seventh and the eighth equality

follows from Bayes' theorem and the last one from the law of iterated expectations.

(9) recalls the so called mediation formula for identifying the direct and indirect ef-

fect, see for instance Pearl (2001) and Imai, Keele and Yamamoto (2010), with the
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di�erence that now we are looking only at the population near the threshold.

With weaker restrictions we can identify the observable quantity E[Y (d,M(d))|Z
= z̄]:

E[Y (d,M(d))|Z = z̄] =

=E
[
E[Y (d,M(d))|Z = z̄, X = x]

∣∣∣Z = z̄
]

(2.11)

=E
[
E[Y |D = d, Z = z̄, X = x]

∣∣∣Z = z̄
]

where the �rst equality follows from the law of iterated expectation and the second

from Assumption 1 and 7.

Therefore, θ(d) and δ(d) are identi�ed by either subtracting (2.10) from equation

(2.11) or vice versa, depending on whether d is one or zero. In particular, the average

direct e�ect θ(d) is given by:

θ(d) =

∫∫ [
E[Y |D = d,M = m,Z = z̄, X = x]− E[Y |D = d′,M = m,Z = z̄, X = x]

]
dFM |D=d,Z=z̄,X=x(m) dFx|Z=z̄(x)

=

∫∫ [
E[Y |D = d,M = m,Z = z̄, X = x]− E[Y |D = d′,M = m,Z = z̄, X = x]

]
· Pr(D = d|M = m,Z = z̄, X = x)

Pr(D = d|X = x, Z = z̄)
dFM=m,X=x|Z=z̄(m,x)

=E

[[
E[Y |D = d,M = m,Z = z̄, X = x]− E[Y |D = d′,M = m,Z = z̄, X = x]

]
· Pr(D = d|M = m,Z = z̄, X = x)

Pr(D = d|Z = z̄, X = x)

∣∣∣∣∣Z = z̄

]
(2.12)
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while the indirect e�ect δ(d) is given by:

δ(d) =

∫∫
E[Y |D = d,M = m,Z = z̄, X = x]·

{ dFM=m|D=d,Z=z̄,X=x(m)− dFM=m|D=d′,Z=z̄,X=x(m)} dFx|Z=z̄(x)

=E

[
E
[
Y |D = d,M = m,Z = z̄, X = x

]
·(

Pr(D = d|M = m,Z = z̄, X = x)

Pr(D = d|Z = z̄, X = x)
− Pr(D = d′|M = m,Z = z̄, X = x)

Pr(D = d′|Z = z̄, X = x)

)∣∣∣∣∣Z = z̄

]
(2.13)

Following the identi�cation results and assuming the availability of an i.i.d. sample

of size n, we can estimate the natural direct e�ect under control group θ(0) and the

natural indirect e�ect under treated group δ(1) and the total e�ect given by the sum

of the previous two e�ects14. In general, they can be estimated by various strategies.

In literature, parametric methods have been commonly used, like in Pearl (2011) and

VanderWeele (2009), but they have some drawbacks like a restrictive functional form

and a di�cult interpretability in case of nonlinearities. Most recent nonparametric

estimation has been developed by Imai et al. (2010). These methods avoid the before

mentioned shortcomings but they might be cumbersome in empirical application in

case of high dimensionality of X or if M is continuous. In this case the estimation is

based on a combination of them. In particular, we estimate the conditional mean of Y

by local regression and by a weighting formula the density ofM , once we conditioned

on a particular window de�ned in Z, recalling the RD estimation strategy.

14By Assumption 9, it is not possible to identify θ(1) and δ(0)
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2.4.3 Graphical interpretation of Model 2

Model 2 can be represented by the following acyclical graph of causal relations be-

tween observed and unobserved variables, in which for sake of simplicity we neglected

the set of covariates X:

M

Y

Z

D

v

u

Figure 2.2: Model 2

The assumptions before discussed satisfy our structural system represented in �gure

2. In particular, by assumption 1 and 7 we can correctly identify the e�ect of the

treatment on the mediator and by assumption 8 we can control for the direct e�ect

from Z to Y , recalling the exclusion restriction for the forcing variable. In other

words, we can identify the natural e�ects, even in presence of a correlation between

u and v. On the contrary, in this model, the correlation between v and the error term

of the treatment is not allowed, as stated by assumption 7.

2.5 Estimation

Estimation based on the mediation formula (2.9) requires plug-in estimates for the

conditional mean outcomes and the conditional mediator densities. In our model, the

estimators of direct and indirect e�ects are given by:
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θ̂(0) =
1

n

n∑
i=1

{[
µ̂Y (1,Mi, Zi, Xi)− µ̂Y (0,Mi, Zi, Xi)

](
ρ̂(mi, xi)

1− p̂(xi)

)∣∣∣∣Z = z̄

}
(2.14)

δ̂(1) =
1

n

n∑
i=1

{
µ̂Y (1,Mi, Zi, Xi)

(
ρ̂(mi, xi)

p̂(xi)
− 1− ρ̂(mi, xi)

1− p̂(xi)

)∣∣∣∣Z = z̄

}
(2.15)

where we de�ne the bandwidth by a local linear regression performed to either

side of the cutpoint using the Imbens-Kalyanamaran optimal bandwidth calcula-

tion and ρ̂(mi, xi) and 1 − p̂(xi) denote the respective estimates of the propensity

scores Pr(D = 1|M = mi, X = xi) and Pr(D = 1|X = xi). Treatment propensity

scores might be estimated by probit or logit speci�cations, see for instance Huber

(2014) and Tchetgen Tchetgen (2013). The model can be better speci�ed adding

the interaction term between all variables' combinations in the conditional means

outcome.

2.6 Simulation Study

This section presents a simulation study that provides some intuition for the identi-

�cation result. We consider a data generating process (DGP) based on the following

equations:

Y = 5 ·D + 3 ·M + 0.5 · Z + β1 ·DZ + β2 · ZM + 2 ·X + εY (2.16)

M = I(D · Z > 0) (2.17)

D = I(0.5 · x+ 2 · εD > 0) with εD, εY ∼ N(0, 1) i.i.d. (2.18)

Equation (2.16) is the outcome equation, in which the observed Y is function of the

observed variables D,M,Z,X and of the unobserved term εY . β1 and β2 capture the
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interaction between respectively D and Z and Z and M . Equation (2.17) describes

the mediator behavior under Assumption 9. In the simulations, we set β1 = 1.3 and

β2 = 1.515. Table I provides the true direct and indirect e�ects.

Table I. True e�ects

θ(0) 5

δ(1) 1.5

∆ 6.5

We run two simulation studies with a bandwidth chosen using the Imbens-Kalyanaraman

optimal bandwidth calculation16. In the �rst scenario we have 1000 simulations,

whereas in the second scenario we have 2000 simulations.

Table II and Table III present the bias, variance (VAR) and root mean squared er-

ror (RMSE) of the estimators in the two scenarios. As tables show, augmenting the

number of simulations θ̂(0) performs much better, reaching zero bias. The behavior

of δ̂(1) is slower, but it respects the asymptotic characteristics. Moreover, in each

simulation we applied the trimming rule (with trim=0.05) to discard observations

with extreme propensity scores to improve overlap. The default is to discard obser-

vations with treatment propensity score smaller than 0.05 (5%) or larger than 0.95

(95%).

Table II

∆ θ(0) θ(0) trim δ(1) δ(1) trim

Bias -0.041 0,001 0,001 -0.043 -0.043

VAR 0,088 0,111 0,111 0,0871 0,0871

RMSE 0,096 0,111 0,111 0,095 0,095

nsim = 1000; nobs = 1000

15We chose these values following other simulation studies in the mediation literature.
16See the RDestimate R package.
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Table III

∆ θ(0) θ(0) trim δ(1) δ(1) trim

Bias 0,024 0,000 0,000 0,024 0,024

VAR 0,090 0,063 0,063 0,030 0,030

RMSE 0,080 0,060 0,060 0,037 0,037

nsim = 2000; nobs = 1000

2.7 Conclusions

One of the main problems in the evaluation of causal e�ects is the presence of causal

chains between treatment and outcomes. As we show in the chapter, the estimation

of these direct and indirect e�ects is a complex issue, due to the presence of an

endogenous variable, the mediator, that lies in the causal pathway between treatment

and outcome. In this chapter, we present a possible solution, demonstrating how to

disentangle the total e�ect of a binary treatment using an RD approach. In particular,

we developed two di�erent models: (i) in the �rst one, the forcing variable Z is

causally a�ected by the treatment and in turn deterministically a�ects the mediator

and (ii) in the second model, Z is no more in�uenced by the treatment but still

deterministically in�uences the mediator. We focused above all on this second model,

because of its �exibility due to the exogeneity of Z. The results of this work suggest

that the identi�cation procedure is possible under hypothesis not too restrictive and

often used in empirical studies. Secondly, we demonstrate the consistency of the

estimator, validating the results through a Monte Carlo simulation study. Lastly,

the estimation procedure is relatively easy to implement. In the following chapter,

we present an empirical study using this new estimator, for analyzing the causal

mechanisms.
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Chapter 3

Causal Mediation Analysis in

Economics: an empirical application

3.1 Introduction

The aim of this paper is to assess the causal e�ect of the EU Regional Policy with

respect to the 2007-2013 programming period on the economic growth. More specif-

ically, we investigate the role of research and development (R&D)expenditure as a

causal channel of transmission of the policy. For this purpose, we use a statistical

method called mediation analysis (see for instance Baron & Kenny, 1986; Pearl, 2001;

Imai, Tingley and Yamamoto, 2015), that, by disentangling the total treatment e�ect

into the direct e�ect and the indirect e�ect, permits to study the causal mechanisms

through which a policy works, as deeply explained in chapters 1 and 2. To iden-

tify these e�ects and solve the endogeneity of the mediator that lies in the causal

pathway between treatment and outcome1, we use a spatial regression discontinuity

design (SRDD), a quasi-experimental approach that exploits the geographical bor-

ders as discontinuity (see for instance Keele et al., 2015).

The EU Regional Policy, also known as Cohesion Policy, is a system of public transfers

to subnational regions. This system is delivered through two main funds: the Euro-

1See chapter 2 for more details.
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pean Regional Development Fund (ERDF) and the Cohesion Fund (CF). Together

with the European Social Fund (ESF), the European Agricultural Fund for Rural

Development (EAFRD) and the European Maritime and Fisheries Fund (EMFF),

they make up the European Structural and Investment Fund (ESIF). The goal of

EU Regional Policy is stated in Article 174 of the Treaty on the Functioning of the

European Union (TFEU), that states: "the Union shall aim at reducing disparities

between the levels of development of the various regions and the backwardness of

the least favored regions or islands, and particular attention is to be paid to rural

areas, areas a�ected by industrial transition, and region which su�er from severe and

permanent natural or demographic handicaps".

The main areas of interest of these funds are: R&D, digital technologies, support-

ing the low-carbon economy, sustainable management of natural resources and small

business. The promotion of R&D has a central role in the Cohesion Policy programs.

As stated by the European Commission (2019)2, sustainable growth is increasingly

related to the capacity of regional economies to innovate and transform, adapting to

a more competitive environment. For these reasons, Europe decided to put greater

e�ort into the creation of the eco-system that encourage innovation, R&D and en-

trepreneurship (Europe 2020 strategy). The promotion of R&D is, therefore, a central

feature in the Cohesion Policy for the 2007-2013 programming period, where about

86.4 billion or nearly 25% of the total allocation go toward R&D in a wider sense.

Given the stated objectives, Cohesion Policy has an important role in the European

panorama. Since the 1990s, resources allocated for this Regional Policy have nearly

doubled and nowadays, they represent one third of the total EU budget. More and

more regions bene�t from this policy and it has been a fundamental policy instru-

ment for dampening the negative economic e�ects of the Great Recession (Cerqua et

al., 2018). Despite its great importance, the EU Cohesion Policy's evolution has not

occurred without di�culties and a �nal consideration about its e�ectiveness is not

so clear. First of all, the EU is characterized by an asymmetric spatial distribution of

the bene�ts coming from the process of economic integration (Fingleton et al., 2015).

In addition to that, after the enlargement of the Union, the EU Regional Policy had

2https://ec.europa.eu/regional_policy/en/policy/themes/research-innovation/
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to address sizable regional disparities, from the social, economic and cultural point

of view. A second di�culty comes from the complexity of the internal administrative

rules and procedures: the high institutional and managerial capacity needed for the

implementation of the �nanced projects often causes delays. A third problem comes

from the political scene: the departure from the EU of the UK, that is a net con-

tributor to the EU budget, and the progress of the euro-skeptic parties pushed for

a di�erent vision of all EU policies (Crescenzi R., Giua M., 2019). These di�culties

and this complicated panorama made the evaluation of this policy more di�cult. The

existing literature does not give a univocal answer on the overall impact of Cohesion

Policy in less developed regions and no consensus has been reached (Barca, 2009).

For example, De La Fuente and Vives (1995), Cappelen et al. (2003), Beugelsdijk and

Eij�nger (2005), and Mohl and Hagen (2008) found a positive and signi�cant impact

of EU Regional Policy, while Fagerberg and Verspagen (1996), Boldrin and Canova

(2001) and Dall'Erba and Le Gallo (2008) found not signi�cant or even negative

impact. An important contribution is given by counterfactual studies, that try to

identify the net causal e�ect of the policy. They con�rm the positive and signi�cant

impact of the regional policies, see for example Pellegrini et al. (2013), Cerqua and

Pellegrini (2018) and Becker et al. (2013).

In this paper, we want to estimate not only the e�ect of the ERDF and CF on the

economic growth, but also a possible causal mechanism through which this policy

works, in particular investigating the role of R&D in this process. We propose a

causal mediation framework to estimate these e�ects, using a SRDD for the identi�-

cation of the quantities of interest. For this purpose, we use a regional dataset stems

from the European Commission and the spatial grid de�ned by the EU27 regions at

level 3 of the 2006 NUTS classi�cation3. At the best of our knowledge this is the �rst

paper using the mediation framework applied to the European dataset and it is the

3The "nomenclature of territorial units for statistics" (NUTS) was created by the European
O�ce for Statistics (Eurostat) in order to apply a common statistical standard across the European
Union. NUTS levels are geographical areas used to collect harmonized data in the EU. They have
been used in the Structural Funds since 1988 and play an important role in allocating Structural
Funds. The current nomenclature subdivides the Member States into three categories, according to
speci�c population thresholds

51



�rst time that a SRDD is used together with causal mediation analysis. In particu-

lar, we implement the estimator developed in chapter 2. The analysis suggests that

EU Cohesion Policy has a positive and signi�cant impact on the economic growth,

con�rming the literature results. It is important to take into account the presence

of the crisis in that period: the EU Regional Policy seems then to be an important

tool to counteract the economic and �nancial crisis. In addition to that, we �nd also

that investments in R&D are an important driver of the economic recovery: treated

regions investing a large amount of funds in R&D experienced a better economic

performance than treated regions that choose to invest in other priority themes.

3.2 EU regional policy

3.2.1 Programming period 2007-2013

The EU Cohesion Policy over the 2007-2013 programming period aimed to promote

harmonious and sustainable development across the EU and to reduce socioeconomic

disparities among regions. In fact, social and economic disparities are substantial in

Europe, especially when we consider NUTS 3 regions. Just to give an overview, in

2007 the richest region was Inner London with 290% of the EU-27's average gross

domestic product (GDP) per capita, while the poorest region was Nord-East in Ro-

mania with 23% of the EU average (EU Regional Policy, 2008).

In particular, the challenge of this programming period was to adapt the actions

to the new necessities and to face changes in the job-market and globalization, ex-

pand research and innovation, create a more dynamic business environment, sustain

a greener economy and combat climate change. For this purpose, the programming

period 2007-2013 Cohesion policy made use of two �nancial instruments: ESIF and

CF. ESIF is divided into the European Regional Development Fund (ERDF) and

the European Social Fund (ESF). The �rst one, supports programs on regional de-

velopment, economic change, enhanced competitiveness and territorial cooperation

throughout the EU. The second one, provides support to anticipate and manage

economic and social change, in particular increasing adaptability of workers and en-
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terprises, enhancing access to employment and participation in the labor market,

reinforcing social inclusion by combating discrimination and promoting reform in

employment and inclusion. On the other hand, the CF is considered complementary

to them (Malta's Strategy for Cohesion Policy 2007-2013). In fact, the objectives of

CF are the same of ERDF: reduce regional disparities and strengthening economic

and social cohesion. In particular, CF focuses on transport and environment infras-

tructures, as well as on energy e�ciency and renewable energy in Member States with

a Gross National Income (GNI) lower than 90 % of the EU average. For this reason,

unlike in the 2000-2006 period, it is considered to be an explicit part of Cohesion

Policy. Because of that, we follow several other studies on the overall e�ectiveness

of the Cohesion Policy, and we do not distinguish between the supports given by

di�erent funds and they are all treated as Cohesion Policy. A total of e346.5 mil-

lion of EU funds, corresponding to the 35% of the total budget, has been allocated

for Cohesion Policy in the 2007-2013 programming period: the ERDF and Cohesion

Fund accounted for e269.9 billion of it, corresponding to 78% of the total, and the

ESF accounted for e76.67 billion.

Analyzing this period is also particularly interesting because it is the �rst full period

in which the Central and Eastern European Countries are in receipt of Cohesion

Policy funding. It is important to investigate the performance of the policy over this

period, given the particular needs of the countries concerned to strengthen their en-

dowment of infrastructure and to overcome other constraints on development, like

the competitiveness of their �rms and the relatively low expenditure on R&D. At the

same time, it is important to evaluate the way in which the funding they received

was invested and what the results were, as well as analyzing how well the policy was

managed by the New-Accession countries given their administrative with large-scale

funding.

After the enlargement of the EU, the role of Cohesion Policy becomes even more

important to counteract the structural di�erences between regions: most of these dis-

parities are long-term ones which have existed for several decades and which cannot

be expected to be reduced quickly. The main areas concern economic performance,

GDP per head and the rate of job creation, which are important determinants of
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social disparities, di�erences in living conditions and the quality of life and the in-

cidence of poverty and social exclusion (WP1: synthesis report, EU Commission,

2016).

In the period under analysis, Cohesion Policy had three di�erent objectives to achieve

its goals. The �rst one is the "Convergence" Objective (the ex Objective 1, with re-

spect to the 2000-2006 period), that uses ERDF, ESF and CF. In EU-27 it concerns

17 Member States and 84 regions, with a per capita GDP less than 75% of the EU

average. In addition to that, there is a transitional support for the phasing-out re-

gions.4 They are regions that were eligible for Objective 1 support during the period

2000-2006 but were no longer eligible for the period 2007-2013. The second one is the

Competitiveness and employment Objective (the ex Objective 2, w.r.t. the 2000-2006

period). It covers all areas not eligible for the Convergence Objective, for a total of

19 Member States and 168 regions. Within these, 15 regions5 are phasing-in areas:

they receive a transitional support because they were covered by Objective 1 in 2000-

2006, but had a GDP above 75% of the EU-27 average. The third Objective is the

European Territorial Cooperation (ETC): it covers NUTS 3 regions on land-based

internal borders and some regions on external borders as well as on maritime borders

separated by a maximum distance of 150 km.

3.2.2 The Great Recession

The new Millennium is characterized by an increase in regional inequalities world-

wide. Just to give an overview, the inequality in income per person among US

metropolitan areas was 30% higher in 2016 than in 1980 (Ganong and Shoag, 2015).

The so called "Great inversion" was triggered by a combination of technological

4The regions concerned are: Hainaut in Belgium; Brandenburg-Südwest, Lüneburg, Leipzig and
Halle in Germany; Kentriki Makedonia, Dytiki Makedonia and Attiki in Greece; Principado de
Asturias, Región de Murcia, Ciudad Autónoma de Ceuta and Ciudad Autónoma de Melilla in
Spain; Basilicata in Italy; Burgenland in Austria; Algarve in Portugal; and Highlands and Islands
in the UK.

5The regions concerned are Border, Midland and Western in Ireland; Sterea Ellada and Notio
Aigaio in Greece; Castilla y León, Comunidad Valenciana and Canarias in Spain; Sardegna in Italy;
Cyprus; Közép-Magyarország in Hungary; Região Autónoma da Madeira in Portugal; Itä-Suomi in
Finland; and Merseyside and South Yorkshire in the UK.
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change, globalization and policy choices, with deep consequences on the geographi-

cal economy of the World. In particular, some rural regions and medium metropolitan

areas that were once quite prosperous have been characterized by job loss, declin-

ing labor-force participation and declining in per capita income, while the suburbs

of rural areas are characterized by income stagnation. In the EU the situation is

even more complex. There are social, political and economic inequalities between

states and regions, within regions, between core areas and peripheral areas, between

prosperous metropolitan regions and less-prosperous ones (Iammarino et al., 2018).

In addition to that, the Great Recession and the related tight �scal policies have

generated an interruption in the historical trend towards decreasing inter-regional

disparities (Crescenzi et al., 2016). In this situation, place-based policies played an

important role. The idea of this public intervetion is to transfer large amounts of

resources to underperforming areas and disadvantaged regions, providing them with

infrastructure investment, incentives to increase labor market participation and sub-

sidies to �rms, trying to favor the establishment of new businesses and the growth

of already existing ones to foster economic activity and tap into under-utilized re-

sources in localities and regions (Pike et al. 2016). Some examples of place-based

policy are enterprise zones and industrial cluster policies, but the most famous, ex-

tensive and long-lasting place-based policy worldwide is the EU Regional Policy. Even

if place-based policies move billions of public resources, their impact on the economic

performance is ambiguous. Some theories predict their ine�ectiveness (see Glaeser

and Gottlieb (2008); Dall'Erba and Fang, 2017) and other economists expressed less

support for these programs, fearing they will generate large distortions in economic

behavior (Busso et al., 2013). On the other hand, some contributions support the

continuation of such policies, see for example Esposti & Bussoletti (2008). However,

as expressed by Neumark and Simpson (2015), we need to know more about what

features of these policies make them more e�ective or less e�ective, who gains and

who loses from these policies, and how we can reconcile the existing �ndings, we

need to know more about what policies create self-sustaining longer run gains. At

this end, it is important to note that the impact of place-based policies has most

of the time being estimated in periods of economic expansion, while there are rare
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studies about these policies under recession periods. Several theoretical reasons show

that the multipliers of place-based policies under times of crisis are di�erent com-

pared to periods of growth. Austin et al. (2018) stated that the presence of unused

resources reduces the likelihood of tensions on the market for goods and labor prices,

accentuating the real e�ects of regional policies. Following Filippetti et al. (2019),

the consequences of the crisis on the social ground reinforces the e�ects of policies

in places where, instead, perverse spirals of high-unemployment levels. Then, the

presence of negative shocks common to neighboring areas diminishes the shooting

e�ects of workers' mobility and therefore ampli�es the positive e�ects of local policy

interventions.

The programming period 2007-2013 is characterized by the most important global

recession since the Second World War, designing a more complex situation in Europe,

in which Cohesion Policy implemented. In this context, almost all countries experi-

enced a fall in GDP with a consequence of a decline in the tax revenues, pushing up

public expenditure on income support to counter the downturn in economic activity.

The budget de�cits and the large amount of government debt, led to tighter �scal

policies, diminishing public expenditure with much of the reduction being concen-

trated on public investment directly or on central government transfers to regional

and local authorities which resulted in public investment being reduced indirectly. In

this situation, Cohesion Policy became even more important. In 2008 and 2009, only

one year after the beginning of the programming period, because of the Recession,

GDP fell on average by 2% a year. In the following two years, 2009-2011, there was

some recovery in output in the EU as a whole, averaging 2% a year, less than in

the pre-recession period. Over the next four years, 2011-2015, the growth was on

average less than 1% a year in the EU. In such a situation characterized by economic

and �nancial crisis, Cohesion Policy represented a fundamental source of �nance for

development expenditure in many parts of the EU, especially for periphery regions.

The goals for which the policy was initially designed has changed, shifting away

from tackling long-term structural problems, like strengthening the development of

economies to more short-term aims of counteracting the economic downturn, looking

at more immediate and more direct e�ect on growth and jobs to stimulate economic
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activity (WP 1: synthesis report, European Commission (2016)). In this particular

context and given the absence of works in times of crisis, is interesting to investigate

how this policy works during the Recession. The aim of this paper is to determine

whether, and the extent to which, R&D expenditure had a role in counteracting the

negative impact of the �nancial crisis in underdeveloped regions in order to know

more about the processes of this regional program.

3.2.3 State of art on the evaluation of EU Cohesion Policy

There are many studies that try to assess what is the role of EU Cohesion Pol-

icy. Surprisingly, the �ndings are not homogeneous and until a few years ago the

outcomes were ambiguous. Another limit that makes the evaluation of the e�ec-

tiveness of Cohesion Policy sensitive, is the data availability and comparability at

regional level. The main reason for this ambiguity is that the results are sensitive

to the model speci�cation and to the identi�cation strategy. In addition to that,

in this �eld is important to take into account the di�erent regional level factors

(Ederveen et al (2002); Rodriguez-Pose and Fratesi (2004); Percoco, (2005); Mohl

and Hagen, (2010); Mancha-Navarro and Garrido-Yserte (2008); Crescenzi and Giua

(2016); Crescenzi et al (2017)) that can make the identi�cation of the policy e�ect

more challenging. To solve this problem, the most recent studies are based on con-

terfactual approaches, that are able to identify the EU Cohesion Policy causal e�ect,

regardless of the model speci�cation. The idea is to study and try to investigate what

would happen to the less developed areas of Europe in the absence of EU Cohesion

Policy. The main characteristic of these approaches, based on quasi-experimental de-

signs, consists in relaxing the structural restrictions needed in the classical models,

allowing to isolate the causal e�ect without knowing the entire set of covariates that

could a�ect the design. This kind of studies concludes that the EU Cohesion Pol-

icy has a positive impact on disadvantaged areas, in particular Ferrara et al. (2017)

�nd a positive e�ect on innovation and transport infrastructure and Becker et al.,

(2010) and Pellegrini et al., (2013) estimate a positive e�ect on economic growth and

employment. Other studies go deeper with the analysis, investigating the role of lo-
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cal quality of government (Accetturo et al., 201)), the policy's expenditure intensity

(Pellegrini et al., 2017), the regional contextual conditions (Bachtrögler et al., 2017)

and the sectoral structure of the local economy (Percoco, 2017). These studies take

advantage of the eligibility threshold, corresponding to 75% of the average EU GDP,

for the assignment of the status of disadvantaged region, that permits to have access

to a major part of the EU Cohesion Policy funds. The idea is to compare regions

with level of GDP just above and just below the eligibility threshold. In this way,

regions near the threshold are assumed to be similar in everything except for the fact

that regions with a GDP just below the 75% of the EU average receive the policy

and regions with a GDP just above the 75% of the EU average don't receive the

policy, recalling the RDD literature. Following this approach, the di�erence in the

outcome for this local population can be attributed only at the policy e�ect. This

counterfactual approach deals with the problem of isolating the policy e�ect in a

growth model, given the unknown functional form and unknown control variables:

if "treated" regions are similar to "non-treated" regions around the threshold, we

do not need any controls to consistently detect the growth e�ects of EU Regional

Policy (Pellegrini et al., 2013). Other counterfactual studies estimate the impact of

EU Cohesion Policy in one single EU Country: Mitze et al., (2012) looked at the ef-

fect of regional subsidies on labor-productivity growth in Germany, concluding that

such policies are e�ective, but only up to a certain maximum treatment intensity;

Bondonio and Greenbaum (2014) use �rm-level data of the Northern Italian region

to evaluate the impact of EU Regional Policies on the employment, �nding that

the e�ects of the programs are increasingly larger the higher the economic value of

the incentives and that the most generous incentives come with a much higher cost

per each additional new job; Di Cataldo (2017) studied the impact of EU funding

in the U.K.'s most subsidized regions, providing evidence of a positive e�ect of EU

Objective 1 funds on the regional labor market and economic performance; Barone

et al (2016) looked at the case of Abruzzi (Italy) to study the long term e�ects of

the EU regional policies, showing that the policies fail to move the treated regions

towards a permanently higher GDP growth path; Giua (2017) has focused on the

Italian Mezzogiorno estimating positive e�ects of the EU regional policies for the
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regional employment.

Another interesting approach to solve the problem of the identi�cation of the con-

trol group is to use a Spatial Regression Discontinuity Design (SRDD). It leverages

the geographical distance to the physical boundary between eligible and non-eligible

areas as a forcing variable for the identi�cation of the policy impact (Crescenzi and

Giua (2018))6.

All these studies focus on the estimation of the causal e�ect of EU Cohesion Policy,

answering to questions like: "Is this policy e�ective?", "How large is the impact?" or

"Is it positive or negative?". But this kind of analysis does not answer to other im-

portant questions, like: "Why is this policy e�ective?" or "Which is the main driver

of a positive outcome?". In other words, it is important to analyze and investigate

which are the channels of transmission of this policy, what is the role played by some

components of these funds to better design policy conclusions and policy actions. For

this purpose, this paper uses the causal mediation analysis to disentangle the clas-

sical total treatment e�ect into two components: the indirect e�ect, that identi�es

a causal channel of transmission of the policy and a direct e�ect that captures all

other possible explanations for why a treatment works. Following Model 2, explained

in the second chapter, we use a SRDD to identify the counterfactual quantities and,

then, estimate what is the e�ect of Regional Policy on the economic growth through

R&D investments. Following the literature and EU studies, in fact, the rate of inno-

vation is an important determinant of a region's economic growth and expenditure

on R&D is a major way in which this can be stimulated, as recognized in Europe

2020. This approach takes advantage from the assumption that at the cut-o�, that

corresponds to the geographical boundaries, the Convergence Regions are similar in

everything except for the fact that some regions invest a high quantity of funds in

R&D and others not. Comparing these two types of regions we can estimate what is

the e�ect of CP that a�ects the outcome through R&D investments, as explained in

the following sections.

6This approach was born in other �elds of policy evaluation, see for instance Holmes (1998),
Black (1999), Gibbons et al (2013), Dell (2010), Menon and Giacomelli (2012), Einio and Overman
(2012), Jofre-Monseny (2014), Papaioannu and Michalopoulos (2014), de Blasio and Poy (2017)
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3.3 Data

This study is based on a new, reliable and comparable dataset, stemming from the

European Commission. The spatial grid used in this work is de�ned by EU-27 regions

al level NUTS 3 2006 classi�cation7. In this study, we used data based on geographical

expenditure work package (WP 13), which collected data from Managing Authorities

(MAs) on expenditure and allocations in the di�erent NUTS 3 regions within Mem-

ber States by category of expenditure and broken down by the 86 priority themes

(de�ned in Commission Regulation no. 1828/2006), estimating the data that were

missing on the basis of the most relevant indicator available. The database covers the

Convergence, Regional Competitiveness and Employment (RCE) as well as the Eu-

ropean Territorial Cooperation (ETC) Objectives for the period 2007-2013, as shows

Table 3.5. For the empirical analysis, we link these data with information on various

sub-regional pre-treatment characteristics stemming from Cambridge Econometrics'

Regional Database. In particular, we use at NUTS 3 level: per capita GDP growth

rate between 2001 and 2006, the 2006 per capita GDP, the 2006 total employment

level, the 2006 Gross Value Added (GVA), the 2006 GVA services sector, the 2006

total population, the 2006 ratio between the total employment and the active pop-

ulation, the 2006 population density and the 2006 per capita funds expenditure. As

outcome we used the per capita GDP growth rate between 2006 and 2015. The idea

is to use the per capita GDP as a summary indicator of development and prosper-

ity of the regions. It is a good indicator of many key characteristics of the regions:

economies at similar income levels often share many structural attributes, including

education levels, science and technology endowments, infrastructure and institutional

quality (Iammarino et al. (2019)). In our analysis, because of the interest in the R&D

channel, we focus on the priority themes 01-09 corresponding to the Research and

Technological development (R&D)8, Innovation and entrepreneurship over the pro-

gram period 2007-2013. The detail of the scomposition of R&D investment broken

down by priority codes is reported in Table 3.7 of the Appendix. In particular, we

7We use the NUTS 2006 classi�cation. Regions - Nomenclature of territorial units for statistics
NUTS 2006/EU27.

8Commission Regulation no. 1828/20.

60



used as mediator a dummy variable that takes the value 1 for NUTS 3 regions invest-

ing al least 20%9 of the total expenditure in R&D, and takes the value 0 otherwise,

as showed in Table 3.6 of the Appendix.

3.3.1 Some descriptive statistics

In line with the RDD approach, we selected a restricted sample, which includes

the closest regions to the 75% Convergence region discontinuity (see for example,

Pellegrini et al., 2013). For this purpose, we exclude from the analysis all the regions

with a per capita GDP greater than 150% of the average EU per capita GDP10.

Because of the presence of a spatial analysis, we also exclude the islands of France,

Guadeloupe, Martinique, Guyane and Reunion, the Canarias inslands of Spain and

the islands of Portugal, Madeira and Azores.

Croatia entered in EU in 2013, was not eligible for the ERDF or Cohesion Fund in

this period, but received pre-accession support for a total of e707 million. Because

of the much smaller amount of support received than other countries with similar

level of GDP per head and because of the absence of any data about pre-treatment

variables, Croatia is excluded from the analysis.

Therefore, at the end of this process represented in �gure 3.3 of the Appendix, we

compile data on 1129 NUTS 3 regions: 385 are de�ned as treated regions (i.e. receiving

Objective Convergence funds), while 744 as non-treated, as showed in Figure 1. This

map presents the geographical position of treated and non-treated regions in the EU:

the standard core-periphery picture is clearly outlined.

9It corresponds to the median of R&D expenditure distribution among treated NUTS3 regions.
10We don't exclude from the analysis regions with a per capita GDP lower than 50% of the

average EU because in our analysis we are interested in the estimation of the indirect e�ect among
treated regions. In other words, it is important to know what is the e�ect of R&D investments
among poorest regions. Nevertheless, it is important as well to take into account this selection
process in the interpretation of the results.
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Figure 3.1: Geographical distribution of Convergence and Non-

Convergence regions for the 2007-2013 Programming Period.

Among treated regions, we are interested to know which of them have invested a

high share in R&D (at least 20% of received funds, corresponding to the median

of the R&D investments distribution) and which of them have invested less than

20%. Figure 2 shows the geographical position of treated NUTS 3 regions with high

and low intensity of R&D investments. The distribution of these regions results less

clustered, with larger variance even within Member States.

.
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Figure 3.2: Geographical distribution of R&D investments among Con-

vergence regions

In Table 3.3.1 we compare treated and non-treated regions with respect to di�erent

pre-treatment characteristics. As suggested by the table, treated regions are generally

more populated than the non-treated ones. Of course, they are richer and more

productive. Still, the average per capita GDP growth is lower than that of the treated

regions. The employment rate is equal between the two groups.

In Table 3.3.2, we summarize the main characteristics of treated regions divided by

mediator status. Regions that invest more in R&D are generally richer, less populated

and with a lower growth rate with respect to non-mediated regions. The behavior

of mediated and non-mediated regions seems to replace the behavior of the entire
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sample.

Table 3.1: Descriptive statistics (mean) of NUTS 3 regions by treatment

status in 2006

Restricted RDD sample

(1129 NUTS 3)

Treated

(385 NUTS 3)

Non-treated

(744 NUTS 3)

GDP per capita 14259 23500

GDP per capita growth rate

(2001-2006)
0.31 0.16

Total population 382381 348962

Active population 177153 172222

Total employment 153290 153634

Employment/active pop 0.85 0.86

Total GVA 3425929 8186512

GVA services sectors 2239910 5681702

Area (Km2) 4193 3392

Population density

(inhabitants per km2)
225 404
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Table 3.2: Descriptive statistics (mean) of NUTS 3 treated regions by

mediator status in 2006

Treated regions

(385 NUTS 3)

Mediated

(192 NUTS 3)

Non-mediated

(193 NUTS 3)

GDP per capita 16793 11737

GDP per capita growth rate

(2001-2006)
0.27 0.36

Total population 370422 394298

Active population 171656 182621

Total employment 151856 154716

Employment/active pop. 0.86 0.85

Total GVA 4424014 2433015

GVA services sectors 3067488 1416620

Area (Km2) 3039 5341

Population density

(inhabitants per km2)
328 123

3.4 Econometric approach

Traditional methods identify the causal e�ects without explaining the link between

policy interventions and the outcomes of interest. They cannot detect whether re-

sults are driven by some particular policy's components, leaving the interpretation

of causal e�ect as a "black box". The aim of our empirical strategy is to estimate

the causal e�ect of EU 2007-2013 Cohesion Policy on the 2006-2015 per capita GDP

growth rate at NUTS 3 level, estimating what part of this e�ect is due to funds in-

vested in R&D. For this purpose, we use a new estimator that is able to capture the
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causal direct and indirect e�ect of a treatment, as explained in detail in chapter 2. In

particular, θ̂(0) is the direct e�ect and it estimates the e�ect of EU Regional Policy

on the per capita GDP growth rate, controlling for the share invested in R&D. In

other words, it captures all the mechanisms, not explicitly identi�ed, as in the tra-

ditional causal analysis, through which the policy works, without the contribution

given by R&D. On the other hand, δ̂(1) is the indirect e�ect and it estimates the

single e�ect of Regional Policy on the outcome brought by the R&D investments. As

showed in chapter 2, the sum of this two e�ects gives the totale e�ect, called ∆, that

is the traditional parameter, known in literature as average tretatment e�ect (ATE).

In addition to that, we look at the spatial distribution of EU Cohesion Policy (see

for example Giua, (2017)) and, in order to identify the e�ects, we use a spatial

RDD: thanks to the geo-referenced data, we exploit the geographical discontinuities

in funds to identify the quantities of interest, in particular comparing neighboring

regions with high and low intensity of R&D among treated regions. In particular, we

use as forcing variable the coordinates of the centroids of NUTS 3 regions (Eurostat).

The idea behind the spatial RDD is to interpret the distance to the regional border

as an assignment variable that decides about intensity in R&D investments: in other

words, location acts as the forcing variable allowing us to exploit the discontinuities

change in R&D intensity at the geographical border.

To do that, we use the following estimators:

θ̂(0) =
1

n

n∑
i=1

{[
µ̂Y (Di,Mi, Zi, Xi)−µ̂Y (1−Di),Mi, Zi, Xi)

](
1− ρ̂(mi, xi)

1− p̂(xi)

)∣∣∣∣Z = z̄

}
(3.1)

δ̂(1) =
1

n

n∑
i=1

{
µ̂Y (Di,Mi, Zi, Xi)

(
ρ̂(mi, xi)

p̂(xi)
− 1− ρ̂(mi, xi)

1− p̂(xi)

)∣∣∣∣Z = z̄

}
(3.2)

where the outcome variable Y is the GDP per capita 2006-2015 growth rate for the

NUTS 3 region i, D is the binary indicator variable for treatment which is unit in

case of Convergence regions during the 2007-2013 programming period and zero oth-

erwise, M is the binary indicator variable which is 1 if regions invest at least 20%
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of EU Cohesion Fund in R&D11, X is a set of pre-treatment variables to control for

di�erences in treated and non-treated regions. We use Z as forcing variable, specify-

ing the function as the two-dimensional RDD latitude-longitude space proposed by

Dell (2010). In particular, we use the RDD polynomial, which controls for smooth

functions of geographic location. We employ a 2nd order polynomial which allows

comparison of units which are very close to each other and absorbs all smooth varia-

tions in the outcome. The key identi�cation assumption behind the SRDD strategy

is that the potential outcomes are independent of treatment assignment12 for regions

that are close to the boundary that separates regions with high and low intensity of

R&D investments, conditional on pre-treatment characteristics. With this approach

we are able to estimate the direct e�ect net of R&D investments, and the indirect

e�ect, i.e. the e�ect that goes from the Policy to the per capita GDP growth rate

through investments in R&D, among treated regions. The main implication of this

approach is that we can say something more about a policy, investigating why or

why not is working, allowing to study not only the e�ect of a cause, but also the

causes of the e�ect.

3.5 Empirical results

In table 3.3, we reported the empirical results of the previously mentioned identi�ca-

tion strategy. Looking at the whole EU-results, we estimate a positive and signi�cant

average e�ect of the policy on the 2006-2015 GDP per capita growth rate. This result

con�rms the fundamental role of EU Regional Policy as instrument to counteract the

crisis. Regions receiving a high share of Structural funds seem to slowly converge to-

wards more developed regions. In addition, our estimates suggest that among treated

regions, the ones investing more in R&D have better economic performance than the

ones that don't invest in this priority theme. These statistical results show that struc-

tural funds have a positive impact on the economic growth and a little part of this

impact goes through R&D channel. It is interesting to note that without decompos-

11Corresponding to the Priority code 01-09
12In our case mediator assignment.
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ing the total average e�ect, the only conclusion is that the EU Cohesion Policy has a

positive impact on the economic growth, without knowing what could be the policy

implication to improve the policy direction and optimize the choice of investments.

Table 3.4 shows results for a simple spatial RDD regression: it con�rms the positive

coe�cient of the treatment, but this policy conclusion remains a black box, without

the possibility to know which are the mechanisms that drive the process towards a

faster economic recovery.

Table 3.3: Results

∆ θ(0) δ(1)

0.094*** 0.079** 0.015

(0.028) (0.030) (0.033)

Table 3.4: Spatial Regression Discontinuity Design by regression

Objective 1
0.086***

(0.021)

R-squared 0.502

Polynomial

degree
2

Degrees

of freedom
1113

Notes: Robust standard errors: * signi�cant at 10%; ** signi�cant at 5% level; *** signi�cant at

1% level.
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3.6 Conclusions

In this paper we evaluate the e�ect of the European Regional Policy on the economic

growth using a causal model based on the mediation framework together with a quasi-

experimental design, the SRDD. This estimation procedure permits to disentangle

the total treatment e�ect into two components: the indirect e�ect that consists in

the e�ect that goes from the Policy to the outcome only through investments in

R&D; and the direct e�ect of the Policy, in which lie all other possible explanations

for why the Policy works. Our �ndings show a positive and signi�cant impact of

Cohesion Policy on economic growth for the 2006-2015 period. In particular, the

average treatment e�ect is 8.6% larger in regions which received a larger amount of

Structural Funds. Analyzing the composition of this e�ect, it is possible to see that

R&D investments have a positive impact, even if it is not statistically signi�cant.

Convergence Regions investing at least 20% of their funds in R&D grow more than

the other similar regions (which invested more in other priorities), but without a

strong evidence. Probably, this is due to the fact that this kind of investments have

an impact on the economic performance in the middle-long period. It is important to

note that the context in which we run the analysis is characterized by the economic

and �nancial crisis that followed the Great Recession. The di�culty of this panorama

con�rms the importance of place-based policies as tools to counter the economic

downturn and the fundamental role of R&D in the recovery process.
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3.7 Appendix A. Sensitivity check

We check the sensitivity of the results and summarize the outcomes of interest in the

next table. In particular, we replicate the analysis changing the RDD thredhold and

then the number of observations that are mediated and not. The following table shows

the estimates of the total e�ect, the direct and the indirect e�ect. Each block shows

the outcomes for di�erent number of units, in particular augmenting (diminishing)

the RDD threshold up to 60° (40°) percentile. The results con�rm what we obtained

in the main analysis, in which the RDD threshold corresponds to the distribution's

median of R&D expenditure13.

Table 3.5: Sensitivity check

∆ θ(0) δ(1)

Main analysis

(RDD threshold: median)

0.094***

(0.028)

0.079**

(0.030)

0.015

(0.03)

RDD threshold:

55° percentile

0.094**

(0.035)

0.081**

(0.03)

0.012

(0.036)

RDD threshold:

57.5° percentile

0.09**

(0.035)

0.074*

(0.032)

0.016

(0.038)

RDD threshold:

60° percentile

0.094**

(0.036)

0.075*

(0.022)

0.019

(0.039)

RDD threshold:

45° percentile

0.095***

(0.027)

0.071*

(0.03)

0.024

(0.031)

RDD threshold:

42.5° percentile

0.092***

(0.026)

0.074*

(0.029)

0.018

(0.029)

RDD threshold:

40° percentile

0.091***

(0.025)

0.08**

(0.028)

0.008

(0.027)

13See par. 3.5
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3.8 Appendix B

Table 3.7: Division of ERDF and CF for 2007-2013 period

between Member States by Objective (EUR million).

Country Obj_1 Obj_2 Obj_3 Obj_4 Total

AT 96 371 0 0 467

BE 318 398 0 0 716

BG 4391 0 0 0 4391

CB 0 0 4314 0 4314

CY 0 0 0 368 368

CZ 15075 186 0 1140 16401

DE 9436 3655 0 0 13091

DK 0 216 0 0 216

EE 2572 0 0 0 2572

ES 15075 4352 0 2956 22382

FI 0 866 0 0 866

FR 1334 3771 0 28 5133

GR 11851 0 0 1905 13755

HR 220 0 0 0 220

HU 16325 1486 0 315 18125

IE 0 289 0 0 289

IT 12151 2392 0 0 14543

LT 4928 0 0 0 4928

LU 0 21 0 0 21

LV 3409 0 0 0 3409

MT 729 0 0 0 729

NL 0 741 0 0 741

PL 44331 0 0 0 44331

PT 7885 515 0 3624 12023

RO 7469 0 0 0 7469
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Table 3.7 continued from previous page

Country Obj_1 Obj_2 Obj_3 Obj_4 Total

SE 0 814 0 0 814

SI 2608 0 0 0 2608

SK 5672 60 0 759 6491

UK 1341 2919 0 0 4261

Notes: the Objectives 1-4 correspond respectively to: Convergence, Competitiveness,

Cooperation and Multi-Objectives.

Table 3.8: Country share R&D expenditure

Country R&D share Country R&D share

AT 0.800 IE 0.468

BE 0.607 IT 0.345

BG 0.140 LT 0.168

CB 0.170 LU 0.532

CY 0.221 LV 0.204

CZ 0.192 MT 0.114

DE 0.502 NL 0.455

DK 0.836 PL 0.198

EE 0.229 PT 0.318

ES 0.253 RO 0.156

FI 0.608 SE 0.659

FR 0.370 SI 0.287

GR 0.224 SK 0.121

HR 0.228 UK 0.576

HU 0.167

Notes: The table shows the R&D share invested in % with respect to the total amount

of the expenditure at NUTS 0 level.

72



Table 3.9: Country scomposition of R&D share expenditure by priority

codes.

Country code_01 code_02 code_03 code_04 code_05 code_06 code_07 code_08 code_09

AT 0.061 0.072 0.044 0.068 0.051 0.023 0.136 0.320 0.025

BE 0.045 0.095 0.020 0.017 0.069 0.005 0.001 0.271 0.083

BG 0.000 0.003 0.001 0.014 0.016 0.000 0.005 0.081 0.021

CB 0.023 0.019 0.059 0.005 0.016 0.008 0.002 0.004 0.034

CY 0.031 0.028 0.001 0.011 0.005 0.000 0.000 0.143 0.001

CZ 0.019 0.067 0.005 0.011 0.013 0.008 0.027 0.037 0.006

DE 0.029 0.108 0.040 0.052 0.015 0.003 0.020 0.201 0.036

DK 0.042 0.016 0.282 0.067 0.140 0.079 0.035 0.094 0.081

EE 0.021 0.096 0.012 0.004 0.000 0.000 0.000 0.060 0.033

ES 0.032 0.042 0.005 0.050 0.002 0.002 0.022 0.083 0.014

FI 0.091 0.061 0.095 0.036 0.056 0.024 0.011 0.143 0.090

FR 0.055 0.085 0.037 0.032 0.041 0.017 0.014 0.048 0.041

GR 0.000 0.001 0.002 0.001 0.071 0.002 0.006 0.096 0.044

HR 0.045 0.064 0.005 0.000 0.031 0.020 0.000 0.008 0.056

HU 0.002 0.002 0.003 0.013 0.005 0.001 0.009 0.113 0.019

IE 0.176 0.131 0.000 0.000 0.000 0.000 0.000 0.161 0.000

IT 0.054 0.029 0.004 0.021 0.036 0.020 0.069 0.022 0.091

LT 0.000 0.047 0.002 0.008 0.011 0.000 0.009 0.027 0.065

LU 0.099 0.235 0.145 0.000 0.051 0.000 0.000 0.000 0.003

LV 0.042 0.000 0.012 0.000 0.005 0.000 0.049 0.023 0.073

MT 0.000 0.012 0.002 0.004 0.024 0.002 0.005 0.007 0.014

NL 0.043 0.039 0.101 0.037 0.019 0.020 0.061 0.023 0.114

PL 0.016 2.328 0.009 0.008 0.020 0.001 0.060 0.034 0.010

PT 0.017 0.005 0.024 0.015 0.023 0.000 0.150 0.053 0.020

RO 0.005 0.021 0.000 0.002 0.000 0.004 0.008 0.100 0.004

SE 0.036 0.004 0.104 0.035 0.147 0.026 0.005 0.114 0.159

SI 0.011 0.066 0.096 0.014 0.000 0.032 0.026 0.026 0.062

SK 0.025 0.090 0.020 0.000 0.004 0.003 0.004 0.022 0.007

UK 0.044 0.043 0.031 0.049 0.065 0.039 0.009 0.190 0.084

Notes: in the columns is showed the R&D composition and the corresponding share invested by

regions in each priority code. Priority codes 01-09 correspond respectively to: R&TD activities in

research centres, R&TD infrastructure and centres of competence in a speci�c technology, Tech-

nology transfer and improvement of cooperation networks, Assistance to R&TD, particularly in

SMEs (including access to R&TD services in research centres), Advanced support services for �rms

and groups of �rms, Assistance to SMEs for the promotion of environmentally-friendly products

and production processes, Investment in �rms directly linked to research and innovation, Other

investment in �rms, Other measures to stimulate research and innovation and entrepreneurship in

SMEs.
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