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Abstract

Nanopore devices are a class of nanofluidic systems which involve the trans-

port of mass and ions through a nanometer sized pore. These systems are

widely studied for their attractive applications, ranging from biological anal-

ysis (e.g. real-time study of enzyme kinetics, macromolecule detection or

sequencing), to blue energy harvesting. Despite their widespread potential

applications and the increasing interest of the scientific community, the ac-

tual design of nanopore based devices remains a major challenge in the field.

In fact, most analytical models fail the quantitative prediction of experimen-

tal data, since the assumptions on which they are based often fail in the

extremely small nanopore region.

The relevant effects to be taken into account in order to model nanopore

systems with reasonable accuracy are: i) at the nanometer scale, thermal

fluctuations play a major role in the dynamics of mass and ion transport,

consequently, the fluid cannot be treated with a deterministic set of equa-

tions. ii) the presence of the confining boundaries at nanoscale induces addi-

tional effects due to hydrodynamic interactions with particles moving in the

pore region. iii) the presence of surface charges modify the equilibrium ionic

distribution, giving rise to peculiar electrohydrodynamic phenomena such as



current rectification and electroosmosis. iv) when dealing with large biolog-

ical molecules such as proteins, the additional complexity of dealing with

their complicated structure has to be considered. A well-known approach

which takes into account these physical features is all-atoms Molecular Dy-

namics, which has been thoroughly used to study many different nanopore

systems. Despite their undeniable usefulness, Molecular Dynamics simula-

tions are limited both in the size of the systems which can be simulated and

in the total simulated time.

In this thesis, Coarse Grained models are employed to study the dynamics

of confined systems on time and space scales not easily accessible to all-atoms

Molecular Dynamics. The Coarse Graining of the system is performed by

retaining only some of its degrees of freedom, dropping the remaining ones

considered not relevant for the desired level of description. The equations

of motion are then written for the selected variables, while the action of the

dropped variables is introduced as a proper random forcing in the equations of

motion. In this thesis, two different levels of Coarse Graining are considered.

The first one is Brownian Dynamics for confined rigid particles, the second is

a particle based model of the electrolyte fluid based on Dissipative Particle

Dynamics.

For what concerns Brownian dynamics of confined rigid particle, the

Langevin equation governing the translations and rotations in confined en-

vironment is derived. The rotational motion of the particle is based on the

quaternion formulation. The effect of confinement is introduced via a config-

uration dependent mobility matrix. A Brownian code which integrates the

equation of motion has been set up, and the dynamics of a spherical rigid
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particle diffusing in a nanochannel is studied. The effect of confinement as

well as the effect of different force fields on the diffusion of the particle is

investigated. The results are in good agreement with experimental evidence.

The second Coarse Grained approach analyzed in this thesis concerns the

description of the hydrodynamics of electrolyte solutions including the cou-

pling between hydrodynamic and ionic transport in the nanopore (i.e. elec-

trohydrodynamics), which is crucial in several applications. A new Coarse

Grained model based on Dissipative Particle Dynamics is proposed and val-

idated. The model considers each particle to carry a quantity of positive or

negative ions. The energy of the system, including the chemical potential due

to the concentration of each specie and to the presence of the electric poten-

tial, is written as a function of the Coarse Grained variables (positions, veloc-

ities and number of ions). A set of ordinary stochastic differential equations

has been derived for which the equilibrium distribution is the Boltzmann

distribution associated to the chosen thermodynamic potential. The model

has been implemented into the LAMMPS software and has been validated

against a number of cases for which the analytical solution is available.
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Part I

Introduction

In this part, nanopore systems and some of their applications are introduced.

The typical length and time scales as well as the relevant physical phenom-

ena acting on such systems are reported. Two physical phenomena which are

crucial in nanopore systems are discussed, i.e. the diffusion in confined envi-

ronment and the coupled dynamics of ions and fluids in electrolytes, the so-

called electrohydrodynamics. The Brownian motion in presence of a nonuni-

form mobility is briefly discussed. The Poisson-Nernst-Planck-Navier-Stokes

equations for the electrohydrodynamics are reported, as well as the equilib-

rium distribution approximation leading to the Poisson-Boltzmann equation.
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Chapter 1

Nanopore Systems

In the last decades, the development of techniques capable of shaping mat-

ter at the nanometer scale [1, 2, 3] gave rise to multiple possibilities in the

conception of devices with nanometric features for a wide range of applica-

tions [4, 5, 6, 7]. In addition to the technological issues related to the repro-

ducible fabrication of nanodevices [8, 9, 10], their design is also challenging

from a physical point of view. In fact, the dynamics of systems at nanoscale

is dominated by phenomena which are usually negligible for larger sizes, two

well-known examples being thermal fluctuations leading to diffusion [11, 12]

and surface effects causing the aggregation of particles [13, 14]. A class of

nanoscale systems in which these physical features are of mayor importance

involve transport of fluids and particles in nanometer sized channels or along

nanostructured surfaces [15, 16, 17] , i.e. nanofluidic systems [18]. This

thesis is devoted to the study of an important type of nanofluidic systems

known as nanopores. Nanopore systems can differ considerably among each

other both in the geometrical features and in the materials which are made

9
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of. However, three common elements can be distinguished in most cases,

sketched in Figure 1.1a:

• Two chambers are filled with a solution, usually electrically conductive.

• A pored membrane separates the two chambers, the pore or part of it

being of nanometric size.

• Two electrodes are placed in the chambers, controlling the voltage dif-

ference and measuring the current passing through the pore.

In some cases the informations about the pore state can be obtained by

optical measurements instead of electrical ones. This is the case of plasmonic

nanopores [19], in which the fluid does not have to be conducting. In general,

the nanopore can be a solid state nanopore with different geometries [20] or

a biological one, with a variety of different biological channels which can be

possibly used [21].

The most known and studied application of nanopore systems is to use

them as biological sensors able to retrieve information at a single molecule

level [22]. The first idea of a nanopore device as single molecule biosensor was

proposed in the late ’80s [23] with the aim of sequencing the DNA molecule.

The basic principle was simple: a DNA molecule is forced to translocate

through the pore by electrophoresis in presence of a potential difference be-

tween the chambers. During the translocation, the ionic current flowing

through the pore is influenced by the presence of the DNA, provided the

pore to be of size comparable to the size of a DNA filament. The ionic cur-

rent variations can be measured and are related to the nucleobasis which is

clogging the pore. The functioning of DNA nanopore sequencing is sketched
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a)

b)

Figure 1.1: a) Sketch of a typical nanopore system set-up with its elementary

elements. Two chambers are filled with an electrolyte solution. The chambers

are separated by a membrane in which a nanometer sized pore has been

made. Two electrodes are placed in the chambers, controlling or measuring

the voltage difference between the chambers and the ionic current flowing

through the pore. b) Representation of a DNA nanopore sequencing system.

A single strand of DNA translocates through a biological nanopore driven

by the electric field. Four different levels of ionic current are associated with

the four nucleobasis, providing the DNA sequence of a single molecule in real

time.
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in Figure 1.1b. Despite this simple working principle, it took more than

twenty years for DNA sequencing with nanopores to be a reality [24].

Today, nanopores are widely used to study biological systems containing

macromolecules [27, 28, 25] obtaining information at a single molecule level

which is unaccessible to more conventional measuring techniques, based on

average properties of a mixture containing a high number of analytes. A

possible application in this field is protein fingerprinting, in which a protein

translocates through the nanopore driven by the electric field, electroosmotic

flow [29], dielectrophoretic trapping [30] or simply by Brownian motion. The

current trace modification caused by the translocation is used to obtain in-

formation about the charge, size and shape of the protein. This working

principle is represented in Figure 1.2a.

As an example, solid state track-etched conical nanopores can be used

to study amyloid aggregation [31]. If specific conditions of pH and tem-

perature are met, a variety of proteins including β-lactoglobulin [32] aggre-

gate to form fibrillar structures. The kinetics of this aggregation process

is of interest in food industry [33] and medicine [34]. As a consequence of

the amyloid aggregation, a solution containing β-lactoglobulin after the for-

mation of fibrils will result in a mixture of linear protein aggregates with

heterogeneous length. Usual techniques for characterizing the aggregates

such as Diffusion Light Scattering (DLS) [35] only provide average informa-

tions about the mixture, while a single-molecule technique such as nanopore

sensing can in principle discriminate fibrils with different sizes, obtaining a

real-time information about the aggregation process and the distribution in

size of the aggregates [31]. Other challenges in the use of nanopores as bi-
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a) b)

Figure 1.2: Two examples of applications of nanopore systems which have

been object of research in the last years. a) Protein fingerprinting (image

adapted from Waduge et al., reference [25]). A protein translocates through

a nanopore driven by electric field, dielectrophoretic trapping, electroosmotic

flow or simple diffusion. The translocation modifies the ionic current flowing

through the nanopore. The resulting current trace is associated to different

properties of the protein (charge, shape,volume) with the aim of identifying

it. b) Nanopore set-up for energy extraction from a salt gradient (image

adapted from Feng et al., reference [26]) Two solutions with different salt

concentrations are placed in both sides of the nanopore. The nanopore has a

net surface charge, and hence it is selective for the ions of opposite sign. As a

consequence, the total ion fluxes flowing through the pore will be unbalanced,

and a net current flows through the electrodes.
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ological sensors involve discriminating among proteins in a solution, either

via sequencing [36], as already possible in the case of DNA, or by inferring

the shape, size, surface charge of a protein from the current trace registered

during translocation, the so-called protein fingerprinting [37].

Nanopore sensing is not the unique appliaction of nanopore devices. The

high versatility of such devices is directly related with the high versatility of

biological channels [21], whose permeability depend on the charge, shape and

chemical properties of the species translocating through them, and can be

modulated by multiple external factors such as electric fields, pH, pressure

gradients, salt concentration. Inspired by biological nanopores which can be

selective for cations, anions, and even for specific ionic species [38], solid state

nanopores with ionic selectivity can be realized [39]. Ion-selective nanopores

can be used to extract energy from a ionic concentration difference between

solutions [40, 26], also known as blue energy production. The selectivity

is related to a difference in the conductivity for different ionic species and

can be due to the surface charge of the nanopore combined with its shape.

Hydrophobic nanopores in which the pore is unaccessible to ions due to the

vapour phase water clogging the pore can be used combined with a pressure

gradient to desalinate salted water [41].

Despite the great interest arisen by nanopores in the scientific community

and the relevant progress made in the understanding of nanopore systems, the

modelling and design of devices capable of disruptive applictions such as the

above cited protein sequencing [36], protein fingerprinting [37] and energy

harvesting from a salt gradient [42] are still open problems. The reason

for the design of nanopore systems to be challenging lies in the complex
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a) b) c)

Figure 1.3: Sketch of three possible techniques used to simulate nanopore

systems, with different degrees of accuracy and computational cost (image

adapted from Maffeo et al., reference [21]). a) All-atoms Molecular Dynamics.

The trajectory of every atom of the system is simulated solving the equa-

tions of motion with appropriate force fields. It is computationally expensive

and very accurate since thermal fluctuations, hydrodynamics, electrostatic

interactions, polarization of molecules and the dynamics of biomolecules are

taken into account. b) Brownian Dynamics. A mesoscale approach in which

the state of the system is represented by the positions and velocities of coarse

grained particles representing groups of atoms and molecules moving coher-

ently. It is faster than Molecular Dynamcs and in principle can take into

account most of the relevant features for nanopore systems, given that the

equations of motion are properly modelled. c) Continuum approach. A con-

tinuum model in which the Poisson-Nernst-Planck equations of motion for

the cationic and anionic concentrations are solved, modelling the ionic flux

with a diffusive term and a drift term related to the conductivity of the so-

lution. It is the less expensive approach from a computational point of view,

but it lacks a description of the effects of thermal fluctuations.
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physics involved in the mass transport dynamics at nanometric scales. Ions,

solvent and particle transport across the nanopore are generally coupled and

influenced by many different factors, including thermal fluctuations, external

voltage and pressure difference, hydrodynamic, electrostatic and chemical

interactions with the confining walls. An additional complexity exists in

the case of translocation of biomolecules and/or in the case of biological

channels as nanopores, given by the high number of degrees of freedom of

such objects which affects the translocation dynamics in ways which are

difficult to predict [43].

In this complex scenario, for what concerns nanopores as biosensors, their

design demand to solve three technological tasks [44]:

• The particle has to be transported near the pore zone (capture control).

• It has to translocate at a sufficiently low speed to generate a detectable

signal (translocation control).

• Different particles (or different parts of a single molecule, as in nanopore

sequencing) should induce different signals (distinguishability).

Ideally, the desire is to associate the current blockade generated by the

translocation event to some properties of the object which is translocating,

such as charge, shape and volume [45]. Such relation is not deterministic

due to the thermal fluctuations dominating the dynamic of the translocating

particles, and must therefore be expressed in terms of the probability of an

event to have a certain relative blockade and dwell time. The experimental

determination of the probability distribution is possible by direct observation

of the signal produced by a known analyte. However, it depends strongly on



17

the pore shape, size, charge and chemical composition, which is not always

exactly reproducible. It is in general cumbersome to predict the effects of

small variations of the system set up on the above cited probability distri-

bution. Even if there is no translocation event, as in the case of blue energy

applications, complex and nonlinear effects may arise from the coupling be-

tween hydrodynamics and electrostatics [46, 47]. This is even more true in

the case of a translocation of a charged object, as is the case of most biolog-

ical molecules. In this complex context, computational approaches are very

useful to have insights into the physical phenomena influencing nanopore ex-

periments and have been widely used. The most used computational tool to

study nanopore systems is all-atom molecular dynamics, due to its capability

to consider all the relevant effects (thermal fluctuations, hydrodynamic and

electrohydrodynamic effects, complexity of biological molecules). However,

all-atoms molecular dynamics is limited in size and temporal length of the

simulated systems due to its high computational cost. For this reason, many

relatively large nanopore systems [48] and/or relatively slow translocation

events can’t be studied with this tool. These problems are often tackled

with analytical reduced models based on strong assumptions such as bulk

diffusion, uniform conductivity of the solution, zero surface charge [31]. Al-

though this reduced models may be accurate in some cases and can help a

quick understanding of the dominant phenomena in a particular system, the

quantitative predictions based on simplified models often fail the experimen-

tal data prediction by orders of magnitude [49].

This has given reason for the study of intermediate mesoscale models

able to drop the great number of degrees of freedom in all-atoms molecular
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dynamics while at the same time retaining the relevant degrees of freedom

needed for the model to be predictive. The process of understanding which

are the relevant degrees of freedom in a system and of finding a model for

the dynamics of such relevant degrees of freedom is called the coarse-graining

of a system. With this spirit, Brownian Dynamics computational models

have been developed and used to reduce the computational cost of all-atom

Molecular Dynamics simulations. In such models, the state of the system is

described in terms of the positions and velocities of coarse-grained particles

representing groups of atoms or molecules moving coherently. The explicitly

described degrees of freedom are assumed to be ”slow” degrees of freedom,

meaning that the effects of the dynamics of the remaining ”fast” degrees of

freedom is to introduce a noise term in the equation of motion, which are

now non deterministic. A technique which allows to simulate even larger sys-

tems is the continuum approach adopted to solve the Poisson-Nernst-Planck

equations. In this approach, the state of the system is described by the con-

centration fields of cations and anions, respectively ca and cc, functions of

space and time. The cation and anion concentrations obey a continuity equa-

tion in which the fluxes are modelled with a diffusive and a conductive term.

In addition, the system has to obey the Poisson equation of electrostatics.

A generalization of this kind of approach to include the fluid dynamics of

the system leads to the Poisson-Nernst-Planck-Navier-Stokes equations and

will be briefly reported in section 1.2. These approaches allow the simu-

lation of large systems, with the main drawback that thermal fluctuations

are completely neglected. A sketch which synthesizes the three approaches

cited here, from the more computationally expensive and accurate Molecu-
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lar Dynamics to the coarse-grained Brownian Dynamics to the continuum

Poisson-Nernst-Planck is reported in Figure 1.3 This thesis deals with two

important phenomena in nanopore systems: the presence of the fluid in which

eventually the particle moves in a confined environment (hydrodynamic in-

teractions) and the presence of dissolved charged species which mediate the

electrostatic interactions between charged objects and whose dynamic is, in

general, coupled with the solvent (electrohydrodynamics).

1.1 Hydrodynamic interactions

At low Reynolds numbers, a typical condition in micro and nano fluidic sys-

tems, the (incompressible) Navier-Stokes equations governing the dynamics

of incompressible fluids can be linearized into the simpler Stokes equation

0 = −∇P (x) + η∇2u(x) , (1.1)

with the incompressibility condition

∇ · u(x) = 0 , (1.2)

where x is the spatial position, u is the velocity of the fluid, P is the pressure

field and η is the fluid viscosity.

Considering a rigid particle moving in such fluid in a domain Ω, (at least)

two different boundaries can be identified ∂Ω = ∂iΩ ∪ ∂eΩ. The internal

boundaries ∂iΩ correspond to the fluid-particle interface, in which the ve-

locity is u0. The external boundaries ∂eΩ correspond to the confining walls,

plus the free fluid-fluid boundary. If the walls are fixed and satisfy the no-slip

boundary condition, and if the fluid-fluid boundary is located sufficiently far
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from the moving particle, the velocity on the external boundary vanishes.

Thus, the forces exerted on the particle by the fluid can be computed finding

the stationary solution of the Stokes equation corresponding to system of

Eq. 1.1 with boundary conditionsu(x) = u0 x ∈ ∂iΩ ,

u(x) = 0 x ∈ ∂eΩ .

(1.3)

If also rotations of the particle are considered, the boundary conditions be-

come u(x) = u0 + ω × (x− x0) x ∈ ∂iΩ ,

u(x) = 0 x ∈ ∂eΩ ,

(1.4)

where ω is the angular velocity of the particle and x0 the position of its

center. Since the Stokes equation is linear, so is the response of the fluid to the

presence of a rigid particle moving at a certain velocity. This proportionality

relation is expressed via the mobility matrix M

v = Mf , (1.5)

where v is the velocity of the body and f is the friction force which the fluid

exerts on the body. In general, v can be seen as the 6-D vector of linear and

angular velocity while f can be seen as the 6-D vector of forces and torques

exerted by the fluid on the body, and hence M is a 6×6 matrix. In principle,

M depends at each time on the boundary conditions of the problem, and

hence changes if the particle changes its orientation or moves with respect to

the confining walls of the system.

As a consequence, in the case of rigid particle, its dynamics in a confined

environment needs to consider configuration dependent mobility matrices in
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order to properly account the effect of the solvent. At nanometric scales,

when a Brownian description of the particle motion is needed, the deter-

ministic forces exerted on the particle by the fluid are linked to the random

forces due to the thermal fluctuations the via the fluctuation-dissipation re-

lations [50, 51]. As a consequence, the confinement affects not only the de-

terministic part of the particle trajectory (the so-called drift), it also affects

its thermal motion.

This effect is particularly important in particle transport through nanopores,

since at nanometric scales the thermal fluctuations play a major role in par-

ticle dynamics. Also,the translational trajectory of a rigid particle can be

affected by its rotational dynamics, since the mobility matrix is in general

non diagonal, also for spherical particles in presence of confining walls. This

is intuitively clear for a no-slip wall, where translations are coupled with

rotations, leading to a non-diagonal mobility matrix [52].

In Part II the effects of confinement on the dynamics of a rigid particle in

a nanochannel are studied via a rigid body Brownian motion approach [53].

It will be shown that confinement not only affects the translational diffusion,

but also modifies the rotational diffusion of the particle, which has to be

considered when non spherical particles or particles with a dipole moment

translocate through the pore and interact with it at some preferential orien-

tations. Also, it will be shown that under confinement, external forces acting

on the particle change its diffusive properties, and not only their average

motion.
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1.2 Electrohydrodynamics

Electrohydrodynamics deals with the coupled motion of fluids and ions [54].

Such coupling has relevant effects in microfluidics, allowing manipulation of

fluids or dispersed particles using electrical stimuli [55]. Electrohydrody-

namic effects are of crucial importance are nanopore systems [20]. When

a fluid containing ions is located in a confined region as the nanopore, the

eventually charged confining surface induces a net motion of fluid in response

to an external electric field. The resulting flow is known as electroosmotic

flow, and it has been shown to take place both in synthetic [56, 47] and in

biological [57, 58, 59] nanopores. The electroosmotic flow can be the dom-

inant effect governing the translocation of particles or molecules through a

nanopore [29, 58], and can generate interesting phenomena such as current

rectification [56] or complex velocity profiles [60].

In such conditions, the incompressible Navier-Stokes equation is not suf-

ficient to solve the fluid dynamics of the system, and the Nernst-Planck

equations for the transport of species must be added, together with the Pois-

son equation of electrostatics [54]. The resulting set of equations is called

the Poisson-Nernst-Planck-Navier-Stokes system

∂u

∂t
+ u∇u = −∇P +∇2u+ (ca − cc)∇φ

∇ · u = 0 ,

∂cc

∂t
+ u ·∇cc = ∇ · (cc∇φ) +∇2cc ,

∂ca

∂t
+ u ·∇ac = −∇ · (ca∇φ) +∇2ca ,

∇2φ = ca − cc ,

(1.6)
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where u is the fluid velocity, P is the pressure, cc and ca are the cationic

and anionic concentration fields and φ is the potential. All the transport

coefficients, the fluid density, the dielectric constant and the charge of the ions

have been set to unity. A possible way to simplify this system is to assume

that, at the equilibrium, the ionic concentration is given by the Boltzmann

distribution, i.e.

cc = c0 exp(−φ) ,

ca = c0 exp(φ) ,
(1.7)

where c0 is a reference concentration at 0 potential. With these conditions,

the Poisson equation becomes

∇2φ = −2c0 sinh(φ) , (1.8)

which is known as the Poisson-Boltzmann equation. If the Poisson-Boltzmann

equation is solved and the potential is found, the electrostatic forcing term

in the Navier-Stokes equation becomes a known forcing and the equations

decouple. The net flux caused by the electrostatic forcing is called electroos-

motic flow and is of great importance in many nanopore applications [29, 59].
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Chapter 2

Coarse grained models

The aim of coarse grained models is to describe the dynamics of the system

with a different and reduced set of variables with respect to all-atom mod-

els, introducing non deterministic terms in the equations of motion which

represent the overall effect of the dropped degrees of freedom. The level of

coarse graining has to be chosen based on the relevant features of the prob-

lem and on the desired level of accuracy. In this thesis, two different models

are explored, the Brownian dynamics of particles in confined environments,

in which the solvent is not explicitly represented but still acts via the (space

dependent) mobility matrix, and Dissipative Particle Dynamics (DPD) [61],

a particle method in which the solvent is explicitly represented and composed

of interacting particles. Here both techniques are briefly introduced.

25
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2.1 Brownian motion

Consider a point particle immersed in a fluid solvent that acts as a thermal

bath at temperature T . The particle mass is assumed to be sufficiently small

to neglect inertia, the so-called overdamped regime. The aim is to model the

motion of the particle in the inhomogeneous environment where solid walls

limit the mobility. To do this, a possibility is to obtain the Fokker-Planck

equation for the probability density function (pdf) of the particle associated

to the Langevin equation

ẋ (t) = u(x) +G(x)ξ(t) . (2.1)

where x is the particle position vector in the three dimensional space and

u is the drift velocity. G(x)ξ(t) is a stochastic term with ξ the vector of

white noise stochastic processes and G(x) a 3 × 3 matrix, the noise intensity

operator, to be discussed in the following.

This term accounts for the fluctuations in the particle velocity induced

by the interaction with the thermal bath forming the environment. The drift

term basically accounts for the average motion induced by external forces

f through the particle friction (in fact its inverse, the mobility) with the

environment plus additional effects whose origin is better specified below. In

this thesis, the Itô convention for the interpretation of stochastic differential

equations is used. The reader may refer to Lau and Lubensky [62] work for a

discussion on the role of the different conventions in the correspondence be-

tween the Fokker-Planck and the Langevin equations. Integrating eq. (2.1),

the trajectory x(t) of the particle can be obtained for a given realization of

the noise ξ. The probability density function (pdf) of the particle position
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at time t is

P (x ′, t) = 〈δ(x ′ − x(t))〉 , (2.2)

where the expectation value, denoted by angular brackets, is taken over the

realizations of the noise ξ. The pdf obeys the Fokker-Planck equation

∂P

∂t
= ∇ ·

[(
−u+

1

2
∇ ·

(
GGT

)
+

1

2
GGT∇

)
P

]
. (2.3)

If the external force is conservative, f = −∇U with U the potential

energy, the equilibrium pdf has the canonical expression

Peq(x) =
1

Z
e−βU , (2.4)

where Z is the normalization factor and β = (kBT )−1, with kB the Boltz-

mann’s constant. In the low Reynolds number limit, the response to the

external force reads Mf with M the hydrodynamic mobility matrix [52]

that is always symmetric and positive definite. For the stationary Fokker-

Planck equation to admit the equilibrium pdf (2.4) as a solution, the drift

term must be written as [62]

u = −Mf + u ′ , (2.5)

where u ′ is an additional field. Pretending that equation (2.4) is the equi-

librium solution (∂P/∂t = 0) of the Fokker Plank equation

0 = ∇ ·
[(
Mf − u ′ + 1

2
∇ ·

(
GGT

)
− 1

2
GGTf

)
e−βU

]
, (2.6)

provides two constraints relating the additional drift u ′, the mobility matrix

field M (x) and the noise intensity operator G. Assuming the mobility to be

given, the two constraints provide equations for the noise intensity operator

G and the additional drift u ′, namely:
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1- the matrices M and G are related by the fluctuation-dissipation rela-

tion

GGT =
2

β
M , (2.7)

2- the additional drift term u′ reads

u ′ =
1

β
∇ ·M . (2.8)

As discussed in Lau and Lubensky [62], the operator G is not uniquely

defined since it can always be multiplied by any orthogonal matrix without

altering the Fokker-Plank equation. In fact, this transformation corresponds

to a rotation of the noise vector ξ which leaves the Langevin equation (2.1)

invariant. The final overdamped Langevin equation for a point particle reads,

ẋ = −M∇U +
1

β
∇ ·M +Gξ . (2.9)

2.2 Dissipative Particle Dynamics

A technique which has been widely used to simulate mesoscale systems is

Dissipative Particle Dynamics (DPD) [61]. In the DPD framework, the fluid

is represented by a system of pairwise interacting particles [63, 64].

Considering N particles interacting inside a domain of volume V , the

interactions are described in terms of a conservative force F C , a dissipative

force FD, and a random force FR. The equation of motion of the ith particle

is hence

mr̈i =
N∑
j 6=i

(
F C
ij + FD

ij + FR
ij

)
, (2.10)
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where m is the particle mass and ri its position. The forces acting between

particles i and j are

F C
ij = awC(rij)eij ,

FD
ij = −γwD(rij) (vij · eij) eij ,

FR
ij = σwR(rij)ξijeij ,

(2.11)

where rij = |ri − rj|, eij = (ri − rj)/|ri − rj|, vij = ṙi − ṙj and wC , wD,

wR are weight functions, while ξij = ξji are white noise processes. The

coefficients a, γ and σ determine the magnitude of each interaction. A

fluctuation-dissipation relation exists between the dissipative and random

forces to ensure the existence of an equilibrium condition at temperature

T [64]

σij =
√

2kBTγij , (2.12)

wD =
(
wR
)2

. (2.13)

The shape of the conservative force is specified by the weight function wC ,

which in principle could have any form. The same is true for the dissipative

weight function wD, the random force being determined by the fluctuation-

dissipation relation eq. (2.13). A common choice [65] which is adopted in the

simulations reported in this thesis is

wC = wR =
(
wD
) 1

2 =

 1− rij
rc

if rij < rc ,

0 if rij > rc ,

(2.14)

with rc the cut-off radius of the inter-particle interaction. The remaining

parameter γ can be used to calibrate the viscosity. In particular, setting γ =



30 CHAPTER 2. COARSE GRAINED MODELS

1200 leads to a (dimensionless) viscosity of 65.5, as estimated by measuring

the mean velocity of a Poiseuille profile [66].

The original DPD model was developed to study the rheology of col-

loidal suspensions [63, 67], but in the last two decades it has been ex-

panded in many different ways in order to simulate increasingly complex

systems [68, 69, 70, 71, 72, 73]. Physical systems studied with DPD or derived

methods include blood [74, 75], polymers [76], biomolecules [77], biological

membranes [78], and droplets [79]. DPD simulations including electrostatic

interactions have also been performed, either considering DPD particles with

fixed charge [80, 81] or charged polyelectrolytes [82, 83]. A different approach

can be used considering the concentrations of ionic species as additional vari-

ables associated to each DPD particle, modelling the fluxes of concentration

between them [73].

In part III, a mesoscale model based on DPD is presented. The model is

able to simulate the electrohydrodynamic phenomena taking place in nanoflu-

idic systems, representing the dissolved ions by adding two degrees of freedom

for each particle. The model is tested performing simulations of planar elec-

troosmotic flow, finding an excellent agreement with analytical solutions.



Part II

Particle dynamics under

confinement

In this part, the Langevin equation for the translational and rotational Brow-

nian dynamics of a rigid particle under confinement is derived. The orienta-

tion of the rigid particle is expressed using the quaternion formulation. To

take into account the effect of confining boundaries, the Langevin equation

must include a nonuniform mobility as an input. As a case of study, the

mobility of a spherical particle in a cylindrical channel has been computed

using Dissipative Particle Dynamics simulations. The rigid boundaries of

the simulated system (the cylinder and the sphere) have been modelled and

calibrated to reproduce the non-slip boundary conditions. Even for such a

simple system, the computed mobility matrix is non diagonal, meaning that

translations and rotations are coupled. The mobility field has then been used

to perform Brownian Dynamics simulations, computing the translational and

rotational diffusion matrices as a function of the confinement, i.e. the cylin-

der radius with respect to the particle radius. For the translational part,

31



32

the results are in agreement both with previous numerical results and with

experimental evidence in reporting a reduction in diffusion for higher confine-

ments. The rotational diffusion is also found to decrease for more confined

systems. The effect of external forces on the diffusion and on the distribution

of the particle has also been explored.



Chapter 3

Rigid body Brownian motion

In this chapter, a Langevin equation for the Brownian dynamics of a rigid

body is derived with a procedure which is analogous to the one shown in

Sec 2.1 and which requires the formulation of the rigid body orientation

in terms of quaternions. The quaternion properties needed to do this are

reported in the first section of the present chapter.

3.1 Quaternions and Rotations

A quaternion q consists of a scalar part q0 and a 3-D vector part ~q, [84],

q =

q0

~q

 . (3.1)

The product between two quaternions p and q is non commutative and can

be written as [85]

qp =

 p0q0 − ~p · ~q

p0~q + q0~p+ ~q × ~p

 , (3.2)

33
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where ~p × ~q is the vector product. The conjugated quaternion is obtained

changing sign to the vector part of q

q∗ =

 q0

−~q

 , (3.3)

such that

qq∗ = q∗q =

‖q‖2

~0

 , (3.4)

where ‖q‖ =
√
q2

0 + q2
1 + q2

2 + q2
3 is the quaternion norm with q1, q2 and q3

the components of vector part. It follows that the complex conjugate of a

quaternion product is the product of the conjugate quaternions taken with

inverted order

(qp)∗ = p∗q∗ . (3.5)

Given a quaternion q, it is sometimes convenient to consider suitable matrices

Ql =


q0 −q1 −q2 −q3

q1 q0 −q3 q2

q2 q3 q0 −q1

q3 −q2 q1 q0

 , Qr =


q0 −q1 −q2 −q3

q1 q0 q3 −q2

q2 −q3 q0 q1

q3 q2 −q1 q0

 , (3.6)

to express the left and right products of q and p as

qp = Qlp ,

pq = Qrp .
(3.7)

For unit norm quaternions it is easily shown that q∗qp = QT
l Qlp = p, and

as a consequence

Q−1
l = QT

l , (3.8)
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i.e. the matrices Ql and Qr are orthogonal. In the following q will denote

a unit quaternion, i.e. a quaternion with unit norm. Unit quaternions are

central to rigid body kinematics since they represent rotations of angle φ

about a generic axis specified by the director û,

q = q(φ, û) =

 cos
(
φ
2

)
û sin

(
φ
2

)
 . (3.9)

The rotation by φ about the axis û of a 3-D vector ~v′ is then expressed as

v = qv′q∗ . (3.10)

It should be stressed that the product implied by this equation involves

quaternions as defined in eq. (3.2). In other words, the representation of

the ordinary vector ~v′ as the quaternion v′ is needed. This is given by

v′ = (0, ~v′)T , i.e. the quaternion corresponding to an ordinary vector has

zero scalar part. Using (3.2) one obtains

v =

 −~v′ · ~q

q0~v
′ + ~q × ~v′

 q∗ =

 −q0~v
′ · ~q + q0~q · ~v′ + ~q × ~v′ · ~q

q2
0~v
′ + q0~q × ~v′ + ~v′ · ~q~q − (q0~v

′ + ~q × ~v′)× ~q

 =

=

 0

q2
0~v
′ + 2q0~q × ~v′ + 2(~v′ · ~q)~q − (~q · ~q)~v′

 ,

(3.11)

showing that the scalar part of the quaternion v is zero, i.e. it represents the

ordinary vector ~v. Using (3.9) yields

~v =

[
cos2

(
φ

2

)
− sin2

(
φ

2

)]
~v′ + 2 cos

(
φ

2

)
sin

(
φ

2

)
~u× ~v′ + 2~v′ · ~u sin2

(
φ

2

)
~u =

= cos (φ)~v′ + sin(φ)~u× ~v′ + (1− cosφ)~v′ · ~u~u ,
(3.12)
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which is the Rodrigues formula for the rotation of the vector ~v′ by the angle

φ about the axis ~u. Equation (3.10) can also be written in matrix notation

v = QT
rQlv

′ , (3.13)

or

~v = B(q)~v′ , (3.14)

where B(q) is the rotation matrix written in terms of quaternions which

turns out to be the matrix corresponding to the lowest right 3× 3 minor the

original 4× 4 matrix QT
rQl.

In quaternion notation, the rotation of a previously rotated vector v1 =

q1v
′q∗1 is v2 = q2q1v

′q∗1q
∗
2, i.e. the composition of two rotations corresponds

to multiplication of two unit quaternions. By straightforward generalization,

the rotational trajectory of a rigid body can then be represented as

q(t+ ∆t) = q(|~ω|∆t, ~ω/|~ω|)q(t) , (3.15)

where ~ω∆t is the elementary rotation taking place in the (elementary) time

interval ∆t when the angular velocity of the rigid body is ~ω. Equation (3.15)

can be rewritten in matrix notation,

q(t+ ∆t) = Ql(|~ω|∆t, ~ω/|~ω|)q(t) := Qrot(~ω,∆t)q(t) , (3.16)

whereQrot is 4×4 matrix equivalent to the the left multiplication q(|~ω|∆t, ~ω/|~ω|),

eq. (3.6).

Since q is a unit quaternion at every time, the scalar part of qq̇∗ is zero,

qq̇∗ =

 q0q̇0 + ~q · ~̇q

q̇0~q − q0~̇q + ~̇q × ~q

 =

 0

q̇0~q − q0~̇q + ~̇q × ~q

 , (3.17)
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i.e. it corresponds to a vector. The differential equation describing the

rotation of a vector may then be obtained as follows. After differentiating

Eq. (3.10),

v̇ = q̇v′q∗ + qv′q̇∗ , (3.18)

left and right multiplication by q∗ and q, respectively, yield

q∗v̇q = q∗q̇v′ + v′q̇∗q , (3.19)

which can be rearranged as

q∗v̇q = q∗q̇v′ − v′q∗q̇ . (3.20)

after realizing that d(q∗q)/dt = q̇∗q+q∗q̇ = 0. As quaternion representation

of vectors, the scalar part of both q∗q̇, Eq. (3.17), and v′ is zero. The scalar

part of v̇ is also zero, since, according to Eq. (3.11), v also represents a

vector (i.e. its scalar part is zero for all times, implying that the scalar part

of its time derivative vanishes identically). This allows for inverting the order

in the multiplication of the second term at the left hand side of eq. (3.20),

obtaining q∗q̇v′ = −v′q∗q̇, that gives

q∗v̇q = 2q∗q̇v′ . (3.21)

If, in Eq. (3.10), v′ represents a position vector in a body fixed reference

frame, rotating with respect to an external (fixed) frame, the left side v is

the position in the fixed frame and v̇ the corresponding velocity. Hence 2q∗q̇

corresponds to the angular velocity vector (zero scalar part) written in the

body reference frame

ω′ = 2q∗q̇ . (3.22)
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The angular velocity in the fixed reference frame (applying Eq. (3.10)) is

then

ω = 2q̇q∗ . (3.23)

In matrix notation Eq. (3.23) is

ω =

0

~ω

 = 2QT
r q̇ , (3.24)

which, after inversion, reads

q̇ =
1

2
Qrω =

1

2
Q̄r~ω , (3.25)

where the condition of having zero scalar part, ω0 = 0, has been used to

define the reduced 4× 3 matrix Q̄r

Q̄r =


−q1 −q2 −q3

q0 q3 −q2

−q3 q0 q1

q2 −q1 q0

 . (3.26)

The expression for the angular velocity can now be exploited in the work

theorem to obtain the appropriate form of a conservative torque ~t from the

potential energy U(q) given as a function of the rigid body attitude in terms

of the unit quaternion q. For such body, the following relation must hold

~ω · ~t = −q̇ · Sq∇q[U(q)] = −1

2
Qrω · Sq∇qU , (3.27)

where the ∇q denotes the quaternion constructed with the partial derivatives

with respect to the four quaternion components and the projector Sq =

I − q ⊗ q takes into account that the quaternion dynamics is restricted to
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the manifold of unit quaternions, i.e. ‖q‖ = 1. Since equation (3.27) holds

for arbitrary ω, the torque must be

t =

0

~t

 = −1

2
QT
r Sq∇U . (3.28)

The projection matrix is necessary to ensure that, given any potential energy

U , the resulting torque quaternion has zero scalar part. In fact, the product

QT
r Sq gives

QT
r Sq =

0 0 0 0

Q̄
T
r

 . (3.29)

A straightforward consequence is

Q̄
T
r Sq = Q̄

T
r ,

SqQ̄r = Q̄r ,
(3.30)

and eq. (3.28) can be expressed as

~t = −1

2
Q̄
T
r∇U . (3.31)

The interested reader can find an alternative discussion on quaternion for-

mulation of rigid body Hamiltonian dynamics in [86, 87].

3.2 Rigid body Langevin equation

Using the quaternion formulation, the configuration x is a 7-D vector in-

cluding ~x, the position of the particle center and the four components of the

orientation quaternion q

x =

~x
q

 . (3.32)
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The generalized velocity v is a 6-D vector

v =

~v
~ω

 . (3.33)

The vectors x and v are related via a 7× 6 kinematic matrix Φ

ẋ = Φv , (3.34)

with

Φ =

I 0

0 1
2
Q̄r ,

 . (3.35)

where the matrix Q̄r is defined in Sec. 3.1, eq. (3.26).

The following property of the matrix Φ will be needed to derive the

Langevin equation. For any 6× 6 matrix A, we have

∇ ·
(
ΦAΦT

)
=

∂

∂xj
(ΦikAklΦjl) =

∂Φik

∂xj
AklΦjl + Φik

∂Akl
∂xj

Φjl + ΦikAkl
∂Φjl

∂xj
,

(3.36)

where there is an implied summation over repeated indexes. Given the ex-

pression of Φ, the third term of the right hand side of eq. (3.36) is zero

and, for a symmetric matrix, the first term yields −1/4x
(q)
i

6∑
j=3

Ajj, where

x(q) = (0, 0, 0, q0, q1, q2, q3)T is the quaternion part of the configuration vec-

tor. The final result is

∇ ·
(
ΦAΦT

)
= Φ∇A : ΦT − 1

4
Tr(A3×3)x(q) , (3.37)

where A3×3 is the lower right 3× 3 submatrix of A.

The generalized velocity of a rigid body can be modelled, in the over-

damped Langevin approach, as composed by a deterministic drift term u



3.2. RIGID BODY LANGEVIN EQUATION 41

and a stochastic term Gξ, linearly dependent on the 6-D vector of white

noise processes ξ

v (t) = u (x) +G (x) ξ (t) . (3.38)

Using the kinematic relation (3.35) a Langevin equation for the configuration

x is obtained

ẋ (t) = ũ (x) + G̃ (x) ξ (t) , (3.39)

where ũ and G̃ are respectively a 7-D vector and a 7× 6 matrix

ũ = Φu ,

G̃ = ΦG .
(3.40)

Integrating ẋ over a time interval ∆t, starting from a position x0 = x(0)

gives

∆x(x0,∆t) = x(∆t)− x0 =

∆t∫
0

ẋ(t) dt = ũ(x0)∆t+ G̃(x0)b
√

∆t+O(∆t) ,

(3.41)

where b is a vector of independent Gaussian variables with zero mean and

unit variance, and Itô’s convention has been adopted. To the required order

of accuracy we have

∆x(x0,∆t)⊗∆x(x0,∆t) = G̃(x0)b⊗ G̃(x0)b∆t+ o(∆t) . (3.42)

The expectation value of eqs. (3.41) and (3.42), mean and covariance matrix

respectively, are

〈∆x〉 (x0,∆t) = ũ(x0)∆t+ o(∆t) , (3.43)

〈∆x⊗∆x〉 (x0,∆t) = G̃(x0)G̃
T

(x0)∆t+ o(∆t) . (3.44)
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The pdf of the rigid-body configuration, P (x, t), obeys (a straightforward

consequence of) Chapman-Kolmogorov equation

P (x, t+ ∆t) =

∫
Ω

P (x′, t)P (x, t+ ∆t|x′, t) dx′ , (3.45)

where Ω is the rigid-body configuration space and P (x, t + ∆t|x′, t) is the

relevant transition probability, namely the conditional pdf that the ridig-

body will be found in state x given it was in state x′ at the earlier instant,

P (x, t+ ∆t|x′, t) = 〈δ [x− x′ −∆x(x′,∆t)]〉 . (3.46)

Expanding the Dirac delta function around the point (x − x′) and taking

care of the constraint ‖q‖ = 1, one obtains

P (x, t+ ∆t|x′, t) = δ(x− x′)− S∇δ(x− x′) · 〈∆x(x′,∆t)〉+

+
1

2
S∇⊗ S∇δ(x− x′) : 〈∆x(x′,∆t)⊗∆x(x′,∆t)〉+ o(∆t) .

(3.47)

Here S is a 7× 7 matrix

S =

I 0

0 Sq

 . (3.48)

Using eqs. (3.43) and (3.44) and substituting eq. (3.47) into eq. (3.45) leads

to

P (x, t+ ∆t) = P (x, t)−∇ · (SũP (x, t)) ∆t+
1

2
∇⊗∇ :

(
SG̃G̃

T
SP (x, t)

)
∆t+

+
1

2
∇ ·

(
SG̃G̃

T∇ · SP (x, t)
)

∆t+ o(∆t) .

(3.49)

From eq. (3.30) it can be seen that SΦ = Φ and that ΦTS = ΦT . Using

these properties and the fact that ΦT∇ · S = 0,

P (x, t+∆t) = P (x, t)−∇·(ũP (x, t)) ∆t+
1

2
∇⊗∇ :

(
G̃G̃

T
P (x, t)

)
∆t+o(∆t) .

(3.50)
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Rearranging the terms and taking the limit for small ∆t, the Fokker-Planck

equation for the pdf evolution is obtained

∂P

∂t
= ∇ ·

[(
−ũ+

1

2
∇ ·

(
G̃G̃

T
)

+
1

2
G̃G̃

T∇
)
P

]
. (3.51)

At the equilibrium, the pdf must satisfy

Peq =
1

Z
e−βU , (3.52)

where Z is the partition function. Substituting eq. (3.52) into eq. (3.51) leads

to

∇ ·
[
−ũ+

1

2
∇ ·

(
G̃G̃T

)
+
β

2
G̃G̃

T∇U

]
= 0 . (3.53)

A way to identically satisfy the above condition is assuming that the drift

term ũ consists of the sum of two terms

ũ = ΦMf + ũ′ = −ΦMΦTS∇U + u′ = M̃∇U + ũ′ , (3.54)

where M̃ = ΦMΦT . Inserting eq. (3.54) into eq. (3.51) and imposing the

equilibrium condition, eq. (3.52) it can be seen that eq. (3.53) is satisfied for

any possible U if two conditions are met. The first condition is associated

to the first term in (3.54). It leads to the so-called fluctuation-dissipation

relation

M =
β

2
GGT . (3.55)

The second condition is associated to the second term in eq. (3.54), and gives

reason for the assumed additional drift u′

ũ′ =
1

2
∇ ·

(
G̃G̃

T
)

=
1

β
∇ · M̃ . (3.56)
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The evolution equation for the configuration vector takes the form also re-

ported in [88][89],

ẋ = −M̃∇U +
1

β
∇ · M̃ + G̃ξ . (3.57)

The second term on the right hand side of eq. (3.57) can be finally rewritten

using eq. (3.37)

ẋ = −M̃∇U +
1

β
Φ∇M : ΦT − tr(M r)

4β
xq + G̃ξ , (3.58)

where M r is the rotational 3 × 3 submatrix of M . A straightforward ap-

proach to integrate eq. (3.57) is using the Euler-Maruyama algorithm in the

Itô interpretation of the stochastic equation,

∆x = −ΦMΦT∇U∆t+
1

β
Φ∇M : ΦT∆t−tr(M r)

4β
xq∆t+ΦGb

√
∆t+o(∆t) .

(3.59)

In this context, the constant velocity v = ΦT∆x/∆t used to update the

configuration is

v = −MΦT∇U +
1

β
∇M : ΦT +

1√
∆t
Gb . (3.60)

Eq. (3.60) is used in to integrate Eq. 3.38 via successive rotations which don’t

affect the norm of the quaternion, as descibed in next section.

3.3 Integration of Rigid Body Langevin Equa-

tion

The integration of eq. (3.38) is performed using the Euler-Maruyama like al-

gorithm [90], modified to properly handle the rotational part of the equations.
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The implementation of the algorithm is straightforward for what concerns

the translational components of ẋ. As concerning the quaternion compo-

nents, the procedure is slightly more involved and it worths being explicitly

described. The reason of the additional complexity is related to the fact

that only unit norm quaternions correctly represent rotations. Indeed, at

each step, the locally updated quaternion does not exactly satisfy the con-

straint ‖q‖ = 1. The direct application of the generic Euler step leads to

qnew = qold + dqnew, hence the squared norm of the updated quaternion

would be

q∗newqnew = (q∗old + dq∗) (qold + dq) = q∗oldqold + q∗olddq + dq∗qold + dq∗dq

(3.61)

(the reader is referred to Sec 3.1 for issues related to quaternion notation and

the relevant inner product). While the first term in the right hand side of

eq. (3.61) is the norm of qold, and, hence, q∗oldqold = 1, there is no guarantee

that, in general, the remaining terms sum to zero. It follows that a naive

implementation of the algorithm would not produce a valid quaternion. To

circumvent this difficulty, a sort of projection procedure has been devised.

The correct quaternion increment is calculated as qnew = Q(d~α)qold, where

Q(d~α), Section 3.1, is the 4 × 4 rotation matrix that produces the new

quaternion (with exactly unit norm) from the old one by applying a rotation

of angle dα about the rotation axis d~α/dα. The angular displacement d~α is

calculated as d~α = ~ωdt. The complete algorithm is:

1. At step τ , the mobility matrixM (τ) = M
(
x(τ)

)
, its derivativesM

(τ)
i =

∂M (τ)/∂xi, the generalized forces f (τ) = f
(
x(τ)

)
and the kinematic

matrix Φ(τ) = Φ
(
x(τ)

)
are computed from the known configuration,
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x(τ) =
(
~x(τ), q(τ)

)
.

2. The noise intensity matrix G(τ) is computed from the mobility M (τ),

eq. (3.55), by Cholesky decomposition.

3. The generalized velocity v(τ) =
(
~v(τ), ~ω(τ)

)
at the current time step v(τ)

is estimated with the Euler-Maruyama like algorithm, see eq. (3.60)

v(τ) = M (τ)f (τ) +M
(τ)
i φ

(τ)
i +

1√
∆t
G(τ)b , (3.62)

where a summation over the repeated index is implied and the 6-D

vector φ
(τ)
i corresponds to the ith row of matrix Φ(τ). The random

vector b if formed with 6 independent, normally-distributed random

numbers with zero mean and unitary variance.

4. Finally, the configuration at the time step τ + 1 is computed as

x(τ+1) =

 ~x(τ) + ~v(τ)∆t

Q(~ω(τ)∆t)q(τ)

 . (3.63)



Chapter 4

Mobility of a confined sphere

The algorithm described in Section 3.3 accounts for a space dependent mo-

bility, which means that hydrodynamic effects due to confinement have to be

included in the simulation via the mobility field M . Since M is a function

of the position and the orientation of the particle it should be calculated at

each time step. This approach would be computationally too demanding. To

reduce the computational cost, the mobility field can be pre-calculated for

different configurations to obtain at each time the mobility via interpolation.

This look-up table can be evaluated using any hydrodynamic solver, here

DPD was used.

4.1 Rigid Boundary Modelling in DPD

Rigid boundaries need to be included in the DPD modeling to deal with

confined systems. Enforcing the proper boundary conditions in the DPD

framework is not entirely trivial [91]. Concerning wall impermeability, the

47
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natural approach would be adopting reflecting boundary conditions [92]. Al-

ternatively, the wall can be modeled with fixed DPD particles, interacting

with the fluid through the same force system used for fluid-fluid interac-

tions by suitably adapting the force parameters. In this case, wall imper-

meability is controlled by the repulsive, conservative component of the force

system. Since the force is everywhere smooth (no divergence at small dis-

tance), impermeability cannot be strictly guaranteed by this approach since

the stochastic force could sample extremely intense, though highly improba-

ble, events. Impermeability of a DPD wall can in principle be improved by

increasing the repulsion parameter or by selecting a higher wall particle den-

sity. In both cases significant density wall layering may be induced [93], an

undesired feature since the properties of a DPD fluid are strongly density de-

pendent. Concerning the no-slip boundary conditions, several approaches are

available, including explicit modeling of particle-wall interactions [94], intro-

duction of non-central forces [95], or addition of an extra variable to progres-

sively intensify the wall interaction depending on wall-particle distance [96].

All these methods, both for the normal and the tangent boundary condition,

require a substantial modification of the original DPD scheme. Here, the

original DPD scheme is retained tuning the wall properties by acting on the

wall particles spatial distribution and the fluid-wall interaction parameters:

As it will be shown, this choice allows to satisfy impermeability and no-slip

condition to the desired accuracy even for curved moving boundaries.

The wall is modelled as a layer of dimensionless width 2 composed by DPD

frozen particles. The wall-normal particles distribution varies according to
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Figure 4.1: Poiseuille flow simulation set-up and wall model. a) The pla-

nar channel is made using wall particles (red spheres) distributed following

eq. (4.1) with parameters ρ
(0)
w = 24, awf = 5 and α = 0.75. A force parallel to

the z direction is applied to each fluid particle in a slab parallel Oxy plane.

Those particles are represented as blue spheres, while the remaining fluid

particles as gray transparent spheres. b) Density profile of the bottom wall

particles (red) and of the fluid particles (blue), as a function of the distance

from the lower boundary of the simulation box, η. The horizontal dashed

lines represent the quote of the hydrodynamic boundaries, and the vertical

dashed line represents the bulk fluid density ρ0. In the inset, a zoom of the

density profile of the wall particles is reported. Again, the horizontal dashed

line is the quote of the hydrodynamic boundary, while the dotted represents

the density profile of eq. (4.1). c) Velocity profile (ḡ = 0.06, γwf = 2 · 104)

of the fluid as a function of y. The red areas are the regions below and

above the hydrodynamic boundaries while the dashed profile is the analytic

prediction (Poiseuille flow) for no-slip walls. It is apparent that, with the

exception of a thin region close to the boundaries, the analytical and the

numerical solutions are in very good agreement. In the inset, the velocity

profile near the hydrodynamic boundary is highlighted.
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the profile

ρw(η) =
ρ

(0)
w

c
(2− η)α , (4.1)

where ρ
(0)
w is the average wall particle density, η is the wall normal coordinate

measured from the fluid side and

c =
1

2

2∫
0

(2− η)α dη =
2α

α + 1
(4.2)

is a normalization factor. The boundary model depends on four parameters,

namely ρ
(0)
w , α, awf and γwf , where awf and γwf characterize the fluid-wall

force field. Impermeability, surface roughness and layering are controlled by

ρ
(0)
w , α and awf . The slippage at the wall is quantified by the slip length

Ls [97, 98]. Given ρ
(0)
w , α, and awf , λ can be tuned by changing γwf .

Planar channel. To evaluate the slip length Ls, a planar Poiseuille flow

simulation was set up. The DPD system is simulated in a box of length

L = 42, height H = 14 and width W = 10, as reported in figure 4.1a. The

parameters of the fluid-fluid interactions are aff = 16.67 and γff = 1200

with fluid bulk density ρ0 = 4.5. The origin of the Cartesian coordinate

system is set at the channel center, with the Oxz plane taken parallel to the

planar walls and periodic boundary conditions applied in the streamwise, x,

and spanwise, z, directions. For the wall particles distribution, eq. (4.1),

ρ
(0)
w = 24 and α = 0.75 were used. The wall particle density profile is

represented in figure 4.1b (see the inset), red line. Figure 4.1b also reports

the fluid particle density, blue line. Apparently, the wall model guarantees

impermeability with particles partially entering the wall layer without ever

going through. Differently from other approaches [93], a slight layering is
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observed with fluid density at the wall within 5% of the bulk value. The

density profile was verified to be independent of external forces applied in

the streamwise direction.

In homogeneous systems, e.g. a planar or cylindrical channel, a Poiseuille

flow can be induced applying a constant and uniform volume force density

g along the channel axis. Since the particle density ρ0 is homogeneous, this

amounts to applying a constant force on each single particle. However, such

procedure would not work in applications to inhomogeneous systems such as

a sphere moving in the bulk. Following an alternative procedure, instead of

uniformly forcing all the particles in the system, the planar Poiseuille flow

was generated applying a constant force f along the z direction only to the

fluid particles contained in a slab Ω of axial length b = 2 spanning normally

across the channel. These particles are represented as blue spheres in fig 4.1a,

while all the other fluid particles are represented as grey spheres.

The first step in mapping the continuum model into the DPD description

consists in defining the nominal height of the channel. Indeed, in particle

systems in which the wall is modelled by the interaction potential of the

solid particles, there is no unique a priori defined bounding surface. The

effective height can be defined consistently by establishing a connection be-

tween the external forces in the simulated system and the external forcing

for a corresponding continuum system. Considering an idealized continuum

system with height h, the total force acting on the fluid is

FTOT = gWbh , (4.3)

where g is the force volume density. On the other hand, the total (average)
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external force applied to the DPD particles is

〈FE〉 = f 〈NΩ(t)〉 , (4.4)

where NΩ(t) is the number of particles in the region Ω at time t. In the bulk

part of the Ω region, where the particle density has the constant value ρ0,

the force volume density of the simulated system is

g = fρ0 . (4.5)

Under the approximation that eq. (4.5) holds in the whole channel of height h,

equating the idealized total force eq. (4.3) to the effective total force eq. (4.4)

leads to

h =
NΩ

ρ0bW
=

N

ρ0LW
, (4.6)

where N is the total number of DPD fluid particles, and for the last equality

the channel has been considered homogeneous along its length. The average

value of the force density ḡ is then

ḡ =
FTOT
WLh

= fρ0
b

L
. (4.7)

where it has been considered that eq. (4.5) holds only in the region Ω.

As shown in figure 4.1c the proposed approach generates a parabolic

velocity profile. Interestingly, the profile retains its parabolic shape down to

a distance of approximately 0.5 from the hydrodynamic boundary, meaning

that the correct hydrodynamics is recovered even at distances lower than the

DPD particle interaction radius. Moreover, the planar Poiseuille flow can be

used to measure the slip length Ls dependence on DPD parameters. Indeed,

the analytical expression for planar Poiseuille flow with slippage is

u(y) =
ḡ

2µ

(
h2

4
− y2

)
+
Lsḡh

2µ
, (4.8)
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Figure 4.2: Slip length for planar Poiseuille flow. a) Slip length Ls as a

function of the dissipative force parameter γwf between the wall and the fluid

particles. Ls is calculated from Poiseuille flow simulations via equation (4.9).

b) Mean velocity ū for the planar Poiseuille flow as a function of the pressure

gradient ḡ for γwf = 2 · 104. The dashed line is the analytical expression for

no-slip boundaries (Ls = 0). The values ρ
(0)
w = 24, awf = 5 and α = 0.75 are

used in all the simulations. Error bars for both graphs are of the same size

of the points.
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with µ the fluid viscosity, from which an expression linking the mean velocity

ū with the slip length Ls is derived

ū =
ḡh2

12µ
+
Lsḡh

2µ
. (4.9)

Consequently, the estimation of ū from the simulations allows a direct mea-

surement of Ls. The system was simulated for different γwf , the results

being shown in fig. 4.2a. For γwf = 2 · 104 a negligible slip length is mea-

sured. To confirm the no-slip condition under different forcings, also the ū

was measured for different effective pressure gradient ḡ, fig. 4.2b, obtaining a

good agreement with the predictions for the no-slip condition, eq. (4.9) with

Ls = 0.

Cylindrical channel. The above described model for the wall with the

same parameters can be also used for cylindrical channels. In analogy with

eq. (4.6), the effective cylinder radius is defined as

R =

√
N

πρ0Lc
, (4.10)

while the slip length reads

Ls =
2µū

ḡR
− R

4
, (4.11)

with Lc the cylinder length. Imposing a Poiseuille flow with the same tech-

nique described above for the planar case we obtain a velocity profile in good

agreement with no-slip conditions, see figure 4.3a. It is apparent that all

the profiles for the different R collapse near the theoretical prediction for

Ls = 0. The small discrepancy (the measured maximum velocity is ' 5%
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Figure 4.3: Wall model validation for curved surfaces. a) Hagen-Poiseuille

velocity profile for cylindrical channel of radius R. The flow is generated

as in the planar case, i.e. an axial force f is applied to every particle in-

side a region of the cylinder of width 2. The cylinder has length Lc = 42.

Different colors correspond to different R while the black dashed line is the

analytical expression. The radial position r is rescaled with the radius of

the cylinder R, and the axial velocity is rescaled with the maximum velocity

umax = ḡR2/(4µ) for no-slip Hagen-Poiseuille flow. b) Tangential flow veloc-

ity profile uθ for the spherical particle at rest in a uniform flow. The velocity

is measured in a plane normal to the streaming velocity and passing through

the sphere center. The black dashed line is the analytical solution [54] while

the computed velocity is in blue circles. The radial coordinate is rescaled

with the particle radius a, and the velocity is rescaled with the velocity of

the fluid far from the sphere, u∞. The data refer to a = 2.13, i.e. the sphere

radius is only two times the size of a DPD particle.
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higher than the no-slip maximum velocity) is due to a small slip introduced

by the curvature, Ls ' 0.2± 0.1.

Flow around a fixed sphere. Finally, the model was also tested for

a spherical particle fixed in space. The sphere was built using the particle

distribution of eq. (4.1) where now η is the radial coordinate originating from

the sphere center. To check the capability of the wall model to reproduce

a no-slip boundary condition, a triperiodic simulation was performed (cubic

cell size Lbox = 90) imposing, as in the Poiseuille simulations, a force f in

a thin rectangular slice far from the sphere. After a transient, a stationary

flow sets in. The average flow velocity in the slice and the force exerted on

the sphere by the flow were measured. The ratio between these two quan-

tities is the translational resistance γt that, in a no-slip continuum model,

is related to the sphere radius a by the Stokes law γt = 6πµa. Simulations

at different forcings allowed the estimation of the effective hydrodynamic ra-

dius as a = 2.29 ± 0.013. The velocity field around the sphere is in good

agreement with the continuum prediction, figure 4.3b. Finally, an additional

simulation has been performed imposing a constant rotation to the sphere.

Then the corresponding torque exerted by the fluid was measured, estimating

the hydrodynamic radius from the rotational resistance for a no-slip sphere

γr = 8πµa3 [52]. The resulting effective sphere radius is a = 2.13 ± 0.0037.

The slight discrepancy between the two estimations of the particle radius a

can be presumably ascribed to a small slippage that was already observed in

the case of cylindrical channel, see figure 4.3a.
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4.2 The Mobility Field

The studied system is represented in figure 4.4, consisting in a spherical

particle of radius a in a cylindrical channel of radius R. DPD simulations

with the previously described model for the cylindrical channel and the sphere

were used to compute the mobility matrix M , which is needed as an input

for the Langevin equation (3.38). As the mobility field in the cylindrical

channel is radial, different radial positions of the particle in the channel were

considered. For each position, 6 simulations with the sphere translating and

rotating along the three axes were performed. As represented in figure 4.4,

the three forces and torques acting on the particle were measured, obtaining

the complete resistance matrix at each radial position, then inverting it to

obtain the mobility. In the bulk, the mobility matrix of a spherical particle

is diagonal and, in particular, M11 = M22 = M33 = (6πµa)−1 and M44 =

M55 = M66 = (8πµa3)−1. The confinement affects the mobility matrix M

that, in general, is not diagonal and depends on the particle position and

orientation ( six rigid body degrees of freedom ). In the present case, a sphere

moving in a cylinder, since the mobility and resistance matrices depend only

on the radial coordinate r, it is convenient to represent them in cylindrical

coordinates. For symmetry reasons, several terms of the resistance matrix in
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Figure 4.4: Scheme of the simulated system and calculation of the resistance

matrix. a) A spherical particle of radius a is located in a cylindrical channel

of radius R. The particle reference frame has origin in the particle center

and it is constituted by the radial axis ~ρ, the transversal axis ~θ and the axial

direction ~z. The distance between the particle center and the cylinder center

is r. b) Snapshot of the DPD simulation used to calculate the resistance

matrix of the particle inside the cylinder. To determine the resistance matrix

for a given particle position, six simulations have been carried out. In each

simulation one of the six velocity components, three translational in the(
~ρ, ~θ, ~z

)
directions and three rotational, is imposed while the other five are

zero. For each run, the six components of the generalized forces, three forces

and the three torques, acting on the particle are measured, leading to the 36

values of the resistance matrix eq. (4.12). In the panel b, the procedure to

calculate γzz = −Fz/Vz, with Vz the imposed translational velocity and Fz

the average measured force along the z-axis, is sketched.
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cylindrical coordinates Γcyl are equal to zero and the matrix reads

Γcyl =



γρρ 0 0 0 0 0

0 γθθ 0 0 0 γθζ

0 0 γzz 0 γzη 0

0 0 0 γξξ 0 0

0 0 γzη 0 γηη 0

0 γθζ 0 0 0 γζζ


. (4.12)

Here, the indexes ρ, θ and z represent translations (or forces) along the ~ρ, ~θ

and ~z axes in figure 4.4, while ξ, η and ζ represent rotations (or moments)

around the same axes. As an example, the γzη component was calculated

dividing the opposite force along the ~z axis when the particle was rotating

around the ~θ axis or, equivalently, dividing the opposite torque acting along

the ~θ axis when the particle was translating along the ~z axis. Figure 4.5

reports the six diagonal components of the resistance matrix. The first three

plots refer to the three translational resistances, and are normalized with

respect to the bulk resistance γt = 6πµa, with a = 2.13. The last three plots

refer to the three rotational resistances, and are normalized with respect to

the bulk resistance γr = 8πµa3, with a = 2.13. The confinement ratio is

defined as λ = R/a and the normalized position as χ = r/(R − a). The

components of the resistance matrix for four values of λ and seven values of

χ were calculated. Apart from the translational radial component γrr, all the

resulting resistances grow sharply near the wall, as expected.

In order to use the resistance matrix Γcyl in the Langevin equation (3.38),

it has to be transformed in Cartesian coordinates. The transformation is
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Figure 4.5: Diagonal components of the resistance matrix, eq. (4.12), as a

function of the normalized position χ = r/(R − a) for different confinement

ratios λ = R/a. The resistance values are normalized with respect to the

bulk resistance, γt = 6πµa for the translational components and γr = 8πµa3

for the rotational components.
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M cart = RΓ−1
cylR

T , where R is the change of basis matrix

R =



cos(ψ) sin(ψ) 0 0 0 0

− sin(ψ) cos(ψ) 0 0 0 0

0 0 1 0 0 0

0 0 0 cos(ψ) sin(ψ) 0

0 0 0 − sin(ψ) cos(ψ) 0

0 0 0 0 0 1


, (4.13)

where ψ is the angle which the particle position vector forms with the ~x axis

of the Cartesian frame of reference used for the Langevin formulation.
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Chapter 5

Diffusion of a spherical particle

in a nanochannel

Langevin simulations as described in section 3.3 were performed, using the

mobility field obtained with the DPD simulations, see section 4.2. The output

of each simulation is a trajectory, i.e. the time evolution of the position of

the center of the particle and of the quaternion representing the orientation.

In experimental conditions, the quantity which is usually measured is the

effective diffusion coefficient Deff along the channel axis [99]. To calculate

Deff , the mean square displacement Czz has to be computed

Czz(τ) = 〈(z(t+ τ)− z(t))2〉t , (5.1)

where 〈·〉t refers to the time average. The time evolution of Czz for different

λ = R/a is plotted in figure 5.1a. Czz increases linearly with τ , indicating, as

expected, a diffusive behaviour that can be described in term of the effective

63
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diffusion coefficient

Deff =
1

2
lim
τ→∞

dCzz(τ)

dτ
, (5.2)

here calculated via a linear fitting of the data in fig. 5.1a.

5.1 Free diffusion under confinement

The diffusive motion of the confined particle in four different confining condi-

tions was first simulated. The resulting Deff , as defined in eq. (5.2), rescaled

with the bulk value

Dt =
kBT

6πµa
, (5.3)

is plotted in figure 5.1b as a function of confinement parameter λ, red squares.

For λ = 2.87 the diffusion is reduced approximately by a factor 3, in quan-

titative agreement with experimental observations for similar confining con-

ditions [99]. Figure 5.1b also reports other literature results for the diffusion

coefficient of a spherical particle in a cylindrical channel 1. Two predictions

for Deff/Dt were taken into account. The first one, dashed line in figure 5.1b,

was obtained by Renkin [101] using the centerline approximation, i.e. consid-

ering the mobility of the particle in the whole channel equal to the mobility

at the center. The second one, dotted line in figure 5.1b, was obtained by

Dechadilok and Deen [100] fitting the results of boundary element method

1the present results for the effective diffusion coefficient were compared with the local

hindrance factor Kd in formula (2) of the work by Dechadilok and Deen [100], using

equations (9), (11), and (16) in the cited work. Notice that, in their work, the symbol λ

is defined as the inverse of the λ used here (i.e. λ = a/R). A similar procedure was done

for the centerline approximation results [101]
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simulation [102]. The here reported results for the effective diffusion Deff

are in good agreement with both these predictions. It is worth noting that

the estimation of the diffusion coefficient for both curves uses only the ax-

ial hydrodynamic resistance γzz, while this approach takes into account the

complete mobility matrix that includes the coupling between rotations and

translations, see eq. (4.12). The good agreement between the Brownian sim-

ulations and the results of [101, 100] suggests that in this system constituted

by a confined spherical particle the rotation-translation coupling plays a mi-

nor role.

The rigid body Langevin approach allows the calculation of the effect of

confinement on the rotational diffusion. To calculate the rotational diffusiv-

ity, the rotational displacement vector is defined as [103, 88]

∆~e(t1, t2) =
1

2

3∑
i=1

~ei(t1)× ~ei(t2) , (5.4)

where ~ei, i ∈ [1, 3] is a tern of unitary body fixed orthogonal vectors. In

analogy with the translational case, the rotational mean square displacement

can be defined as

Crot(τ) = 〈∆~e(t, t+ τ)⊗∆~e(t, t+ τ)〉t . (5.5)

Since there is no coupling between different rotations, see eq. (4.12), Crot is

diagonal, the symbol Cζζ denotes the rotations parallel to the cylinder axis,

and Cηη and Cξξ for the other two components corresponding to rotations

orthogonal to the cylinder axis. The axial component Cζζ is plotted in fig-

ure 5.1c. Unlike the translational case, it is expected that Cζζ reaches a

plateau (dotted line in figure 5.1c), which in absence of external forcing, has
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Figure 5.1: Results of the Langevin simulations. a) Mean square displace-

ment Czz, eq. (5.1), for different confinement λ. The axial position is nor-

malized with the radius of the particle a, and the reference time is the time

necessary for the particle to move in the bulk of a distance equal to its radius

τref = a2

2Dt
. The dashed line corresponds to the bulk diffusion slope. b) Effec-

tive diffusion coefficient as a function of λ, as computed from the Langevin

simulations (red squares). The dashed line is the analytical result calculated

with the centerline approximation [101], and the dotted line represents the

curve obtained by Dechadilok and Deen fitting computational results [100].

c) Axial rotational displacement covariance Cζζ for λ = 3 (red points) and

for λ = 10 (yellow points). The horizontal dotted line represents the value

reached for large τ in the case of free diffusion, eq. (5.6) [88]. The inset is

a zoom of the curve for low τ , where Cζζ is almost linear. The rotational

diffusion coefficient was computed considering the slope of Cζζ for small τ .

The dashed line in the inset corresponds to the slope in the bulk diffusion

case. d) Axial rotational diffusion coefficient Dζζ as a function of λ.
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to be [88]

lim
τ→∞

Cζζ(τ) =
1

6
. (5.6)

The slope of Cζζ for τ → 0 (see the inset in figure 5.1c) is related to the

rotational diffusion coefficient

Dζζ = lim
τ→0

1

2

dCζζ
dt

. (5.7)

The rotational diffusion coefficient orthogonal to the cylinder axis, Dξξ and

Dηη, which in absence of external forcing are equal, can be obtained similarly.

Figure 5.1d reports the axial, Dζζ rotational diffusion plotted as a function

of the confining parameter λ normalized with respect to the bulk rotational

diffusivity

Dr =
kBT

8πµa3
. (5.8)

The measured reduction of the rotational diffusion coefficient is smaller with

respect to the translational case, a maximum reduction of 25% is observed

in the most confined case λ = 3. No significant differences were observed for

transverse rotational diffusion coefficients Dξξ and Dηη.

5.2 Diffusion in presence of a constant exter-

nal force

The proposed method allows to study the effect of external forces on the

particle diffusion. In general, the presence of an external force modifies the

equilibrium distribution of the particle (fig. 5.2a). To quantify this effect,
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Figure 5.2: Distribution of particle position when a constant force orthogonal

to the cylinder axis is applied. The position is projected into a section of

the cylinder to obtain a 2-D map. a) Sketch of the applied force and of

the corresponding 2-D distribution, for λ = 10 and f = 0.125kBT/a. The

probability distribution P (x, y) is normalized with respect to the uniform

distribution P0 = 1/(πR2). b) Particle equilibrium distribution along the y

axis. The red and blue histograms correspond to λ = 2.87 and λ = 9.87,

respectively. For both cases, f = 0.125kBT/a. The dashed lines represent

the predictions from eq. (5.10).
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a constant force ~f = −fŷ was applied and both the resulting equilibrium

distribution and the diffusion coefficients were measured. The force is parallel

to the y axis, which is orthogonal to the cylinder axis, and the Langevin

simulations were performed for five different values of the external force.

The equilibrium distribution of the particle position projected on the cylinder

section is the canonical distribution

P (x, y) =
1

Z1

e−βfy , (5.9)

where Z1 is a normalization constant. This results in the following distribu-

tion along the y axis

P (y) =

x̄(y)∫
−x̄(y)

P (x, y)dx =
2

Z1

√
(R− a)2 − y2 e−βfy , (5.10)

where x̄(y) =
√

(R− a)2 − y2 delimits the integration domain for a circular

section of the channel as a function y. In figure 5.2b the function P (y) is plot-

ted for two different cylinders (λ = 9.87 and λ = 2.87) for f = 0.125kBT/a.

The P (y) measured from the simulated trajectories is in good agreement

with eq. (5.10). The distribution histogram presents a more evident peak in

the case of large cylinder (blue). This is expected because the effect of the

force depends not only on the force magnitude f , but also on the cylinder

radius, as reported in eq. (5.10).

The change in the equilibrium distribution induced by the external force

modifies the average mobility explored by the particle. As a consequence,

the effective diffusion may differ from the case with no external forces. To

quantify this effect, using the same approach as in the free diffusion case, we

computed the equivalent axial diffusion coefficient in presence of a constant
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external force. The effective diffusion coefficient Deff , as defined in eq. (5.2),

is plotted in figure 5.3a as a function of the intensity of the applied force f

for different values of λ, and it is normalized with respect to the value in

absence of forces (already reported in figure 5.1b). The plot shows that the

application of a force results in a reduction of the axial diffusion coefficient

which is higher in the less confined case (λ ' 10). This effect can be explained

considering that the equilibrium distribution is more peaked in region of low

mobility for larger cylinders, see figure 5.2b. Interestingly, for the rotational

diffusion, the behaviour with the confinement is more complex. For large

f the reduction in diffusion is higher for the most confined systems, while

for low f , the reduction in the rotational diffusion coefficients at different

confinements is very similar, see figure 5.3b for Dζζ . A similar behaviour is

observed for Dηη and Dξξ.

5.3 Dipolar particle in a uniform electric field

As a second case of study, the dynamics of a particle with a constant dipole

moment ~p of intensity p0 under the action of a uniform electric field directed

along the cylinder axis, ~E = E0ẑ was studied. The corresponding potential

energy is

U(α) = p0E0 cos(α) , (5.11)

where α is the angle between the dipole and the electric field. The potential

energy can be expressed as a function of the quaternions as

U(q) = p0E0ẑ ·B(q)ẑ′ , (5.12)
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Figure 5.3: Results of the Langevin simulations with a constant force or-

thogonal to the cylinder axis applied on the particle. a) Effective diffusion

coefficient Deff as a function of the external force f , for different confine-

ment parameters λ. For each value of λ, the effective Deff is normalized

with respect to Deff (0), i.e. the effective diffusion in absence of external

forces, but in presence of confinement. b) Axial rotational diffusion coef-

ficient, eq. (5.6), as a function of f for different λ. Again, the values are

normalized with respect to the diffusion in absence of external force.
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where the matrixB(q) is the rotation matrix that applied to the vector in the

body reference frame gives the corresponding fixed reference frame vector,

i.e. ~v = B(q)~v′, see eq. (3.14). The corresponding torque is given by

~t = −ΦT∇qU , (5.13)

which is the external forcing applied in the simulations, with U defined in

eq. (5.12). All the simulations are performed at p0 = 1 varying the external

field intensity E0. In the case of no forcing, E0 = 0, the rotational equilibrium

distribution has to be uniform, in the sense that all the directions in the space

are equiprobable. This implies that the distribution as a function of α, i.e.

the angle between the dipole of the particle and the axis of the cylinder, see

Figure 5.5a, is

ρ0(α) =
sin(α)

2
, (5.14)

In the following, without loss of generality, the electrical field will be consid-

ered parallel to the ẑ axis of a Cartesian frame of reference. The potential

energy (and therefore the relative probability density function, pdf) depends

only on the angle α, which can be expressed in terms of quaternions, i.e.

α = α(q). The potential energy as a function of the quaternions can be

formally written as

U(q) = Ũ(α(q)) = p0E0 cos(α(q)) . (5.15)

The corresponding equilibrium pdf is

ρ(q) =
1

Z
e−βU(q)δ(|q| − 1) , (5.16)
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where the Dirac delta function accounts for the normalization of the quater-

nion to unit length and Z is the normalization factor

Z =

∫
R4

e−βU(q)δ(|q| − 1)d4q . (5.17)

The pdf of the angle α̂ = α(q) is then

ρ(α̂) =
1

Zα

∫
R4

e−βU(q)δ(|q| − 1)δ(α(q)− α̂)d4q , (5.18)

where Zα is the corresponding normalization factor

Zα =

∫ π

0

dα̂

∫
R4

e−βU(q)δ(|q| − 1)δ(α(q)− α̂)d4q . (5.19)

In order to compute the integral in eq. (5.18), it is convenient to perform

a change of variables, switching to an axis-angle description of the particle

orientation, see figure 5.4. In particular, the direction of particle dipole

p̂ = ~p/p0 is expressed by the two angles α ∈ [0, π] and θ ∈ [0, 2π], while the

rotation around p̂ is given by ψ ∈ [0, 2π].

The quaternions can be expressed in terms of α, θ and ψ (from eq. (3.9)

after some algebra) as

q0 = λ cos

(
ψ

2

)
q1 = λ cos(θ) sin(α) sin

(
ψ

2

)
q2 = λ sin(θ) sin(α) sin

(
ψ

2

)
q3 = λ cos(α) sin

(
ψ

2

)
,

(5.20)
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where λ = |q| is a scaling parameter introduced to represent a quaternion

with arbitrary norm. The jacobian matrix of the transformation (5.20) is

J =


−λ

2
sin(ψ

2
) λ

2
cos(θ) sin(α) cos(ψ

2
) λ

2
sin(θ) sin(α) cos(ψ

2
) λ

2
cos(α) cos(ψ

2
)

0 λ cos(θ) cos(α) sin(ψ
2
) λ sin(θ) cos(α) sin(ψ

2
) −λ sin(α) sin(ψ

2
)

0 −λ sin(θ) sin(α) sin(ψ
2
) λ cos(θ) sin(α) sin(ψ

2
) 0

cos(ψ
2
) cos(θ) sin(α) sin(ψ

2
) sin(θ) sin(α) sin(ψ

2
) cos(α) sin(ψ

2
)

 ,

(5.21)

with determinant

|J(θ, α, ψ, λ)| = λ3

2
sin(α) sin2

(
ψ

2

)
. (5.22)

Equation (5.18) can now be rewritten as

ρ(α̂) =
1

Zα

∫ 2π

0

dψ

∫ 2π

0

dθ

∫ π

0

dα

∫ ∞
0

e−βŨ(α)δ(λ−1)δ(α−α̂)|J(θ, α, ψ, λ)|dλ .

(5.23)

Substituting eq. (5.22) into eq. (5.23) and integrating, we are left with

ρ(α̂) =
1

Zα
π2e−βŨ(α̂) sin(α̂) , (5.24)

where

Zα = π2

∫ π

0

e−βŨ(α) sin(α)dα . (5.25)

Substituting eq. (5.15) into eq. (5.24) and eq. (5.25), the final expression for

the pdf of the angle α between the particle dipole ~p and the electric field ~E

is obtained

ρ(α) =
p0E0

2 sinh(p0E0)
e−βp0E0 cos(α) sin(α) . (5.26)
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Figure 5.4: Sketch of the relative orientation between particle dipole ~p and

electric field ~E. Two angles, α and θ, specify the orientation of the dipole

direction p̂ = ~p/p0 while the angle ψ specifies the rotation of the particle

around p̂. The electric field is directed along ẑ.

Figure 5.5b reports the analytical prediction of eq. (5.26) and the numerical

results, that are in perfect agreement. As discussed in section 5.1, the sim-

ulations allowed the calculation of effective axial diffusion coefficient Deff .

We observe no detectable effect of the applied electric field on Deff .
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Figure 5.5: Results of the Langevin simulations with a constant electric field

~E = E0ẑ parallel to the cylinder axis applied on a particle with an electric

dipole. a) Sketch of the system. A particle with an electric dipole ~p moves

in a cylindrical channel in which a constant electric field ~E is applied. The

relevant angle for the potential energy of the particle, i.e. eq. (5.11), is the

angle α between ~p and ~E. b) Probability distribution of α for three different

values of the electric field intensity E0. The numerical results, squares and

triangles, are compared with the analytical formula, eq. (5.26), dashed lines.



Part III

Coarse-graining of charged

fluids

In this part, a model for the dynamics of electrolytes in presence of pres-

sure gradients and/or electric fields is presented. The model is based on the

Dissipative Particle Dynamics equations of motion with the addition of the

electrostatic force. Each particle is described by the usual position and ve-

locity, plus two additional variables representing the quantity of cations and

anions carried. The equations of motion for the new variables are written in

such a way that the resulting set of equations has as an equilibrium solution

the Boltzmann distribution for the appropriate thermodynamic potential,

which includes the electrostatic energy. The conductance of the resulting

electrolyte is shown to be linearly dependent on the concentration of ions.

The model is validated against some electrohydrodynamic systems which

have a known analytical solution under the Debye approximation.
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Chapter 6

DPD model for

electrohydrodynamics

In this chapter, a coarse grained model able to simulate the electrohydro-

dynamic phenomena taking place in electrolyte solutions will be presented.

The fluid is modelled as a system of N interacting particles with equal mass

whose equations of motion are inspired to Dissipative Particle Dynamics. In

order to represent the effect of dissolved charges, two additional degrees of

freedom are included for each particle. In addition to the 6 degrees of free-

dom representing the positions and velocities of the ith particle xi and vi,

the variables nci and nai represent the quantity of two species carried by the

particle, the cations and the anions respectively. Although only two charged

species are considered, the model can be easily generalized to include elec-

trolyte solutions with more species. The equations of motion for the above

mentioned variables will be reported, and it will be shown that, if appropri-

ate fluctuation-dissipation conditions are satisfied, the proposed dynamics
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admits an equilibrium distribution. Since the equilibrium distribution of a

system is related to its thermodynamic potential, this gives a link between

the terms arising in the equations of motion and the thermodynamic proper-

ties of the particles, allowing a consistent definition of pressure and chemical

potential of the particle. The electrostatic interactions between charged par-

ticles are computed considering the charge carried by each particle to be

distributed as a Gaussian of constant variance located in the particle center.

The chemical potential used in the model is that of a perfect gas plus a con-

tribution due to the electrostatic interactions. The dissipative factors (such

as γ in standard DPD) for the ionic transport are modelled to reproduce a

conductance which is linearly dependent on the ionic average concentration.

It will be shown that this implies the necessity of considering an additional

drift in order for the system to reach the desired equilibrium distribution.

6.1 Structure of the equations of motion

The fluid is described by N particles of equal mass m. The state of the ith

particle is described by its position xi, velocity vi, quantity of cations nci and

quantity of anions nai . The vector of state has therefore dimension 8N . The



6.1. STRUCTURE OF THE EQUATIONS OF MOTION 81

equations for the dynamics of the state variables for the ith particles are

dxi = vidt ,

mdvi = F C
i dt+

∑
j 6=i

[
γwD(rij) (vji · eij) dt+ σwR(rij)dW

v
ij

]
eij ,

dnci =
∑
j 6=i

[
γcwD(rij)µ

c
jidt+ wD(rij)h

c
ijdt+ σcwR(rij)dW

c
ij

]
,

dnai =
∑
j 6=i

[
γawD(rij)µ

a
jidt+ wD(rij)h

a
ijdt+ σawR(rij)dW

a
ij

]
,

(6.1)

where there is an implied summation over the j indexes. The first and second

equations have the structure of the standard DPD equations, where F C
ij is

a (for now unspecified) conservative force, and the quantities γ and σ are

constant parameters which control the intensity of the other two forces, i.e.

the dissipative force

FD
ij = γwD(rij) (vji · eij) eij , (6.2)

and the stochastic force

FR
ij = σwR(rij)eijdW

v
ij . (6.3)

The functions wD and wR are weight functions which depend on the relative

particle distance rij = |xi−xj|. Such weight functions are maximum for rij =

0, and vanish if the interparticle distance is larger than a cutoff radius rc,

their practical effect being to exclude interactions between distant particles

and to increase the interaction between near particles. There is no prescribed

functional form for the weight functions, here the original DPD expressions
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are used

wR(rij) =

 1− rij/rc if rij ≤ rc ,

0 if rij > rc ,

wD(rij) =
(
wR(rij)

)2
.

(6.4)

Both the dissipative and stochastic forces act in the direction of the particle-

particle unit vector, i.e. eij = (xi − xj) /rij. The dissipative force depends

on the axial component of the relative particle velocity, i.e. eij · vji = eij ·

(vj − vi), while the stochastic force depends on a set of independent white

noise processes

ξvij =
dW v

ij

dt
, (6.5)

one for each pair of particles. These stochastic processes are such that〈
ξvij(t)

〉
= 0 ,〈

ξvij(τ1)ξvij(τ2)
〉

= δ(τ1 − τ2) ,
(6.6)

with ξij = ξji, a consequence being that the dissipative and random forces

both conserve total momentum. The third and fourth equations govern the

dynamics of the quantity of cations and ions carried by the particles, and are

composed by a sum of three terms in which the structure of the first and the

third have analogous structure if compared with the dissipative and random

forces in the equation for the velocities. In fact, the above cited weight

functions wD and wR appear in both equations and, as in the equation for the

velocity, the magnitude of the dissipative and stochastic terms is controlled

by four (not constant) factors, two dissipative factors γc and σc and two noise

factors γa and σa. The second term arises from the fact that γc and γa are

not constant but depend on the state of the system, and it will be shown that
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Figure 6.1: Sketch of the exchange of ions between two particles. The two

particles i and j represented have different concentrations of both species,

resulting in different charge and chemical potential. Two cation fluxes and

two anion fluxes arise, one dissipative flux related to the difference of chemical

potential, and one stochastic flux proportional to a white noise process.
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this term is needed to guarantee the existence of an equilibrium solution for

system of Eq. (6.1). The dissipative term in the third and fourth equations

is proportional to the chemical potential difference between the particles,

i.e. µcji = µcj − µci ,where the chemical potential is a function to be specified

µci = µci(x,n
c,na). The second term is the stochastic ion flux, including one

independent white noise process for each pair of particles, respectively

ξcij =
dW c

ij

dt
, (6.7)

and

ξaij =
dW a

ij

dt
. (6.8)

Again, the following relations hold for the white noise processes

〈
ξcij(t)

〉
= 0 ,〈

ξcij(τ1)ξcij(τ2)
〉

= δ(τ1 − τ2) ,
(6.9)

with ξcij = −ξcji, and similar relations hold for ξaij. With this definition for

the noise, the overall quantity of both species is strictly conserved during

the dynamics, an important consequence being the conservation of the total

charge during the dynamics of the system. The dynamics of ionic fluxes

between particles is sketched in fig. 6.1.

6.2 Equilibrium solution

Equation (6.1) can be written in the compact form of a Langevin equation

ẏ = u(y) +G(y)ξ , (6.10)
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where, employing a compact notation here and in the following,

y = (x1, . . . ,xN ,v1, . . . ,vN , n
c
1, . . . , n

c
N , n

a
1, . . . , n

c
N)T = (xi,vi, n

c
i , n

a
i )
T

(6.11)

is the state vector which has dimension 8N , and i ∈ [1, N ]. The drift u =

(uxi ,u
v
i , u

c
i , u

a
i )
T is composed by the deterministic terms in eq. (6.1)

u(y) =



vi

m−1F C
i +m−1

∑
j 6=i

γwD(rij) (vji · eij) eij∑
j 6=i

[
γcwD(rij)µ

c
ji + wD(rij)h

c
ij

]
∑
j 6=i

[
γawD(rij)µ

a
ji + wD(rij)h

a
ij

]


. (6.12)

The stochastic vector ξ = (ξv, ξc, ξa)T is composed of independent Wiener

processes and has dimension 3N(N − 1)/2, i.e. three times the total number

of particle pairs. The matrix G has therefore dimension 8N × 3N(N − 1)/2,

and is composed by the following blocks

G(y) =


0 0 0

Gv 0 0

0 Gc 0

0 0 Ga

 . (6.13)

The matrix Gv has dimension 3N × N(N − 1)/2 and can be written in a

compact form as Gv
iα = m−1fiασw

R(rα)eα, where α is an index which spans

all the particle pairs, i.e. α = (i′, j′) with i′ ∈ [1, N − 1] and j′ ∈ [i′ + 1, N ],

in such a way that v̇i = uv
i +

∑
α

Gv
iαξ

v
α. Hence, rα = ri′j′ , eα = ei′j′ and fiα
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is such that

fiα =


0 if i 6= i′ and i 6= j′ ,

1 if i = i′ ,

−1 if i = j′ .

(6.14)

The matrices Gc and Ga have dimension N × N(N − 1)/2 and their com-

ponents are, respectively, Gc
iα = fiασ

cwR(rα) and Ga
iα = fiασ

awR(rα). Once

defined the vectors y, u and ξ and the matrixG, the Fokker-Planck equation

associated with eq. (6.10) can be written as (see Section 2.1)

∂P (y, t)

∂t
= ∇y ·

[(
−u+

1

2
∇y ·GGT +

1

2
GGT∇y

)
P (y)

]
. (6.15)

In the following, the operator ∇y will be represented simply as ∇. It is

convenient to introduce the matrix D = GGT/2, which has dimension 8N×

8N and can be decomposed in blocks

D =


0 0 0 0

0 Dv 0 0

0 0 Dc 0

0 0 0 Da ,

 (6.16)

with

Dv
ij =

1

2

∑
α

Gv
iα ⊗Gv

jα =
1

2m2

∑
α

fiαfjα
(
σwR(rα)

)2
eα ⊗ eα ,

Dc
ij =

1

2

∑
α

Gc
iαG

c
jα =

1

2

∑
α

fiαfjα
(
σcwR(rα)

)2
,

Da
ij =

1

2

∑
α

Ga
iαG

a
jα =

1

2

∑
α

fiαfjα
(
σawR(rα)

)2
,

(6.17)

where there is an implied summation between the pairs α. These expressions

can be simplified observing that the action of the product fiαfjα on the
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summation is different in the two cases i = j and i 6= j. In the first case,

the product fiαfiα equals 1 for all the pairs of particles involving particle i,

and vanishes for all the other pairs. In the second case, the product fiαfjα

is −1 for the pair i, j and 0 for all the other pairs. With this in mind, the

expressions for the blocks of matrix D are

Dv
ij =

1

2m2
δij
∑
k

[(
σwR(rik)

)2
eik ⊗ eik

]
+

1

2m2
(δij − 1)

(
σwR(rij)

)2
eij ⊗ eij ,

Dc
ij =

1

2
δij
∑
k

(
σcwR(rik)

)2
+

1

2
(δij − 1)

(
σcwR(rij)

)2
,

Da
ij =

1

2
δij
∑
k

(
σawR(rik)

)2
+

1

2
(δij − 1)

(
σawR(rij)

)2
,

(6.18)

where in the first terms of the three expressions there is an implied summa-

tion on the particle index k. Let’s assume that the dynamics generated by

eq. (6.10) is such that an equilibrium distribution exists in the form

Peq(y) ∝ exp (S(y)) , (6.19)

where S is an appropriate thermodynamic potential as a function of the

coarse-grained variables. In the present model, since we are dealing with an

isolated system, S is the entropy of the system, the Boltzmann’s constant

assumed to be kB = 1. Imposing that the distribution of eq. (6.19) is the

solution of the Fokker-Planck eq. (6.15) and using the notation with matrix

D leads to

0 = ∇ · [(−u+ ∇ ·D +D∇S)Peq(y)] , (6.20)
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It is now convenient to separate the drift term into two parts, i.e. u =

uC + uD, the conservative drift uC and the dissipative drift uD, where

uC =


vi

m−1F C
i

0

0

 , (6.21)

and

uD =



0

m−1
∑
j 6=i

γwD(rij) (vji · eij) eij∑
j 6=i

γcwD(rij)µ
c
ji∑

j 6=i
γawD(rij)µ

a
ji


. (6.22)

The conservative drift gives no contribution to the equilibrium Fokker-Planck

equation (6.20) if the two following conditions are met

∂S

∂xi
= βFC

i , (6.23)

∂S

∂vi
= −βmvi , (6.24)

where β = T−1. Here it is assumed that the temperature is homogeneous in

all the system, all the particles having the same thermal energy. Using the

conditions of Eq. (6.23) and Eq. (6.24), the conservative drift uC gives no

contribution to Eq. (6.20), i.e.

∇·(uCPeq) = (∇ · uC + uC ·∇S)Peq = β
(
v · F C −m−1F C ·mv

)
Peq = 0 .

(6.25)

Equation (6.23) specifies the conservative force once the function S is chosen,

while eq. (6.24) is a condition which has to be taken into account when
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the function S has to be modelled. Since the conservative drift gives no

contribution, Equation (6.20) is identically satisfied if

uD = ∇ ·D +D∇S . (6.26)

This equation gives a condition for the Fokker-Planck equation (6.15) to

have the equilibrium solution of eq. (6.19) with S satisfying eq. (6.23) and

eq. (6.24). In order to explicitly write the dissipative drift as prescribed by

eq. (6.26), it is useful to decompose it into its four subvectors, i.e. uD =(
ux

D,u
v
D,u

c
D,u

a
D

)T
. The equation for the first subvector is trivial, giving

ux
D = 0. The equation for the second subvector can be explicitly computed

considering the expression of Dv
ij of eq. (6.18)

uv
Di

=
1

2m2

(
σwR(rij)

)2
eij⊗eij

(
∂S

∂vi
− ∂S

∂vj

)
=

β

2m

(
σwR(rij)

)2
(vji · eij) eij ,

(6.27)

where there is an implied summation on the index j and eq. (6.24) has been

used. It can be seen by comparing eq. (6.27) with eq. (6.22) that the two

terms are equal if two conditions are met

γ =
βσ2

2
,

wD(r) =
(
wR(r)

)2
.

(6.28)

If these two condition are satisfied, the Fokker Planck equation (6.15) has

the Boltzmann distribution of eq. (6.19) as equilibrium solution in absence of

any ionic exchange between particles. These are the same conditions found

by Español and Warren [64] for the classical DPD model.
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The two remaining components of the dissipative drift in eq. (6.26) read

ucDi =
1

2

(
wR(rij)

)2

(
∂ (σc)2

∂nci
− ∂ (σc)2

∂ncj

)
+

1

2

(
σcwR(rij)

)2
(
∂S

∂nci
− ∂S

∂ncj

)
,

uaDi =
1

2

(
wR(rij)

)2

(
∂ (σa)2

∂nai
− ∂ (σa)2

∂naj

)
+

1

2

(
σawR(rij)

)2
(
∂S

∂nai
− ∂S

∂naj

)
,

(6.29)

where there is an implied summation on the index j. Using the condition

of eq. (6.28) for the weight functions and defining the chemical potential of

particle i as

µci =− 1

β

∂S

∂nci
,

µai =− 1

β

∂S

∂nai
,

(6.30)

equations (6.29) can be rewritten as

ucDi =
1

2
wD(rij)

(
∂ (σc)2

∂nci
− ∂ (σc)2

∂ncj

)
+
β

2
(σc)2wD(rij)µ

c
ji ,

uaDi =
1

2
wD(rij)

(
∂ (σa)2

∂nai
− ∂ (σa)2

∂naj

)
+
β

2
(σa)2wD(rij)µ

a
ji .

(6.31)

If the quantities γc, γa, σc and σa are constant parameters, the first terms on

the left side ef eqs. 6.31 vanish, giving

ucDi =
β

2
(σc)2wD(rij)µ

c
ji ,

uaDi =
β

2
(σa)2wD(rij)µ

a
ji .

(6.32)

Comparing eq. (6.32) with eq. (6.22) leads to two additional fluctuation-

dissipation conditions

σc =

√
2γc

β

σa =

√
2γa

β
.

(6.33)
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Such conditions specify the form of σc and σa once given the dissipative

factors γc and γa. If the dissipative factors are not constant but depend on

the quantity of cations and ions carried by the particles i and j, it can be

seen from eq. (6.31) that the additional drift hij is not zero anymore and

reads

hcij = wD(rij)
1

β

(
∂γc

∂nci
− ∂γc

∂ncj

)
haij = wD(rij)

1

β

(
∂γa

∂nai
− ∂γa

∂naj

)
,

(6.34)

where equation (6.33) has been used.

6.3 Model for the dynamics of the system

In the previous section it was shown that if the conditions of Eqs. (6.33),

Eqs. (6.28), Eqs. (6.34), Eq. (6.23) and Eq. (6.24) are met, the system of

equations (6.1) admits a stationary equilibrium solution with the form given

by (6.19) such that the conservative force F C , the particle velocity vi and

the chemical potentials µci and µai are related to the entropy of the system S

by eq. (6.23), eq. (6.24), and eqs. (6.30). Considering the whole system to be

isolated and constituted by particles which represent portions of the system

locally at the thermodynamic equilibrium, the system total energy ETOT is

constant and reads

ETOT = UE +
N∑
i=1

(m
2
vi · vi + Ui

)
, (6.35)

where UE is the electrostatic energy of the system due to the interactions of

charged particles, and the summation includes the kinetic energy of particle i

m/2vi ·vi and the internal energy of particle i Ui. Introducing the Helmhotz
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free energy of the particle Ai, the entropy of particle i can be expressed as

Si = β (Ui − Ai) . (6.36)

Hence, the total entropy reads

S =
N∑
i=1

Si =
N∑
i=1

β (Ui − Ai) = β

[
ETOT − UE −

N∑
i=0

(
Ai +

m

2
vi · vi

)]
,

(6.37)

where eq. (6.35) has been used. Since ETOT is a constant, to define S only

the free energy Ai and the electrostatic energy UE are still to be specified as

a function of the coarse-grained variables. In order to complete the definition

of Ai, the particle volume has to be defined as a function of the position of

the coarse grained particles. It is convenient to define the inverse volume of

the particle as a sum over particle pairs of a funcion of their relative distances

(e.g. see other DPD derived techniques such as Smoothed Dissipative Particle

Dynamics [68])

1

Vi
=

N∑
j=1

w(rij) , (6.38)

where the function w(r) can be any positive differentiable function having

a maximum in r = 0, normalized to 1, and such that w(r) = 0 if r is

larger than a cutoff rc. Here, the function wD as defined in eq. (6.4) is used

w(r) = w0w
D(r), where w0 = 15/2π is a normalization factor. With this

definition of particle volume, it is possible to formulate an expression for Ai

using the tools of statistical mechanics.
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6.3.1 Free energy model

In order to consistently choose the free energy of the particle Ai as a function

of the coarse-grained variables, some assumptions on the nature of the micro-

scopic atomistic system represented by particle i might be done. Here, the

coarse-grained particle i is considered to be constituted by M atomistic-scale

particles of three different kind and equal mass. The three kind of particles

are the cations nc, the anions na and neutral (solvent) particles nn. The

proportion of cations, anions and neutral particles may change during the

dynamics, but their sum remains constant, i.e.

nc + na + nn = M = const . (6.39)

This assumption is consistent with the fact that the coarse-grained parti-

cles have a constant mass. The simplest expression for Ai can be obtained

considering the Helmhotz free energy of a system composed by three non

interacting species [104]

A =
nc

β

[
log

(
ncλ

V

)
− 1

]
+
na

β

[
log

(
naλ

V
− 1

)]
+
nn

β

[
log

(
nnλ

V

)
− 1

]
,

(6.40)

where λ is a constant parameter. In such a system, the Helmhotz free energy

is a function of the volume V , the temperature T , nc, na and nn. However, the

dependence on nn and T may be dropped, the first because of the constraint

of eq. (6.39), the second because as already pointed out T is assumed to

be constant during the dynamics for all the coarse-grained particles. The

dependence on volume of Ai can be converted in a dependence on the density
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ρi, as defined in eq. (6.38), i.e.

Ai(Vi, n
c
i , n

a
i ) =

nc

β
log

(
nc

M − nc − na

)
+
na

β
log

(
na

M − nc − na

)
+
M

β
log

[
(M − na − nc)λ

Vi

]
,

(6.41)

where the constant terms have been omitted. The solvent particles disappear

from the free energy definition due to the constraint (6.39), and the only effect

of their presence is to introduce a parameter M in the free energy which can

be tuned to modify the pressure of the system.

6.3.2 Electrostatics

In order to complete the expression for the entropy of eq. (6.37), the electro-

static energy is the last term to be specified. The coarse-grained variables

nc and na are associated to the quantity of cations and ions carried by the

particle i, and hence to its charge, i.e.

qi = Zcn
c
i − Zanai , (6.42)

where Zc and Za are, respectively, the charge of the single cation and anion.

However, such quantities do not provide any information on how the charge

is distributed within the particle volume. A possible approach could be to

assume all the ions are distributed at the center of the particles, i.e. to treat

the particles as point charges interacting via a Coulomb potential. If such

approach is adopted, the particles could interact very strongly since there

is no constraint or strongly repulsive force which prevents the interparticle

distance to be extremely small. In addition, the aim of coarse graining is

not only to reduce the degrees of freedom of the system, but also to smooth

down the sharp potentials acting in all-atoms methods. With this in mind,
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the charge distribution associated to a particle i of charge qi has been chosen

as a Gaussian distribution centered in xi and with variance s, i.e.

ρi(r) = ρ(r,xi, qi) =
qi

(2πs2)3/2
exp
−|r − xi|2

2s2
, (6.43)

where r is the generic position in the physical space. The electrostatic energy

arising from the interaction of two such distributions is [105]

UE
ij =

∫ ∫
ρi(r)ρj(r

′)

|r − r′|
drdr′ =

qiqj
rij

erf
(rij

2s

)
(6.44)

if i 6= j. In the case i = j the self-energy of the Gaussian distribution is

UE
ii =

1

2

∫ ∫
ρi(r)ρi(r

′)

|r − r′|
drdr′ =

q2
i

2s
√
π
. (6.45)

The self-energy of the distribution does not appear in the electrostatic force,

but it still modifies the electrostatic potential. The electrostatic potential of

particle i is defined as

Φi =
∂UE

∂qi
=

qi
s
√
π

+
N∑
i 6=j

qj
rij

erf
(rij

2s

)
. (6.46)

With this choice, the electrostatic energy can be expressed as

UE =
1

2

N∑
i=0

qiΦi (6.47)

Using the fact that lim
r→0

erf(r/(2s))/r = 1/(s
√
π), the potential of the particle

can be rewritten as

Φi =
N∑
j=0

qj
rij

erf
(rij

2s

)
, (6.48)

where now the summation includes the term j = i for which rij = 0.
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6.3.3 Chemical potential and conservative force

The definition of electrostatic energy completes the expression of the entropy

(eq. (6.37)), allowing the calculation of the chemical potential as defined in

eq. (6.30). The chemical potential for the cations and the anions results

µci = − 1

β

∂S

∂nci
=
∂ (Ai + UE)

∂nci
=

1

β
log

(
nc

M − nc − na

)
+ ZcΦi ,

µai = − 1

β

∂S

∂nai
=
∂ (Ai + UE)

∂nai
=

1

β
log

(
na

M − nc − na

)
− ZaΦi .

(6.49)

the chemical potential has a contribution which is independent on the elec-

trostatic interactions and a contribution due to the electrostatic interactions

which is proportional to the electrostatic potential. The conservative force

is also obtained by differentiating the entropy S (see Eq. (6.23))

FC
i =

1

β

∂S

∂xi

= −∂ (UE + A)

∂xi

= FE
i + F P

i , (6.50)

where A =
N∑
j=1

Aj is the total free energy of the system. It emerges that

the conservative force has two terms, an electrostatic force FE
i due to the

change of electrostatic energy of the particle and a pressure force F P
i due

to the change in volume (and hence of free energy) of the particle. The

electrostatic force can be computed using Eq. (6.47) and Eq. (6.46) for UE,

giving

FE
i = −

∑
j 6=i

qi
∂Φi

∂rij
eij =

∑
j 6=i

qiqj

√
πs erf (rij/(2s))− rij exp

(
−r2

ij/(4s
2)
)

s
√
πr2

ij

eij .

(6.51)

The pressure force can be computed using Eq. (6.41) for A, giving

F P
i = −

∑
j

∂Aj
∂Vj

∂Vj
∂xi

=
∑
j 6=i

2w0M

rcβ
(Vj + Vi)w

R(rij)eij , (6.52)
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where Eq. (6.38) has been used.

6.3.4 Dissipative factors

The dissipative factors γc and γa control the quantity of ions exchanged

between two particles due to a chemical potential difference µij, and are

linked to the noise intensities σc and σa and to the additional drift hc and

ha via the fluctuation-dissipation relations of eq. (6.33). As these functions

do not appear in the entropy, the equilibrium distribution is not affected by

their expression. Instead, such functions are expected to control the ionic

mobility, i.e. the ionic flux caused by a chemical potential difference, and

as a consequence, the conductivity of the solution. If γc and γa are taken

to be constant, the resulting conductivity is independent on the electrolyte

concentration, which is generally not true. In order to model a more realistic

conductivity two conditions are reasonable

1. The functions γc and γa increase linearly with the averge quantities

of cations or anions in the two particles i and j, i.e γc/a(λnci , λn
c
j) =

λγc/a(nci , n
c
j).

2. If the number of ions in one of the particles goes to zero, the stochastic

flux between them, and hence σc, also go to zero.

A functional form for γc and γa which satisfies both conditions is

γc(nci , n
c
j) = γc0

√
ncin

c
j

γa(nai , n
a
j ) = γa0

√
nai n

a
j .

(6.53)

In section 7.2.1 is shown that these choices for the ionic exchange functions

leads to a conductivity linearly dependent on the electrolyte concentration,
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a realistic condition when dealing with low concentrated solutions [106]. The

fluctuation-dissipation relations of eqs. (6.33) then provide the expressions

for σc and σa

σc(nci , n
c
j) =

√
2γc0
√
ncin

c
j

β

σa(nai , n
a
j ) =

√
2γa0
√
nai n

a
j

β

(6.54)

and for hc and ha

hc(n
c
i , n

c
j) =

γc0
β

(√
ncj
nci
−
√
nci
ncj

)

ha(n
a
i , n

a
j ) =

γa0
β

(√
naj
nai
−
√
nai
naj

) (6.55)



Chapter 7

Model validation

In this chapter, the testing and validation of the model presented in Chap-

ter 6 is reported. After giving a few details about the implementation of the

model, a bulk electrolyte under the action of a constant electric field is sim-

ulated as a first test. These simulations show that, as observed in standard

DPD for the viscosity of the fluid, the transport coefficients can be controlled

changing the magnitude of the dissipative and stochastic forcing in the evo-

lution equations (i.e. the dissipative parameters γc0 and γa0 ). In particular,

the mobility of cations or anions can be tuned by calibrating the parameters

controlling the dissipative and stochastic ion exchange between particles. As

a case of study to validate the model, a system consisting of a planar chan-

nel with given surface charge at the boundaries is set up. Different settings

of this kind of system (surface charges with the same or opposite size, dif-

ferent surface charges and ionic charges) are simulated and compared with

analytical solutions based on the Debye approximation, showing an excellent

agreement.

99
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7.1 Model implementation

In Chapter 6 it was shown that the system of Eq. (6.1) equipped with the

conditions given by Eqs. (6.28), Eqs. (6.33) and Eqs. (6.34) admits an equilib-

rium solution of the form (6.19) if S is such that Eq. (6.23) and Eq. (6.24) are

verified. In addition, the selected model for the conservative force between

particles FC and the chemical potentials µc and µa had been described. The

free parameters of the model are the dissipative parameters γ, γc0 and γa0 , the

variance of the Gaussian used to model the electrostatic interactions s, the

free energy parameter M and the ionic charges Zc and Za. The model was

implemented in the LAMMPS software [107] as a modification of the DPD

package. The Euler-Maruyama algorithm [90] was used to integrate Eq. (6.1)

in the Itô formalism. In order to compute electrostatic forces and potentials

the Coulombic interactions between charged parts of the system have to be

considered. Such interactions are long-ranged (i.e. they vanish slower than

r−3, where r is the distance between the considered parts of the system), and

the accurate and efficient computation of such interactions is a well-known

problem in Molecular Dynamics simulations [108]. One of the techniques

used to compute the electrostatic interactions in systems of charged particles

is the Ewald summation [109]. The original Ewald summation deals with

distributions of point charges, here it is used in a modified form as formu-

lated by Kiss et al. [105] which is suitable in the case of the interaction of

Gaussian distributions.

In the set of Eqs. (6.1) there is no guarantee that the quantity nc and na

is positive. In fact, due to the stochastic nature of the equations, improbable
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but strong events can cause a negative quantity of ions in the particle. To

avoid this problem, a natural way is to increase the total ions in the system,

which is established by the initial conditions. The larger is the average ion

quantity in the particles, the lower is the probability of having a negative

number of ions at some point of the simulation. However, since both the

chemical potential of Eq. (6.49) and the dissipative factors γa and γc of

Eqs. (6.34) are not defined for negative values of nai and nbi , a low limiting

value of n̄ is considered such that in the improbable case that nai < n̄ or

nci < n̄, then n̄ is used instead in Eq. (6.49) and Eqs. (6.34). A value of

n̄ = 0.018 has been used in all the simulations reported in this Chapter, and

it has been verified that changing n̄ ∈ [0.01, 0.03] does not affect the output

of the simulation in a detectable way. In the rest of the present Chapter all

the units will be expressed non-dimensionally taking as a reference length the

cutoff of the particle interaction Lref = rc, as a reference energy the thermal

energy Eref = β−1 and as a reference mass the mass of the particles Mref =

m. The dielectric constant is always ε = (4π)−1. For all the simulations

here reported, the time step is ∆t = 10−4, the fluid has a density of particles

ρ = 3, the variance of the Gaussian used for the electrostatic interactions is

s = 0.4, the free energy parameter is M = 75 and γ = 500.

7.2 Bulk fluid under constant electric field

As a first test, a triperiodic cubic box of size L = 10 was simulated with a

constant external electric field E applied along the direction ẑ. The external

electric field introduces an additional electrostatic energy for each particle
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UEXT = qiEz. This has three implications on the equations of motion:

• An external force appears FEXT
i = qiEẑ.

• The chemical potential for the cations is modified, adding the term

∆µci = ZcEz.

• Also the chemical potential for the anions is modified, ∆µai = −ZaEz.

The electric field generates a net flow of cations and anions, respectively jcz

and jaz , which can be measured as a sum of two contributions

jcz =
N∑
i=0

[
ncivi · ẑ +

N∑
j=i+1

∆ncij
∆t

zij

]
,

jaz =
N∑
i=0

[
nai vi · ẑ +

N∑
j=i+1

∆naij
∆t

zij

]
,

(7.1)

where zij = zi−zj and ∆ncij and ∆naij are respectively, the quantity of cations

and anions exchanged between particles i and j at a given step. The first

contribution is the ionic flux due to the ions carried by a moving particle,

while the second term is the ionic flux due to the exchange of ions between

particles located at different positions. Once defined the observables jcz and

jaz , the net current flowing in the ẑ direction can be obtained as

Iz =
1

L
(Zcj

c
z − Zajaz ) . (7.2)

This formula allows the computation of the conductivity of the simulated

fluid. The simulations reported in this section have Zc = Za = 0.1, while the

dissipative parameters γc0 and γa0 are changed to tune the conductivity.
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Figure 7.1: Bulk fluid simulation. Case with symmetric ionic mobilities, i.e.

γc0 = γa0 = γ0 (triangles: γ0 = 45, squares: γ0 = 30, circles: γ0 = 15). a)Ionic

fluxes for the cationic specie jcz (red) and for the anionic specie jaz (blue) as a

function of the dissipative parameter γ0. b) Electric current Iz computed as

a function of the electric field for different γ0. The slope of this line is related

to the conductivity of the fluid, which results κ ' 550 for γ0 = 15, κ ' 1100

for γ0 = 30 and κ ' 1650 for γ0 = 45.
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7.2.1 Conductivity measurement

The conductivity was tuned by changing the dissipative parameters γc0 and

γa0 . In these simulations the initial number of cations and anions was uni-

formly n0 = 10 in all the particles. As a first case, a solution of ions with

symmetric mobilities is considered, i.e. γc0 = γa0 = γ0. Five different values

of γ0 and E have been considered. The ionic current Iz as well as the fluxes

jcz and jaz computed with Eq. (7.1) and Eq. (7.2) as a function of the electric

field for different γ0 are plotted in Fig. 7.1. It is apparent that both ionic

fluxes and the ionic current are linearly dependent on the applied field. The

fact that γc0 = γa0 guarantees the symmetry of the ionic mobilities and hence

the fact that both ionic species contribute to the total ionic current equally.

The conductivity of the electrolyte κ is defined as

κ =
I

L2E
(7.3)

The slope of the I-E curve of Fig. 7.1 is hence related to the conductivity

of the solution and is found to be linearly dependent on γ0 for this range

of values, with κ ' 550 for γ0 = 15, κ ' 1100 for γ0 = 30 and κ ' 1650

for γ0 = 45. As a second case, a system with non symmetric mobilities was

tested, i.e. γc0 6= γa0 . In this case, the dissipative parameters have been set to

γc = 45 and γa = 15. The same calculations as in the previous symmetric

case have been performed and the results are plotted in Fig. 7.2. The ionic

fluxes plotted in Fig. 7.2a are not symmetric anymore, thus confirming that

the two ionic species have now different mobilities and contribute differently

to the total current. The conductivity of the solution is κ ' 1100 as in the

symmetric case for γ0 = 30, confirming that for the chosen range of values
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Figure 7.2: Bulk fluid simulation. Case with asymmetric ionic mobilities, i.e.

γc0 = 45 and γa0 = 15. a)Ionic fluxes for the cationic specie jcz (empty circles)

and for the anionic specie jaz (full squares) as a function of the dissipative

parameter γ0. b) Electric current Iz computed as a function of the electric

field for different γ0. The slope of this line is related to the conductivity of

the fluid, which results κ ' 550.

the change in the dissipative parameters linearly affects the conductivity. In

all the simulations reported in this section, there was no net measurable mass

flux of the fluid.

7.2.2 Dependence on concentration

The dependence of the conduction properties of the solution on the ionic

concentration is also tested. Simulations at five different initial ions per

particle n0 were carried out keeping the dissipative parameter constant, i.e.

γc0 = γa0 = γ0 = 30. Different values of n0 correspond to different values of

average concentration c0 = ρn0 where ρ = 3 is the particle density. The elec-

tric field was E = 4 for all the simulations. The ionic current was measured



106 CHAPTER 7. MODEL VALIDATION

 0

 1000

 2000

 3000

 0  10  20  30  40  50  60  70

κ

c0

Figure 7.3: Conductance of the solution κ as a function of the concentration

c0 = ρn0 for γa = γc = 30 and E = 4.

and the conductance was calculated with Eq. (7.3). The results plotted in

Fig. 7.3 show a linear dependence of the conductance on the concentration

of ions, a realistic condition for diluted solutions. This linear dependence is

due to the model chosen for the dissipative factors γa and γc which are not

constant but depend on the number of ions carried by each interacting pair

of particles (see Sec. 6.3.4).

7.3 Planar electroosmotic flow

The model has been validated simulating a few electrohydrodynamic systems

whose analytical solution under appropriate approximations is known. The

system chosen is a planar channel with charged walls containing the solu-

tion, being L the separation between charged walls. In such systems, at the

equilibrium, the ions with opposite charge with respect to the wall charge

will accumulate near the wall region, while the other ions will be repelled.
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This results in a nonuniform distribution of ions along the channel direction

perpendicular to the walls, ẑ, which is governed by the Poisson-Boltzmann

equation
d2φ(z)

dz2
=

2Zc0

ε
sinh (βZφ(z)) , (7.4)

where Za = Zc = Z was assumed and c0 is the concentration of ions. To

obtain Eq. (7.4) it has been used the fact that, at the equilibrium, the ions

follow a Boltzmann distribution, i.e.

c = c0 exp(±Zφ(z)) (7.5)

for both species, giving a net electrical charge density

ρE = −2Zc0 sinh(Zφ(z)) . (7.6)

Introducing the zeta potential ζ, i.e. the maximum φ(z) which happens at

the wall, the condition

βZζ � 1 (7.7)

allows to substitute the hyperbolic sine in Eq. (7.4) with the identity. This

is known as the Debye approximation and the resulting equation is

d2φ(z)

dz2
=

2Z2c0β

ε
φ(z) =

1

λ2
D

φ(z) , (7.8)

where λD is the Debye length, a parameter which controls the size of the

region where the charge imbalance is present

λD =

√
ε

2βZ2c0

. (7.9)

With this approximation, the Poisson-Boltzmann equation becomes linear

and easily solvable

φ(z) = C1 exp

(
z

λD

)
+ C2 exp

(
− z

λD

)
, (7.10)
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where the integration constants C1 and C2 depend on the boundary condi-

tions. If the system is globally neutral, the following boundary conditions

hold
dφ

dz

∣∣∣
L/2

=
σSUP
ε

,

dφ

dz

∣∣∣
−L/2

= −σINF
ε

,

(7.11)

where σSUP and σINF are, respectively, the surface charges of the superior and

inferior walls. Two different settings will be reproduced in the simulations,

one symmetric system with both walls equally charged, i.e. σSUP = σINF =

σ, and one antisymmetric system with opposite charges at the walls, i.e.

σSUP = −σINF = σ. In the first case, Eq. (7.10) becomes

φ(z) =
λDσ

ε

cosh(x/λD)

sinh(L/(2λD))
, (7.12)

while in the antisymmetric case

φ(z) =
λDσ

ε

sinh(x/λD)

cosh(L/(2λD))
. (7.13)

In both cases the relation between the zeta potential ζ and the surface charge

σ is

ζ =
λDσ

ε tanh(L/2λD)
(7.14)

in the symmetric case and

ζ =
λDσ tanh(L/2λD)

ε
(7.15)

in the antisymmetric case. To link the electrostatics of the problem with the

hydrodynamics, the Stokes equation has to be considered

∇P = µ∇2u− ρE∇φEXT , (7.16)
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where u is the velocity of the fluid, P its pressure, ρ its density, µ its viscosity

and a volume force due to the electric field acting on the charged regions of

fluid has been added, where ρE is given by Eq. (7.6), while φEXT is an

external potential, which is assumed to act only in the x̂ direction and to be

due to a constant electric field E, i.e. φEXT = Ex. Considering Eq. (7.16)

together with the incompressibility condition and the fact that the system to

be studied is uniform in one direction (namely the ŷ direction) and imposing

u = uxx̂ gives a scalar equation

dP

dx
= µ

d2ux
dz2

− EρE , (7.17)

where the first term is a function of x and the second a function of z, meaning

that both of them must be constant. Assuming that no pressure drop exists

between the beginning and the end of the channel, the constant can be put

to zero, giving

d2

dz2

(
ux +

Eε

µ
φ

)
= 0 , (7.18)

where the Poisson equation has been used to express the charge density as

the second derivative of the potential. Here φ is the equilibrium potential as

reported in Eq. (7.12) and Eq. (7.13). The general solution of Eq. (7.18) is

ux(z) = −Eε
µ
φ+ C3z + C4 , (7.19)

where C3 and C4 are integration constants. Using the no-slip boundary

conditions ux(−L/2) = ux(L/2) = 0 leads for the symmetric case (φ given

by Eq. (7.12))

ux(z) =
Eε

µ
(ζ − φ) , (7.20)
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while for the antisymmetric case (φ given by Eq. (7.13))

ux(z) =
Eε

µ

(
2ζz

L
− φ
)
. (7.21)

Defining the electroosmotic velocity

veo =
Eεζ

µ
, (7.22)

and the non-dimensional potential in the symmetric and antisymmetric case

φ̃S and φ̃A as

φ̃S =
cosh(z/λD)

cosh(L/(2λD))
,

φ̃A =
sinh(z/λD)

sinh(L/(2λD))
,

(7.23)

the velocity in the symmetric and antisymmetric case, respectively uSx and

uAx can be written in a compact form

uSx = veo

(
1− φ̃S

)
,

uAx = veo

(
2z

L
− φ̃A

)
.

(7.24)

These formulas are used in Section 7.6 to compare the velocity profiles re-

sulting from the simulation with the analytical prediction.

7.4 System set-up

In order to simulate a planar channel flow a simulation box of dimension

20 × 20 × 10 was set up. The walls, orthogonal to the ẑ axis were imple-

mented using a reflecting boundary condition plus a layer of width 1 of fixed

wall particles of constant density ρwall = 2. The layer of fixed particles is
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needed to avoid large density fluctuations due to layering, to increase the fric-

tion properties of the wall reducing the slip length and to provide a charge to

the wall. The wall particles interact with the fluid particles via a conservative

repulsive force FW
ij = awR(rij)eij, with a = 200, and via the usual dissipa-

tive and stochastic forces with dissipative parameter γW = 1000. The wall

particles have a charge qw = σ/ρwall and don’t exchange ions with the fluid

particles. The fluid particles have a dissipative parameter γc = γa = 30, and

an average number of cations and anions na0 = nc0 = 10. It has been verified

that with this settings, the wall reproduces well the non-slip conditions and

that the viscosity of the fluid is µ ' 30. An external electric field E parallel

to the walls was applied in order to reproduce the electroosmotic flow. Both

the symmetric and antisymmetric systems above described were simulated,

tuning the ion charge Zc = Za = Z to tune the Debye length λD and the

surface charge σ via the charge of the wall particles qwall. Also, different

values of the external electric field E were applied in order to tune the elec-

troosmotic velocity veo. The simulations were run on 50 cores for 6 hours.

The steps needed for the equilibration of the system were 80000, while the

production steps were 160000.

7.5 Equilibrium charge distribution

After the equilibration time, it was possible to observe the presence of the

Debye layer near the charged walls. Ten systems were simulated five each

for the symmetric and antisymmetric setting, corresponding to three values

of Debye length at fixed zeta potential and to two different values of zeta
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Figure 7.4: Ionic density profile for the cations (blue) and the anions (red)

compared with the analytical solutions (black dashed lines). Figures a) and

c) are cases with symmetric wall charges, while figures b) and d) are cases

with antisymmetric wall charges. In the two top plots, two different values

of the Debye length are considered anf ζ = 28.4, while in the bottom plots

the zeta potential is changed and λD = 1.
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potential at fixed Debye length. The cationic and anionic density profiles

are plotted in Fig. 7.4 as well as the particle electrostatic potential for both

the symmetric and antisymmetric system, and compared with the analytical

expressions arising from the Poisson-Boltzmann equation under the Debye

approximation. The simulated ionic density is in excellent agreement with

the analytical predictions for all the simulations except for the simulations

carried out with the maximum zeta potential (see Fig. 7.4c). This fact seems

to suggest that in those ranges of ζ, the Debye approximation on which the

analytical predictions are based fails, being for those simulations βZζ = 1

and being the Debye approximation valid if the condition of Eq. (7.7) is met.

7.6 Electroosmotic flow

The application of an external electric field directed parallel to the channel

walls generates a net mass flow due to the charge imbalance near the walls,

the electroosmotic flow. The resulting velocity profile for different Debye

lengths and electroosmotic velocities is plotted in Fig. 7.5 and compared

with the analytical prediction, showing a good agreement.
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Figure 7.5: Velocity profile of the electroosmotic flow generated by a con-

stant electric field parallel to the walls compared with the analytical solutions

(black dashed lines). Figures a) and c) correspond to cases with symmet-

ric wall charges, while figures b) and d) are cases with antisymmetric wall

charges. In the two top plots, two different values of the Debye length are

considered, while in the bottom plots the electroosmotic velocity is changed

by changing the electric field and λD = 1. In all the plots, ζ = 28.4.



Part IV

Conclusions

In this thesis a coarse-graining approach is used to study typical problems

arising when dealing with complex mesoscale systems such as nanopore sen-

sors. Specifically, the work has been focused on two of the many physical

phenomena which are relevant for nanopore systems. The first problem is

the effect of a confined environment, and thus of hydrodynamic interactions,

on the diffusive dynamics of rigid particles, including both translations and

rotations. To address this problem, a Brownian Dynamics approach has been

used, writing the rotational Langevin equations in the quaternion formalism

to represent rotations in a way which accounts for a spatially dependent

mobility. The effect of confinement is then to modify the structure of the

mobility matrix and, as a consequence, of the stochastic forcing acting on

the rigid particle. To simulate the roto-translational diffusive motion, the

mobility matrix is thus needed as an input which contains all the informa-

tion concerning the solvent and the walls. As a tool to compute the mobility

matrix a coarse-grained technique in which the fluid is constituted by inter-

acting particles, Dissipative Particle Dynamics, has been used developing a
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model for the boundaries which is able to reproduce the non-slip conditions

even for curved surfaces. As a case of study a rigid spherical particle in a

cylindrical nanochannel has been chosen. The mobility matrix was computed

as a function of the radial position of the particle, and was the input of the

rigid body Brownian simulations. The axial translational diffusion of the

particle under confinement has been computed, resulting in agreement with

analytical approximations, other numerical methods and experimental data

in quantifying a reduction of 25-70% with respect to the bulk diffusion for

confinement ratios in the range 3-10. The rotational diffusion under confine-

ment has also been computed, finding that it is also reduced, reaching the

75% of its bulk value in the same range of confinement ratios. The Brownian

simulations have also been used to study the effects of external forces on par-

ticle diffusion. A constant force transverse with respect to the channel axis

reduces the translational diffusion up to an additional 10% with respect to

the value in absence of forces, and has a similar effect also on the rotational

diffusion. The case of the electrostatic force which a constant axial electric

field exerts on a particle with a constant dipole moment has also been ex-

plored, finding no relevant differences in the diffusion coefficient. This kind of

Brownian Dynamics simulations can be easily extended to the case of other

external forces which, by modifying the particle distribution inside the chan-

nel, alter their diffusion, and to more complex systems, provided the mobility

matrix.

The second problem addressed in this thesis is the problem of electrohy-

drodynamics, i.e., the fluid-electric field coupling that exists in electrolyte

solutions. To address this problem, a new coarse-grained method has been
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formulated. The method is based on the structure of stochastic differential

equations of DPD, expanding them to add two new degrees of freedom for

each particle, namely the quantity of cations and anions carried by the par-

ticle. The Fokker-Planck equation associated to the system of equations is

obtained, and the fluctuation-dissipation conditions necessary to guarantee

the existence of an equilibrium solution are obtained. Moreover, a statistical

mechanics interpretation is given to the function governing the equilibrium,

which is interpreted as the total entropy of the system. Assuming that each

particle is locally at the equilibrium, the tools of statistical mechanics can be

used in order to find a physically meaningful functional form for the fluxes

governing the equations of motion. It has been shown that the transport co-

efficients such as the ionic mobility can be tuned by changing the parameters

of the model, and that the conductivity of the solution grows linearly with

the quantity of ions in solution, at least in the range of values which has been

tested. Finally, the model has been implemented in the LAMMPS parallel

computing software and validated against some cases of planar electroosmotic

flows for which an (approximated) analytical solution exists.
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